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## Preface

This volume contains the proceedings of the 7th International Conference on Optimization Problems and Their Applications (OPTA 2018), held in Omsk, Russia, July $8-14$, 2018. The conference was organized by the Russian Operational Research Society, Sobolev Institute of Mathematics, Krasovsky Institute of Mathematics and Mechanics, Novosibirsk State University, Dostoevsky Omsk State University, the Higher School of Economics in Nizhny Novgorod, and several other institutions. This year, the conference started in the city of Omsk and continued countryside in a picturesque place Chernoluchye, located in a pine forest in the vicinity of Omsk. Concurrently with the OPTA 2018 conference, an eponymous school seminar, OPTA-SCL 2018, was held, where invited speakers gave plenary lectures on the subjects of their individual expertise.

The previous conferences of this series, named "Optimization Problems and Economical Applications," were organized in 1997, 2003, 2006, 2009, 2012, and 2015 and chaired by Professor Alexander Kolokolov. OPTA 2018 was devoted to the memory of Alexander Kolokolov, who passed away in 2017.

The OPTA conference belongs to a group of international conferences on optimization and operations research in the Siberian and Ural areas of Russia, covering a wide range of topics in operations research, mathematical programming, discrete optimization, and their applications. This group also involves the International Conference on Discrete Optimization and Operations Research (DOOR), Baikal International Triennial School Seminar Methods of Optimization and Their Applications (BITSS), and the conference Mathematical Programming and Applications (MPA). The main purpose of these events is to provide a forum where researchers can exchange ideas, identify promising directions for theoretical studies and application domains, and foster new collaborations.

In response to the call for papers, we received 73 submissions. The papers included in this volume were carefully selected by the Program Committee on the basis of reports from two or more reviewers. Only 27 submissions were selected for inclusion in this volume. The abstracts of invited talks made by eminent speakers are also included here. We thank the Program Committee members and the external reviewers for their helpful remarks and fair evaluation of the submissions. We also thank the Organizing Committee members for their input.

Finally, we thank our sponsors, the Russian Foundation for Basic Research, the Novosibirsk State University, the Laboratory of Algorithms and Technologies for Networks Analysis (LATNA), the Higher School of Economics in Nizhny Novgorod, and Dostoevsky Omsk State University for their support.
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# Combinatorial Techniques to Optimally Customize Machining/Assembly Lines 

Alexandre Dolgui<br>Ecole des Mines de Nantes, Nantes, France<br>alexandre.dolgui@imt-atlantique.fr

Keywords: Machining lines • Assembly lines • Line design • Line balancing Combinatorial optimization • MIP • Graph theory • Metaheuristics • Heuristics

Problems of combinatorial design of complex machining/assembly lines are considered. Operations are partitioned into groups which are performed either by a team of workers for manually lines or by a piece of equipment for automated lines (for example by a multi-spindge head). Constraints related to the design of worker teams or spindle heads, working position and line configurations, as well as precedence constraints related to operations, are given. Such problems consist in minimizing the estimated cost of the corresponding machining/assembly line, while reaching a given cycle time and satisfying all constraints. A decision support system is developed. Several optimisation methods were implemented: MIP formulation, a constrained shortest path approach, Branch and Bound techniques, metaheurstics and heuristics. The developed decision-aid software tool is presented. Industrial examples are reported for different types of lines.

# PQSQ Potentials and Tropic Methods in Machine Learning 

Alexander Gorban<br>University of Leicester, Leicester, UK<br>ag153@le.ac.uk

Keywords: Machine learning • Theory of PQSQ potentials

We develop a new machine learning framework (theory and application) allowing one to deal with arbitrary error potentials of not-faster than quadratic growth, imitated by piece-wise quadratic function of subquadratic growth (PQSQ error potential). This universal framework is able to deal with a large family of error potentials. We exploit the fact that finding a minimum of a piece-wise quadratic function, or, in other words, a function which is the minorant of a set of quadratic functionals, can be almost as computationally efficient as optimizing the standard quadratic potential. The theory of PQSQ potentials uses min,+ algebras and can be considered as a part of tropical mathematics.

# New Approaches for Multiprocessor Scheduling Problem with Incomplete Information 

Vladimir Kotov<br>Belarusian State University, Minsk, Belarus<br>kotovvm@yandex.by

Keywords: Combinatorial optimization • Multiprocessor scheduling

Combinatorial optimization problems come with various paradigms on how an instance is revealed to a solving algorithm. The very common offline paradigm assumes that the entire instance is known in advance. On the opposite end, one can deal with the pure online scheme, where the instance is revealed part by part, unpredictable to the algorithm, and no further knowledge on these parts is assumed. In between these two extremes, and also highly relevant for many practical applications, are semi-online paradigms, where at least some characteristics of the instance in general are assumed to be known, for example, the total instance size or distributions of some internal values. The well-known classical multiprocessor scheduling problem is a fundamental and well-investigated scheduling problem both in the offline and the online setting. A set of n independent jobs is to be processed on m parallel machines in order to minimize the makespan. We present some approaches such as bunch techniques, a dynamic discrete lower bound and other priority rules. These approaches allow to design online and semi online algorithms with the best known worst-case performances.

# Optimization, Modeling, and Data Sciences for Sustainable Energy Systems 

Panos Pardalos<br>University of Florida, USA<br>pardalos@ufl.edu

Keywords: Energy systems • Optimization

For decades, power systems have been playing an important role in humanity. Industrialization has made energy consumption an inevitable part of daily life. Due to our dependence on fuel sources and our large demand for energy, power systems have become interdependent networks rather than remaining independent energy producers. This talk will focus on the problems arising in energy systems as well as recent advances in optimization, modeling, and data sciences techniques to address these problems. Among the topics to be discussed are emission constrained hydrothermal scheduling, electricity and gas networks expansion, as well as reliability analysis of power grid.
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## Location Problems

# On Minimizing Supermodular Functions on Hereditary Systems 

Victor Il'ev ${ }^{1,2(\boxtimes)}$ and Svetlana Il'eva ${ }^{2}$<br>${ }^{1}$ Omsk State Technical University, Omsk, Russia<br>iljev@mail.ru<br>${ }^{2}$ Dostoevsky Omsk State University, Omsk, Russia<br>iljeva@mail.ru


#### Abstract

The problem of minimizing a supermodular set function is considered. A special case of this problem is the well-known NP-hard minimization $p$-median problem. The main results of the paper are tight a priori and a posteriori bounds on worst-case behaviour of a "reverse" greedy (steepest descent) algorithm of minimizing a supermodular set function on comatroid. As a corollary, approximation guarantees of this algorithm for the general minimization $p$-median problem improving the known bounds are obtained.


Keywords: Supermodular function • Hereditary system • Comatroid Greedy algorithm • Approximation guarantee

## 1 Introduction

Let $I$ be a finite set, $2^{I}$ be a Boolean lattice of all subsets of $I$. A set function $f: 2^{I} \rightarrow \mathbb{R}_{+}$is called supermodular, if for all $X, Y \subseteq I$

$$
f(X \cup Y)+f(X \cap Y) \geq f(X)+f(Y)
$$

and submodular if the inverse inequality holds. If for all $X, Y \subseteq I$ the inequality is satisfied with equality, then the set function $f$ is said to be modular. Note that a nondecreasing set function $f$ with $f(\emptyset)=0$ is modular if and only if it is additive.

A hereditary system $\mathcal{H}$ on $I$ can be defined as a Boolean lattice $2^{I}$ with a distinguished family $\mathcal{A} \subseteq 2^{I}$ that satisfies the following heredity axiom:

$$
\left(A \in \mathcal{A}, A^{\prime} \subseteq A\right) \Rightarrow A^{\prime} \in \mathcal{A}
$$

Sometimes it is said that the family $\mathcal{A}$ is an independence system or a hereditary family [7]. The sets of the family $\mathcal{A}$ are called independent, all the other sets of the lattice $2^{I}$ are called dependent sets of the hereditary system $\mathcal{H}$.

Note that the family $\mathcal{D}=2^{I} \backslash \mathcal{A}$ of all dependent sets satisfies the following "heredity up" axiom:

$$
\left(D \in \mathcal{D}, D \subseteq D^{\prime}\right) \Rightarrow D^{\prime} \in \mathcal{D}
$$

Clearly, the families $\mathcal{A}$ and $\mathcal{D}=2^{I} \backslash \mathcal{A}$ determine each other uniquely, therefore these families can be viewed as different sides of the hereditary system $\mathcal{H}$. We shall write $\mathcal{H}=(I, \mathcal{A})$ or $\mathcal{H}=(I, \mathcal{D})$ depending on which side of the hereditary system $\mathcal{H}$ is of our interest.

Bases of a hereditary system $\mathcal{H}$ are maximal (under inclusion) independent sets and circuits of $\mathcal{H}$ are minimal dependent sets. The families of all bases and all circuits of $\mathcal{H}$ are denoted by $\mathcal{B}$ and $\mathcal{C}$, respectively. A base of a set $X \subseteq I$ is a maximal independent set contained in $X$, a circuit of a set $X$ is a minimal dependent set containing $X$.

Matroids and comatroids are the important special cases of hereditary systems. These objects can be defined as follows.

A hereditary system $\mathcal{H}=(I, \mathcal{A})$ is called a matroid if all bases of every set $X \subseteq I$ have the same cardinality. The cardinality $r$ of any base of $I$ is called the rank of a matroid. As an example, we consider the p-uniform matroid $\left(I, \mathcal{A}_{p}\right)$, where $\mathcal{A}_{p}=\{A \subseteq I:|A| \leq p\}, p<|I|$.

Given a hereditary system $\mathcal{H}=(I, \mathcal{A})$, we define the complementary system or the cosystem $\overline{\mathcal{H}}=(I, \overline{\mathcal{D}})$ by $\overline{\mathcal{D}}=\{I \backslash A: A \in \mathcal{A}\}$. Obviously, $\overline{\mathcal{A}}=\{I \backslash D:$ $D \in \mathcal{D}\}$.

The hereditary system complementary to a matroid is said to be a comatroid. It is easy to see that a hereditary system is a comatroid if and only if all circuits of every set $X \subseteq I$ have the same cardinality. The cardinality $p$ of any circuit of $\emptyset$ is called the girth of the comatroid. The comatroid ( $I, \mathcal{D}_{p}$ ) complementary to the $(n-p)$-uniform matroid on $I$ is called the $p$-uniform comatroid. Clearly, $\mathcal{D}_{p}=\{D \subseteq I:|D| \geq p\}$.

Problems of minimizing supermodular functions on hereditary systems and lattices arise in different areas of discrete optimization, and the study of these problems has more than fifty-year history. Among first works in this direction we can mark the paper [4], where the problem of minimizing a supermodular function on a Boolean lattice was considered.

Many important problems such as the well-known minimization $p$-median problem [20] and some variants of the half-product problem [17] are the special cases of the problem of minimizing a supermodular function. The known graph correlation clustering problem [12] closely connected with studying systems of equations over graphs [14] can be reduced to this problem.

In the past decades, a great amount of optimization problems with concrete types of supermodular functions were studied and a lot of theoretical results were obtained. For example, in [18], a description of the problems of minimizing supermodular functions on the different types of lattices is contained and the previously obtained theoretical results, on the basis of which the problems of minimizing supermodular functions on these lattices have been solved, are shown. This allows the authors to consider the methods for solving the problems of minimizing supermodular functions as a new field of mathematical programming - supermodular programming [18].

Our aim is to solve the following combinatorial optimization problem approximately:

$$
\begin{equation*}
\min \{f(X): X \in \mathcal{C}\} \tag{1}
\end{equation*}
$$

where $\mathcal{C}$ is the family of all circuits of a comatroid on $I$ of girth $p, p<n=|I|$, and $f: 2^{I} \rightarrow \mathbb{R}_{+}$is a nonincreasing supermodular function, $f(I)=0$.

Problem (1) is NP-hard because it contains the well-known NP-hard minimization $p$-median problem as a special case [16]. The mathematical model of the minimization p-median problem can be formulated as follows:

$$
\begin{equation*}
\min \{f(X): X \subseteq I,|X|=p\} \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
f(X)=\sum_{j \in J} \min _{i \in X} a_{i j} \tag{3}
\end{equation*}
$$

$A=\left(a_{i j}\right)$ is a nonnegative matrix with the row index set $I$ and the column index set $J$. The problem is called metric if $I=J$, the matrix $A$ is symmetric, and the assignment costs $a_{i j}$ satisfy the triangle inequality: $a_{i j}+a_{j k} \geq a_{i k}$ for all $i, j, k \in I$. Note that the set function (3) is nonincreasing. One can see that after the extension

$$
\begin{equation*}
f(\emptyset)=\max _{\substack{X, Y \subseteq I, X \cap Y=\emptyset}}\{f(X)+f(Y)-f(X \cup Y)\} \tag{4}
\end{equation*}
$$

$f$ becomes supermodular. Therefore the $p$-median problem can be viewed as problem (1) on the $p$-uniform comatroid.

We consider a "reverse" variant of the greedy heuristic, a discrete analogue of the steepest descent algorithm, to solve problem (1) of minimizing a supermodular function on a comatroid approximately. Approximation guarantees of the greedy reverse algorithm for problem (1) are obtained. This result improves and supplements the bounds obtained in $[8,10,11]$. A new technique presented in this paper makes it possible to get also a posteriori bounds. As a corollary we obtain bounds on the worst-case behaviour of the greedy reverse algorithm for the general minimization $p$-median problem, i.e., the problem which may not be metric, improving the results obtained in [13].

In Sect. 2, we describe the greedy reverse algorithm GR and cite known results. In Sect.3, we show that Algorithm GR always finds a solution with the value at most $1+s$ times the optimal value, where $s$ is a curvature of a nonincreasing supermodular function $f$, a parameter which describes the rate of decrease of $f$. Section 4 contains a posteriori bounds on the worst-case behaviour of the algorithm. Finally, in Sect.5, we apply our results to the general minimization $p$-median problem.

## 2 Known Results

The following maximization analogue of problem (1) was studied in the literature:

$$
\begin{equation*}
\max \{f(X): X \in \mathcal{B}\} \tag{5}
\end{equation*}
$$

where $\mathcal{B}$ is the family of all bases of a matroid on $I$ of rank $p, p<n=|I|$, $f: 2^{I} \rightarrow \mathbb{R}_{+}$is a nondecreasing submodular function, $f(\emptyset)=0$.

Problem (5) is NP-hard since it contains the well-known NP-hard maximization $p$-median problem as a special case.

The following simple algorithm, a discrete analogue of the steepest ascent algorithm, is usually applied to solve problem (5) approximately.

## Algorithm GA (greedy algorithm)

Step 0: Set $X_{0}=\emptyset$. Go to step 1 .
Step $i(i \geq 1)$ : Select $x_{i} \notin X_{i-1}$ such that

$$
f\left(X_{i-1} \cup\left\{x_{i}\right\}\right)=\max _{\substack{x \notin X_{i-1}, X_{i-1} \cup\{x\} \in \mathcal{A}}} f\left(X_{i-1} \cup\{x\}\right)
$$

Set $X_{i}=X_{i-1} \cup\left\{x_{i}\right\}$. If $i<p$, then go to step $i+1$, else stop. Return $S_{G A}=X_{p}$. End.

It is easy to see that Algorithm GA always finds a base of the matroid, i.e., $S_{G A}$ is a feasible solution to problem (5).

In [6], the lower bound on the approximation guarantee of Algorithm GA for the maximization $p$-median problem was obtained:

$$
\frac{f\left(S_{G A}\right)}{f\left(S_{O}\right)} \geq 1-\left(\frac{p-1}{p}\right)^{p} \geq \frac{e-1}{e} \approx 0,63
$$

where $S_{O}$ is an optimal solution and $S_{G A}$ is the solution retrieved by Algorithm GA.

In [21], this result was extended to the problem

$$
\begin{equation*}
\max \{f(X): X \subseteq I,|X|=p\} \tag{6}
\end{equation*}
$$

where $f: 2^{I} \rightarrow \mathbb{R}_{+}$is a nondecreasing submodular function, $f(\emptyset)=0$.
In [5], the bound for problem (6) was refined by using the additional information on the objective function:

$$
\begin{equation*}
\frac{f\left(S_{G A}\right)}{f\left(S_{O}\right)} \geq \frac{1}{c}\left(1-\left(\frac{p-c}{p}\right)^{p}\right) \tag{7}
\end{equation*}
$$

where $c$ is the curvature of $f$, a parameter describing the rate of growth of a nondecreasing submodular function. It is defined as

$$
c=\max _{\substack{x \in I, f(\{x\})>f(\emptyset)}} \frac{(f(\{x\})-f(\emptyset))-(f(I)-f(I \backslash\{x\}))}{f(\{x\})-f(\emptyset)} .
$$

Obviously, $c \in[0,1]$ and $c=0$ if and only if $f$ is modular.
In [5], the authors also derived bound (7) for problem (5) and proved a simpler bound:

$$
\begin{equation*}
\frac{f\left(S_{G A}\right)}{f\left(S_{O}\right)} \geq \frac{1}{1+c} \geq \frac{1}{2} \tag{8}
\end{equation*}
$$

Unfortunately, the situation is dramatically different in the case of minimizing a supermodular function. Constant-factor polynomial time approximation algorithms were given only for the metric minimization $p$-median problem $[1-3,15,19]$. Moreover, it was shown in [20] that existence of a constantfactor approximation polynomial time algorithm for the general minimization $p$-median problem implies $P=N P$. Note that a constant can be replaced here by any increasing function of $n$. Clearly, the same statement remains true for problem (1).

We consider the following "reverse" version of the greedy heuristic, a discrete analogue of the steepest descent algorithm, to solve problem (1) approximately.

## Algorithm GR (greedy reverse)

Step 0: Set $X_{0}=I$. Go to step 1.
Step $i(i \geq 1)$ : Select $x_{i} \in X_{i-1}$ such that

$$
f\left(X_{i-1} \backslash\left\{x_{i}\right\}\right)=\min _{\substack{x \in X_{i-1}, X_{i-1} \backslash\{x\} \in \mathcal{D}}} f\left(X_{i-1} \backslash\{x\}\right)
$$

Set $X_{i}=X_{i-1} \backslash\left\{x_{i}\right\}$. If $i<n-p$, then go to step $i+1$, else stop. Return $S_{G R}=X_{n-p}$.
End.
It is easy to see that Algorithm GR always finds a circuit of the comatroid, i.e., $S_{G R}$ is a feasible solution to problem (1).

Note that Algorithm GR can yield an arbitrary bad solution to problem (1) even on the $p$-uniform comatroid. However an additional information on the objective function makes it possible to get approximation guarantees of Algorithm GR.

Consider the curvature of a nonincreasing supermodular function $f$ :

$$
\begin{equation*}
c=\max _{\substack{x \in I, f(\{x\})<f(\emptyset)}} \frac{(f(\emptyset)-f(\{x\}))-(f(I \backslash\{x\})-f(I))}{f(\emptyset)-f(\{x\})} . \tag{9}
\end{equation*}
$$

For set functions of curvature $c<1$ we define the characteristic $s=c /(1-c)$, wich we also will call the curvature. Both parameters $c$ and $s$ characterize the rate of decrease of a nonincreasing supermodular function. Note that $c \in[0,1]$, $s \in[0,+\infty)$, and $c=s=0$ if and only if $f$ is modular.

In [8], the following special case of problem (1) with an arbitrary supermodular objective function $f: 2^{I} \rightarrow \mathbb{R}_{+}$was considered:

$$
\begin{equation*}
\min \{f(X): X \subseteq I,|X|=p\} \tag{10}
\end{equation*}
$$

and the upper bound on the worst-case behaviour of Algorithm GR for problem (10) was obtained:

$$
\begin{equation*}
\frac{f\left(S_{G R}\right)}{f\left(S_{O}\right)} \leq \frac{1}{s}\left(\left(\frac{q+s}{q}\right)^{q}-1\right) \tag{11}
\end{equation*}
$$

where $S_{O}$ is an optimal solution to problem (10), $S_{G R}$ is the solution returned by Algorithm GR, and $q=n-p$. In [11], this result was extended to problem (1).

For objective functions with curvature $s<1$ a simpler bound was obtained [10]:

$$
\begin{equation*}
\frac{f\left(S_{G R}\right)}{f\left(S_{O}\right)} \leq \frac{1}{1-s} \tag{12}
\end{equation*}
$$

The main goal of this work is to obtain new approximation guarantees of Algorithm GR to problems (1) and (2), which improve and supplement bounds (11) and (12).

## 3 Approximation Guarantees of Algorithm GR

Now let us turn back to problem (1).
For $X \subseteq I$ and $x \in X$, we set $d_{x}(X)=f(X \backslash\{x\})-f(X) \geq 0$. Evidently, the curvature (9) can now be rewritten as

$$
c=\max _{\substack{x \in I, d_{x}(\{x\})>0}} \frac{d_{x}(\{x\})-d_{x}(I)}{d_{x}(\{x\})} .
$$

Let us also introduce the following notation:

$$
\begin{aligned}
& Y=I \backslash\left\{y_{1}, \ldots, y_{k}\right\}, \bar{Y}=I \backslash Y=\left\{y_{1}, \ldots, y_{k}\right\} \quad(k \in\{1, \ldots, n\}), \\
& Y_{0}=I, Y_{i}=I \backslash\left\{y_{1}, \ldots, y_{i}\right\}(i=1, \ldots, k) .
\end{aligned}
$$

In [8], the following properties of nonincreasing supermodular functions were proved.

Proposition 1. $f(Y)=\sum_{y_{i} \in \bar{Y}} d_{y_{i}}\left(Y_{i-1}\right)$.
Proposition 2. $d_{x}(X) \geq d_{x}(Y)$ for all $X, Y, X \subseteq Y \subseteq I$, and for every $x \in X$.
In [9], an equivalent definition of a comatroid was given.
Proposition 3. A hereditary system $\mathcal{H}=(I, \mathcal{D})$ is a comatroid if and only if the family $\mathcal{D}$ of its dependent sets satisfies the following axiom:

$$
\left(D, D^{\prime} \in \mathcal{D},|D|=\left|D^{\prime}\right|+1\right) \Rightarrow \exists x \in D \backslash D^{\prime}: D \backslash\{x\} \in \mathcal{D} .
$$

Algorithm GR consecutively finds the sets $X_{0}=I, X_{1}, \ldots, X_{q}=S_{G R}$, where $q=n-p, X_{i}=X_{i-1} \backslash\left\{x_{i}\right\}=I \backslash\left\{x_{1}, \ldots, x_{i}\right\}$, and $x_{i} \in X_{i-1}$ is the element chosen at step $i$ such that

$$
\begin{equation*}
d_{x_{i}}\left(X_{i-1}\right)=\min _{\substack{x \in X_{i-1}, X_{i-1} \backslash\{x\} \in \mathcal{D}}} d_{x}\left(X_{i-1}\right) \quad(i=1, \ldots, q) . \tag{13}
\end{equation*}
$$

Lemma 1. For any circuit $C \in \mathcal{C}$ of a comatroid $\mathcal{H}=(I, \mathcal{D})$ the elements of the set $\bar{C}=I \backslash C=\left\{c_{1}, \ldots, c_{q}\right\}$ can be ordered so that $d_{c_{i}}\left(X_{i-1}\right) \geq d_{x_{i}}\left(X_{i-1}\right)$, $i=1, \ldots, q$. Furthermore, if $c_{i} \in \bar{C} \cap \bar{S}_{G R}=\left\{c_{1}, \ldots, c_{q}\right\} \cap\left\{x_{1}, \ldots, x_{q}\right\}$, then $c_{i}=x_{i}$.

Proof. Assume that the elements $c_{q}, c_{q-1} \ldots, c_{i+1}$ are already found. If $x_{i} \notin C_{i}=$ $C \cup\left\{c_{q}, c_{q-1}, \ldots, c_{i+1}\right\}$, then we set $c_{i}=x_{i}$. If $x_{i} \in C_{i}$, then, by Proposition 3, there exists $x \in X_{i-1} \backslash C_{i}$ such that $X_{i-1} \backslash\{x\} \in \mathcal{D}$, and we set $c_{i}=x$. Since $x_{i}$ is the element chosen by Algorithm GR, it follows from (13) that $d_{c_{i}}\left(X_{i-1}\right) \geq$ $d_{x_{i}}\left(X_{i-1}\right)$. The lemma is proved.

Lemma 2. $(1-c) d_{x}(X) \leq d_{x}(I)$ for all $X \subseteq I$ and for any $x \in X$.
Proof. It follows from the definition of curvature that

$$
c \geq \frac{d_{x}(\{x\})-d_{x}(I)}{d_{x}(\{x\})}
$$

for every $x \in I$ such that $d_{x}(\{x\})>0$. Hence $c d_{x}(\{x\}) \geq d_{x}(\{x\})-d_{x}(I)$, i.e., $(1-c) d_{x}(\{x\}) \leq d_{x}(I)$. If $d_{x}(\{x\})=0$, then the last inequality evidently holds. By Proposition $2, d_{x}(X) \leq d_{x}(\{x\})$. Thus we obtain $(1-c) d_{x}(X) \leq$ $(1-c) d_{x}(\{x\}) \leq d_{x}(I)$. The lemma is proved.

Theorem 1. The following bound on the worst-case behaviour of Algorithm GR holds:

$$
\begin{equation*}
(1-c) f\left(S_{G R}\right) \leq f\left(S_{O}\right) \tag{14}
\end{equation*}
$$

where $S_{O}$ is an optimal solution to problem (1) and $S_{G R}$ is the solution returned by Algorithm GR.

Proof. Let $\bar{S}_{O}=\left\{c_{1}, \ldots, c_{q}\right\}$, where the elements $c_{i}$ are ordered according to Lemma 1, and let $C_{i}=I \backslash\left\{c_{1}, \ldots, c_{i}\right\}, i=1, \ldots, q$. By Proposition 1, $f\left(S_{O}\right)=$ $\sum_{c_{i} \in \bar{S}_{O}} d_{c_{i}}\left(C_{i-1}\right)$. It follows from Proposition 2 that $d_{c_{i}}\left(C_{i-1}\right) \geq d_{c_{i}}(I), i=1, \ldots, q$. Thus,

$$
\begin{equation*}
f\left(S_{O}\right)=\sum_{c_{i} \in \bar{S}_{O}} d_{c_{i}}\left(C_{i-1}\right) \geq \sum_{c_{i} \in \bar{S}_{O}} d_{c_{i}}(I) . \tag{15}
\end{equation*}
$$

Using Proposition 1, we obtain

$$
f\left(S_{G R}\right)=\sum_{x_{i} \in \bar{S}_{G R}} d_{x_{i}}\left(X_{i-1}\right)=\sum_{x_{i} \in \bar{S}_{G R} \cap \bar{S}_{O}} d_{x_{i}}\left(X_{i-1}\right)+\sum_{x_{i} \in \bar{S}_{G R} \backslash \bar{S}_{O}} d_{x_{i}}\left(X_{i-1}\right) .
$$

By Lemma 1, for $i=1, \ldots, q, d_{x_{i}}\left(X_{i-1}\right) \leq d_{c_{i}}\left(X_{i-1}\right)$ whence,

$$
\begin{equation*}
f\left(S_{G R}\right) \leq \sum_{x_{i} \in \bar{S}_{G R} \cap \bar{S}_{O}} d_{x_{i}}\left(X_{i-1}\right)+\sum_{c_{i} \in \bar{S}_{O} \backslash \bar{S}_{G R}} d_{c_{i}}\left(X_{i-1}\right) . \tag{16}
\end{equation*}
$$

By Lemma 2, for $x=x_{i}$ and $X=X_{i-1}$, we have $(1-c) d_{x_{i}}\left(X_{i-1}\right) \leq d_{x_{i}}(I)$, $i=1, \ldots, q$. Hence,

$$
\begin{equation*}
(1-c) \sum_{x_{i} \in \bar{S}_{G R} \cap \bar{S}_{O}} d_{x_{i}}\left(X_{i-1}\right) \leq \sum_{x_{i} \in \bar{S}_{G R} \cap \bar{S}_{O}} d_{x_{i}}(I)=\sum_{c_{i} \in \bar{S}_{G R} \cap \bar{S}_{O}} d_{c_{i}}(I) \tag{17}
\end{equation*}
$$

(the last equality follows from Lemma 1).

Further, note that $\bar{S}_{O} \backslash \bar{S}_{G R}=S_{G R} \backslash S_{O}$, therefore for any $c_{i} \in \bar{S}_{O} \backslash \bar{S}_{G R}$ we have $c_{i} \in S_{G R} \backslash S_{O} \subseteq S_{G R}=X_{q} \subseteq X_{i-1}, i=1, \ldots, q$. By Lemma 2, for $x=c_{i}$ and $X=X_{i-1}$, we obtain $(1-c) d_{c_{i}}\left(X_{i-1}\right) \leq d_{c_{i}}(I)$. Thus,

$$
\begin{equation*}
(1-c) \sum_{c_{i} \in \bar{S}_{O} \backslash \bar{S}_{G R}} d_{c_{i}}\left(X_{i-1}\right) \leq \sum_{c_{i} \in \bar{S}_{O} \backslash \bar{S}_{G R}} d_{c_{i}}(I) . \tag{18}
\end{equation*}
$$

Combining (16), (17) and (18), we get

$$
(1-c) f\left(S_{G R}\right) \leq \sum_{c_{i} \in \bar{S}_{G R} \cap \bar{S}_{O}} d_{c_{i}}(I)+\sum_{c_{i} \in \bar{S}_{O} \backslash \bar{S}_{G R}} d_{c_{i}}(I)=\sum_{c_{i} \in \bar{S}_{O}} d_{c_{i}}(I) .
$$

Finally, taking into account (15), we obtain bound (14):

$$
(1-c) f\left(S_{G R}\right) \leq \sum_{c_{i} \in \bar{S}_{O}} d_{c_{i}}(I) \leq f\left(S_{O}\right)
$$

This completes the proof of Theorem 1.
To obtain a bound on the performance guarantee of Algorithm GR in terms of the curvature $s=c /(1-c)$, we assume below that $c<1$.

Theorem 2. For any nondecreasing supermodular objective function of problem (1) with the curvature $c \in[0,1)$, it holds that

$$
\begin{equation*}
f\left(S_{G R}\right) \leq(1+s) f\left(S_{O}\right) \tag{19}
\end{equation*}
$$

where $S_{O}$ is an optimal solution to problem (1) and $S_{G R}$ is the feasible solution found by Algorithm GR.

Proof. Taking into account the condition $c \in[0,1$ ), inequality (14) can be rewritten in the form

$$
\begin{equation*}
f\left(S_{G R}\right) \leq \frac{f\left(S_{O}\right)}{1-c} \tag{20}
\end{equation*}
$$

Recall, that $s=c /(1-c)$; therefore $c=s /(1+s)$. Substitute $s /(1+s)$ for $c$ in (20) to obtain (19). This completes the proof of Theorem 2.

Remark 1. Bounds (14) and (19) are tight. For example, if the objective function of problem (1) is modular, then $c=s=0$, and inequalities (14) and (19) hold with equalities.

To compare bounds (14) and (19) with bounds (11) and (12) we assume that $f\left(S_{O}\right) \neq 0$. In the case $f\left(S_{O}\right)=0$, we have, due to (19), $f\left(S_{G R}\right)=0$, i.e., the algorithm GR finds an optimal solution. If $f\left(S_{O}\right) \neq 0$, then bounds (14) and (19) can be written as

$$
\begin{align*}
& \frac{f\left(S_{G R}\right)}{f\left(S_{O}\right)} \leq \frac{1}{1-c}  \tag{21}\\
& \frac{f\left(S_{G R}\right)}{f\left(S_{O}\right)} \leq 1+s \tag{22}
\end{align*}
$$

Remark 2. Bounds (21) and (22) are stronger than bound (12).
Indeed, for $s<1$, we have $\frac{1}{1-c}=1+s \leq \frac{1}{1-s}$.
Now, we compare bound (22) with bound (11). The right-hand side of inequality (11) is the polynomial of degree $q-1$ of the variable $s$ with a positive leading coefficient. Hence $\frac{1}{s}\left(\left(\frac{q+s}{q}\right)^{q}-1\right)<1+s$ only for small values of $q$ or small values of $s$. More precisely,

Remark 3. Bound (11) is better than bound (22) when at least one of the following conditions holds: (1) $q \in\{1,2\}$ and $s>0 ;(2) s \in(0 ; 1,79]$.

However in most cases $1+s<\frac{1}{s}\left(\left(\frac{q+s}{q}\right)^{q}-1\right)$ :
Remark 4. For $q \geq 3$, there exists $s_{q}$ such that, for any $s>s_{q}$, bound (22) is better than bound (11).

The values of the parameter $s_{q}$ for some $q$ are presented in Table 1.

Table 1. The values of the parameter $s_{q}$.

| $q$ | 3 | 4 | 5 | 6 | $\ldots$ | 9 | $\ldots$ | 40 | $\ldots$ | 100 | $\ldots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $s_{q}$ | 18 | 6.97 | 4.78 | 3.88 | $\ldots$ | 2.89 | $\ldots$ | 1.98 | $\ldots$ | 1.87 | $\ldots$ |

## 4 A Posteriori Bounds

Theorems 1 and 2 give a priori bounds on the quality of the solution to problem (1) returned by Algorithm GR. Now we obtain a posteriori bounds.

Let us introduce the parameter (greedy curvature)

$$
\bar{c}=\max _{\substack{x \in I \\ d_{x}\left(S_{G R} \cup\{x\}\right)>0}} \frac{d_{x}\left(S_{G R} \cup\{x\}\right)-d_{x}(I)}{d_{x}\left(S_{G R} \cup\{x\}\right)} .
$$

Clearly, $\bar{c} \in[0,1]$ and $\bar{c} \leq c$. Arguing as earlier, we shall assume that $\bar{c}<1$ and define $\bar{s}=\bar{c} /(1-\bar{c})$. Note that $\bar{s} \leq s$.

The following lemma is analogous to Lemma 2.
Lemma 3. $(1-\bar{c}) d_{x}(X) \leq d_{x}(I)$ for all $X \subseteq I$ such that $S_{G R} \subseteq X$ and for any $x \in X$.

Proof. It follows from the definition of $\bar{c}$ that for every $x \in I$ such that $d_{x}\left(S_{G R} \cup\right.$ $\{x\})>0$

$$
\bar{c} \geq \frac{d_{x}\left(S_{G R} \cup\{x\}\right)-d_{x}(I)}{d_{x}\left(S_{G R} \cup\{x\}\right)} .
$$

Hence $\bar{c} d_{x}\left(S_{G R} \cup\{x\}\right) \geq d_{x}\left(S_{G R} \cup\{x\}\right)-d_{x}(I)$, i.e., $(1-\bar{c}) d_{x}\left(S_{G R} \cup\{x\}\right) \leq d_{x}(I)$. If $d_{x}\left(S_{G R} \cup\{x\}\right)=0$, then the last inequality evidently holds.

Since $S_{G R} \subseteq X$ and $x \in X$, we have $S_{G R} \cup\{x\} \subseteq X$. By Proposition 2, $d_{x}(X) \leq d_{x}\left(S_{G R} \cup\{x\}\right)$. Thus we obtain $(1-\bar{c}) d_{x}(X) \leq(1-\bar{c}) d_{x}\left(S_{G R} \cup\{x\}\right) \leq$ $d_{x}(I)$. The lemma is proved.

Theorem 3. The following bound on the worst-case behaviour of Algorithm GR holds:

$$
\begin{equation*}
(1-\bar{c}) f\left(S_{G R}\right) \leq f\left(S_{O}\right) \tag{23}
\end{equation*}
$$

where $S_{O}$ is an optimal solution to problem (1) and $S_{G R}$ is the solution returned by Algorithm GR.

As a corollary of Theorem 3 we obtain
Theorem 4. For any nondecreasing objective function of problem (1) with the greedy curvature $\bar{c} \in[0,1)$, it holds that

$$
\begin{equation*}
f\left(S_{G R}\right) \leq(1+\bar{s}) f\left(S_{O}\right), \tag{24}
\end{equation*}
$$

where $S_{O}$ is an optimal solution to problem (1) and $S_{G R}$ is the feasible solution found by Algorithm GR.

Proofs of Theorems 3 and 4 are similar to ones of Theorems 1 and 2, but we use Lemma 3 and inequality (23) instead of Lemma 2 and inequality (14).

Remark 5. Bounds (23) and (24) are tight. In particular, (24) is satisfied with equality for modular objective functions, since in this case $\bar{s}=s=0$. But $\bar{s}$ can be equal to 0 even when $f$ is not modular, as the following example demonstrates.

Example 1. Consider the minimization $p$-median problem with the matrix

$$
A=\left(\begin{array}{llll}
0 & 2 & 1 & 1 \\
2 & 0 & 1 & 1 \\
2 & 2 & 0 & 2 \\
2 & 2 & 2 & 0
\end{array}\right)
$$

Here, $I=J=\{1,2,3,4\}, p=2$. Define the set function $f$ according to (3):
$f(\{1\})=4, f(\{2\})=4, f(\{3\})=6, f(\{4\})=6$,
$f(\{1,2\})=2, f(\{1,3\})=3, f(\{1,4\})=3, f(\{2,3\})=3, f(\{2,4\})=3$, $f(\{3,4\})=4$,
$f(\{1,2,3\})=1, f(\{1,2,4\})=1, f(\{1,3,4\})=2, f(\{2,3,4\})=2$,
$f(\{1,2,3,4\})=f(I)=0$,
and set $f(\emptyset)=7$ to make $f$ supermodular.
We see that $S_{G R}=S_{O}=\{1,2\}$ and $\bar{s}=0$ whereas $s=\frac{1}{2}>0$.

## 5 Application to the General p-median Problem

Consider the minimization $p$-median problem (2), where the objective function $f$ is defined by (3) and (4):

$$
f(X)=\sum_{j \in J} \min _{i \in X} a_{i j}, \quad f(\emptyset)=\max _{\substack{X, Y \subseteq I \\ X \cap Y=\emptyset}}\{f(X)+f(Y)-f(X \cup Y)\}
$$

Note that $f$ is nonincreasing supermodular function.

We suppose without loss of generality that for any $j \in J$ there exists $i \in I$ such that $a_{i j}=0$. Otherwise subtract $\min _{i \in I} a_{i j}$ from all elements of every column $j \in J$. Thus we have $f(I)=0$.

In [13], we proved bound (19) on the worst-case behaviour of Algorithm GR for problem (2) and showed that the curvature $s$ can be calculated as follows:

$$
\begin{gather*}
s=\max _{i \in I} \frac{f(\emptyset)-\sum_{j \in J} a_{i j}}{\sum_{j \in J} \min _{k \neq i} a_{k j}}-1,  \tag{25}\\
f(\emptyset)=\max _{i, k \in I} \sum_{j \in J} \max \left\{a_{i j}, a_{k j}\right\} . \tag{26}
\end{gather*}
$$

Notice that equalities (25) and (26) provide an efficient method of calculating the curvature $s$ of the objective function of the minimization $p$-median problem (2) in terms of assignment costs.

Now, as a corollary of Theorem 4 we obtain the following bound.
Theorem 5. The following bound on the worst-case behaviour of Algorithm GR holds:

$$
\begin{equation*}
f\left(S_{G R}\right) \leq(1+\bar{s}) f\left(S_{O}\right) \tag{27}
\end{equation*}
$$

where $S_{O}$ is an optimal solution to problem (2), $S_{G R}$ is the solution returned by Algorithm GR, and

$$
\bar{s} \leq \max _{i \in I} \frac{f(\emptyset)-\sum_{j \in J} a_{i j}}{\sum_{j \in J} \min _{k \neq i} a_{k j}}-1 .
$$

Remark 6. Note that $\bar{s} \leq s$. Moreover, bound (27) can be essentially better than a priori bound (19) as the following example shows.

Example 2. Consider the minimization $p$-median problem (2) with the matrix

$$
A=\left(\begin{array}{ccccc}
0 & a & 3 & 2 & 2 \\
a & 0 & 4 & 5 & a \\
1 & 4 & 0 & 5 & 5 \\
2 & 5 & 5 & 0 & a \\
2 & a & 5 & a & 0
\end{array}\right), \quad a>5
$$

Here, $I=J=\{1,2,3,4,5\}, p=3$. Define the set function $f$ according to (3):
$f(\{1\})=a+7, f(\{2\})=2 a+9, f(\{3\})=15, f(\{4\})=a+12, f(\{5\})=2 a+7$, $f(\{1,2\})=7, f(\{1,3\})=8, f(\{1,4\})=10, f(\{1,5\})=a+5, f(\{2,3\})=11$, $f(\{2,4\})=a+6, f(\{2,5\})=11, f(\{3,4\})=10, f(\{3,5\})=10, f(\{4,5\})=12$, $f(\{1,2,3\})=4, f(\{1,2,4\})=5, f(\{1,2,5\})=5, f(\{1,3,4\})=6$, $f(\{1,3,5\})=6, f(\{1,4,5\})=8, f(\{2,3,4\})=6, f(\{2,3,5\})=6, f(\{2,4,5\})=$ $6, f(\{3,4,5\})=5$,
$f(\{1,2,3,4\})=2, f(\{1,2,3,5\})=2, f(\{1,2,4,5\})=3, f(\{1,3,4,5\})=4$, $f(\{2,3,4,5\})=1, f(\{1,2,3,4,5\})=f(I)=0$.

After extension $f(\emptyset)=4 a+5$ the nonincreasing set function $f$ becomes supermodular.

Algorithm GR finds the solution $S_{G R}=\{3,4,5\}$. It is easy to check that

$$
\bar{c}=\max _{\substack{x \in I, d_{x}\left(S_{G R} \cup\{x\}\right)>0}} \frac{d_{x}\left(S_{G R} \cup\{x\}\right)-d_{x}(I)}{d_{x}\left(S_{G R} \cup\{x\}\right)}=\frac{3}{5}, \quad \bar{s}=\frac{\bar{c}}{1-\bar{c}}=\frac{3}{2}
$$

whereas

$$
c=\max _{\substack{x \in I \\ d_{x}(\{x\})>0}} \frac{d_{x}(\{x\})-d_{x}(I)}{d_{x}(\{x\})}=\frac{3 a-3}{3 a-2}, \quad s=3 a-3 .
$$

Thus we obtain the a posteriori bound $1+\bar{s}=\frac{5}{2}$ and the a priori bound $1+s=$ $3 a-2$. Note that the latter value grows infinitely as $a \rightarrow+\infty$.

## 6 Conclusion

We study and approximately solve the problem of minimizing a supermodular function whose special case is the well-known NP-hard minimization $p$-median problem. The main results of the paper are new a priori and a posteriori bounds on the worst-case behaviour of a "reverse" greedy (steepest descent) algorithm of minimizing a supermodular function on comatroid. A priori bound generalizes our earlier approximation guarantees of the steepest descent algorithm for the minimization $p$-median problem. A posteriori bound in many cases turns out to be considerably better than a priori bound.
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#### Abstract

In this paper, a new optimization model of competitive facility location and pricing is introduced. This model is an extension of the well-known $(r \mid p)$-centroid problem. In the model, two companies compete for the client's demand. Each client has a finite budget and a finite demand. First, a company-leader determines a location of $p$ facilities. Taking into account the location of leader's facilities, the companyfollower determines a location of its own $r$ facilities. After that, each company assigns a price for each client. When buying a product, the client pays the price of the product and its transportation. A client buys everything from a company with lower total costs if their total costs do not exceed the budget of the client. If the cost of buying a product from both companies is the same, the demand of clients is distributed equally among them. The goal is to determine a location of leader's facilities and set the prices in which the total income of the leader is maximal. Results about the computational complexity of the model are presented. Several special cases are considered. These cases can be divided into three categories: (1) polynomially solvable problems; (2) NP-hard problems; (3) problems related to the second level of the polynomial hierarchy. Finally, the complexity of the maxmin-2-Sat problem is discussed.


Keywords: Competitive location • Pricing • Split demand Computational complexity

## 1 Introduction

Research in the field of competitive location problems was initiated in [1], where the process of choosing the location of facilities and the choice of the policy of pricing by two competitors in a finite segment with a uniform distribution of buyers were considered. The last decades, more and more attention is drawn to

The research of the first author was supported by RFBR grant 17-07-00513 and the research of the second and third authors was supported by RFBR grant 16-07-00319.
problems in which the decision to place and pricing is taken by players competing with each other [2-5]. To date, many relevant problems are being addressed in this area and many interesting results have been obtained. In this paper, we consider a model that is in some ways an extension of the model of competitive location and pricing from [6].

Let us describe in more detail the problem with its novelty and differences from previous models. The problem is based on the Stackelberg game of two players - the leader and the follower. The players select their locations and then set prices in order to maximize their profits. The leader makes the decision first, and then the follower makes his move. Players consistently place their facilities in the finite set of predetermined locations. When all facilities are placed, the players set prices for a homogeneous product. Here, a discriminatory pricing strategy is used, when the player assigns a price for each client at each facility. In [6], the well-known Bertrand model was used to determine prices and distribute customers by facilities. In this model, the client is monopolized by the facility, where the minimum cost of maintenance is achieved and the monopoly price is assigned. In this paper, a new situation is considered when players can share the demand of clients when it is profitable for them. Obviously, if a player at his facility assigns a price to a client that does not exceed the minimum cost of services at the follower's facilities, then a rational client will prefer to be serviced by the leader since the follower can not offer a lower price. On the other hand, players can agree among themselves to establish the prices at the level of the maximum purchasing power of the client, and divide the customer's demand among themselves. We suppose that the demand will be shared equally. In other words, the client will make purchases at the facility of the leader, in a half of cases, and at the facility of the follower, in other cases.

In the paper, the main emphasis is placed on the computational complexity of finding of exact and approximate solutions for different variants of the problem [7].

The paper is organized as follows. In the next section, we formulate the problem. The third section contains results on the computational complexity of the general problem. In the fourth section, we consider the special cases of the problem, their complexity, and algorithms for their solution.

## 2 The Competitive Location and Pricing Problem with the Uniform Split of the Demand

We introduce the following notation:
$I=\{1, \ldots, m\}$ is the set of locations for the facilities of the leader and the follower;
$J=\{1, \ldots, n\}$ is the set of clients;
$p$ is the number of facilities placed by the leader;
$r$ is the number of facilities placed by the follower;
$t_{i}$ is the unit cost of production in location $i$;
$b_{j}$ is the budget of the client of $j$;
$d_{j}$ is the demand for the client of $j$;
$c_{i j}$ is the unit cost of transportation of product from the facility $i$ to the client $j$.

To identify the placement of facilities of the leader and follower, we use the following variables:

$$
\begin{aligned}
& x_{i}= \begin{cases}1, & \text { if the leader placed the facility at the point } i, \\
0 & \text { otherwise; }\end{cases} \\
& y_{i}= \begin{cases}1, & \text { if the follower placed the facility at the point } i, \\
0 & \text { otherwise } .\end{cases}
\end{aligned}
$$

For each client and each facility, we can calculate the prime cost of service. Let vector $x$ denote the leader's choice and vector $y$ denote the follower's choice, then $c_{j}(x)=\min \left\{d_{j}\left(t_{i}+c_{i j}\right) \mid x_{i}=1\right\}$ is the prime cost of service for the client $j$ by the leader and $c_{j}(y)=\min \left\{d_{j}\left(t_{i}+c_{i j}\right) \mid y_{i}=1\right\}$ is the prime cost of service by the follower. When the facilities have been chosen, the pricing process for each client is implemented based on the Bertrand price competition model. Companies compete by setting prices simultaneously and clients choose a company with a lower price $[6,8,9]$. A client prefers the leader if the costs of service by the leader and the follower are the same.

Let $x_{i}=1, c_{j}(x)=d_{j}\left(t_{i}+c_{i j}\right)$ and $y_{k}=1, c_{j}(y)=d_{j}\left(t_{k}+c_{k j}\right)$. Suppose, that $c_{j}(x) \leq c_{j}(y)$, i.e. for the client $j$, the leader is the winner. Note, that the leader can set the price at the income-making level of the follower. Denote this price as $q_{i j k}^{1}$. Then from the equation $d_{j}\left(p_{i j k}^{1}+c_{i j}\right)=d_{j}\left(t_{k}+c_{k j}\right)$ we get the price

$$
q_{i j k}^{1}=t_{k}+c_{k j}-c_{i j}
$$

for the client $j$. Hence, the income of the leader at point $i$ is $w_{i j k}^{1}=d_{j}\left(q_{i j k}^{1}-t_{i}\right)$.
On the other hand, the revenue at the $i$ th service point from the $j$ th client does not exceed $b_{j}-d_{j}\left(t_{i}+c_{i j}\right)$. It gives one more way of formation of the price. Denote this price as $q_{i j}^{2}$. Set $b_{j}-d_{j}\left(c_{i j}+q_{i j}^{2}\right)=0$. We get

$$
q_{i j}^{2}=\frac{b_{j}}{d_{j}}-c_{i j}
$$

Therefore, the income of the leader in this case is $w_{i j}^{2}=d_{j}\left(q_{i j}^{2}-t_{i}\right)=b_{j}-d_{j}\left(t_{i}+\right.$ $\left.c_{i j}\right)$. It is easy to see that

$$
w_{i j k}^{1}-w_{i j}^{2}=d_{j}\left(q_{i j k}^{1}-q_{i j}^{2}\right)=d_{j}\left(t_{k}+c_{k j}\right)-b_{j} .
$$

Let $w_{i j}^{3}=\left(d_{j} / 2\right)\left(q_{i j}^{2}-t_{i}\right)$ is the income of the leader from the division of the demand in half between players.

Let's analyze the possible cases.

1. Let $q_{i j}^{2} \geq q_{i j k}^{1}$ and $w_{i j k}^{1} \leq w_{i j}^{3}$. That is, the income from monopolization is less than the income from the division of the demand in half between players. Therefore in our model, in this case, players agree to share the client's demand among themselves.
2. If $q_{i j}^{2} \geq q_{i j k}^{1}$ and $w_{i j k}^{1}>w_{i j}^{3}$, then the leader has more income when using a monopoly price $q_{i j k}^{1}$.
3. If $q_{i j}^{2}<q_{i j k}^{1}$, then the leader gets the maximum possible income, that is equal to $w_{i j}^{2}=d_{j}\left(q_{i j}^{2}-t_{i}\right)=b_{j}-d_{j}\left(t_{i}+c_{i j}\right)$ using the price $q_{i j}^{2}$.

Case $c_{j}(x)>c_{j}(y)$ is analyzed in a similar way.
Now, as in [6], we replace non-Boolean variables $q_{i j k}^{1}, q_{i j}^{2}$ with boolean variables.

$$
\begin{gathered}
z_{i j k}^{L c}=\left\{\begin{array}{l}
1, \text { if the client } j \text { is serviced by the leader's facility } i \\
\text { with the price } q_{i j k}^{1}, \\
0 \\
\text { otherwise; }
\end{array}\right. \\
z_{i j k}^{L b}=\left\{\begin{array}{l}
1, \text { if the client } j \text { is serviced by the leader's facility } i \\
\text { with the price } q_{i j}^{2}, \\
0 \\
\text { otherwise; }
\end{array}\right. \\
z_{i j k}^{F c}=\left\{\begin{array}{l}
1, \text { if the client } j \text { is serviced by the follower's facility } k \\
\text { with the price } q_{i j k}^{1},
\end{array}\right. \\
z_{i j k}^{F b}=\left\{\begin{array}{l}
1, \text { if the client } j \text { is serviced by the follower's facility } k \\
0 \text { otherwise; }
\end{array}\right. \\
z_{i j k}=\left\{\begin{array}{l}
1, \text { if the client } j \text { is serviced by the leader from the point } i \text { and } \\
0 \\
\text { the follower from the point } k \text { simultaneously, }
\end{array}\right. \\
\hline \text { otherwise; }
\end{gathered}
$$

This approach allows us to limit ourselves to only Boolean variables in the proposed model. The set $I_{j}(x)$ consists of locations that the follower can use to capture the client $j$ :

$$
I_{j}(x)=\left\{i \in I: c_{i j}+t_{i}<\min _{k \in I: x_{k}=1}\left(c_{k j}+t_{k}\right)\right\} .
$$

The competitive location and pricing problem with the uniform split of the demand can be represented as the linear Boolean bi-level optimization program. We propose the following model for the leader

$$
\begin{gather*}
\sum_{i \in I} \sum_{j \in J} \sum_{k \in I}\left(d_{j}\left(c_{k j}+t_{k}-c_{i j}-t_{i}\right) z_{i j k}^{L c}+\left(b_{j}-d_{j}\left(c_{i j}+t_{i}\right)\right) z_{i j k}^{L b}\right.  \tag{1}\\
\left.+0.5\left(b_{j}-d_{j}\left(c_{i j}+t_{i}\right)\right) z_{i j k}\right) \rightarrow{ }_{x, y, z^{L c}, z^{L b}, z^{F c}, z^{F b}, z}
\end{gather*}
$$

under constraints:

$$
\begin{gather*}
\sum_{i \in I} x_{i}=p  \tag{2}\\
\left(y, z^{L c}, z^{L b}, z^{F c}, z^{F b}, z\right) \in \mathcal{F}^{*}(x) \tag{3}
\end{gather*}
$$

$$
\begin{equation*}
x_{i} \in\{0,1\} ; i \in I \tag{4}
\end{equation*}
$$

The objective function (1) defines the income of the leader. Here the first term corresponds to the case when the leader monopolizes the client, reducing his price to the level of the cost price of service at the follower's facilities. That is, in terms of prices and revenues, it is the case 2: $q_{i j}^{2} \geq q_{i j k}^{1}$ and $w_{i j k}^{1}>w_{i j}^{3}$. If the price of $q_{i j}^{2}$, determined by the budget, is less than the monopoly price $q_{i j k}^{1}$, then the second term linking the price to the budget level is used. The third term corresponds to the case when it is advantageous for the leader to share the client's budget with the follower. That is, the income from monopolization is less than the income from the division of the demand in half between players. Constraint (2) means that the leader must open exactly $p$ facilities. From constraint (3) it follows that the distribution of clients between players and the player's incomes are determined on the basis of the optimal solution of the follower. Due to this constraint, our model is a bilevel programming problem. The set $\mathcal{F}^{*}(x)$ is the set of optimal solutions for the follower's parametric problem. As the parameter, we consider here the set of facility locations chosen by the leader.

For the follower, we propose the following model:

$$
\begin{array}{r}
\sum_{i \in I} \sum_{j \in J} \sum_{k \in I}\left(d_{j}\left(c_{i j}+t_{i}-c_{k j}-t_{k}\right) z_{i j k}^{F c}+\left(b_{j}-d_{j}\left(c_{k j}+t_{k}\right)\right) z_{i j k}^{F b}\right.  \tag{5}\\
\left.+0.5\left(b_{j}-d_{j}\left(c_{k j}+t_{k}\right)\right) z_{i j k}\right) \rightarrow \rightarrow_{y, z^{L c}, z^{L b}, z^{F c}, z^{F b}, z}
\end{array}
$$

under constraints:

$$
\begin{gather*}
\sum_{i \in I} y_{i}=r ;  \tag{6}\\
\sum_{i, k \in I}\left(z_{i j k}^{F c}+z_{i j k}^{F b}\right) \leq \sum_{i \in I_{j}(x)} y_{i} ; j \in J  \tag{7}\\
x_{i}+y_{i} \leq 1 ; i \in I ;  \tag{8}\\
\sum_{i, k \in I}\left(z_{i j k}^{L c}+z_{i j k}^{L b}+z_{i j k}^{F c}+z_{i j k}^{F b}+z_{i j k}\right) \leq 1 ; j \in J  \tag{9}\\
\sum_{k \in I}\left(z_{i j k}^{L c}+z_{i j k}^{L b}+z_{i j k}^{F c}+z_{i j k}^{F b}+z_{i j k}\right) \leq x_{i} ; i \in I, j \in J  \tag{10}\\
\sum_{i \in I}\left(z_{i j k}^{L c}+z_{i j k}^{L b}+z_{i j k}^{F c}+z_{i j k}^{F b}+z_{i j k}\right) \leq y_{k} ; k \in I, j \in J  \tag{11}\\
\left(c_{i j}+t_{i}\right)\left(z_{i j k}^{L c}+z_{i j k}^{L b}+z_{i j k}^{F c}+z_{i j k}^{F b}+z_{i j k}\right) \leq\left(c_{i^{\prime} j}+t_{i^{\prime}}\right) x_{i^{\prime}}  \tag{12}\\
+\left(1-x_{i^{\prime}}\right) \bar{C} ; i, i^{\prime}, k \in I, j \in J ; \\
+\left(1-y_{k^{\prime}}\right) \bar{C} ; i, k, k^{\prime} \in I, j \in J ; \tag{13}
\end{gather*}
$$

$$
\begin{gather*}
d_{j}\left(c_{k j}+t_{k}-c_{i j}-t_{i}\right) \leq 0.5\left(b_{j}-d_{j}\left(c_{i j}+t_{i}\right)\right) z_{i j k}+\left(1-z_{i j k}\right) \bar{C} ; i, k \in I, j \in J  \tag{14}\\
\sum_{i \in I} \sum_{k \in I}\left(d_{j}\left(c_{k j}+t_{k}\right)-b_{j}\right) z_{i j k}^{L c} \leq 0 ; j \in J  \tag{15}\\
\sum_{i \in I} \sum_{k \in I}\left(d_{j}\left(c_{i j}+t_{i}\right)-b_{j}\right) z_{i j k}^{F c} \leq 0 ; j \in J  \tag{16}\\
z_{i j k}^{L c}, z_{i j k}^{L b}, z_{i j k}^{F c}, z_{i j k}^{F b}, z_{i j k}, y_{i} \in\{0,1\} ; i, k \in I, j \in J . \tag{17}
\end{gather*}
$$

The objective function (5) defines the income of the follower. The components of the objective function have the same meaning as the terms of the objective function of the leader. The constraint (6) means that the follower must open exactly $r$ facilities. The constraints (7) and (9) implement the mechanism of distribution of clients between players. If $I_{j}(x)=\emptyset$ then the leader monopolize the client since he has the minimal servicing cost there. Otherwise, the client may belong to the follower if he chooses one of the points of the set $I_{j}(x)$ as the location for one of his facilities. The constraint (8) prohibits to the leader and follower to place facilities at the same point. From the constraints (10) and (11) it follows that the client cannot be serviced at a point where there are no open facilities. The constraints (9), (12) and (13) imply that we have selected a unique pair of open facilities for the client $j$, one for the leader $(i)$ and another for the follower $(k)$, and the chosen leader's facility achieves the smallest servicing cost for the client. Similarly, the smallest cost of service for client in follower's facilities is achieved at his chosen facility. Further assume that the client was monopolized by the leader and we consider the optimal solution of the bilevel problem. Then if the prices $q_{i j k}^{1}$ and $q_{i j}^{2}$ are nontrivial, then it follows from the restriction of (9) that one of the variables $z_{i j k}^{L c}, z_{i j k}^{L b}, z_{i j k}$ is equal to 1 . Let $d_{j}\left(t_{k}+c_{k j}\right)-b_{j} \leq 0$ and $w_{i j k}^{1} \leq w_{i j}^{3}=\left(d_{j} / 2\right)\left(q_{i j}^{2}-t_{i}\right)$, that is, case 1 is executed. Then the income from monopolization is less than the income from the division of the demand in half between players. So, $z_{i j k}=1$ and the restriction (14) holds. Suppose, that $d_{j}\left(t_{k}+c_{k j}\right)-b_{j} \leq 0$ and $w_{i j k}^{1}>w_{i j}^{3}$, then the leader has more income when using a monopoly price $q_{i j k}^{1}$. Then $z_{i j k}^{L c}=1$ and the restriction (15) holds. Finally, if $d_{j}\left(t_{k}+c_{k j}\right)-b_{j}>0$, then the leader gets the maximum possible income equals to $w_{i j}^{2}=d_{j}\left(q_{i j}^{2}-t_{i}\right)=b_{j}-d_{j}\left(t_{i}+c_{i j}\right)$ using the price $q_{i j}^{2}$. Constraints (14) and (16) are interpreted in a similar way for client $j$ monopolized by the follower.

Further, we will assume that the initial data for the problem is rational.

## 3 The Computational Complexity

We recall the definition of the first level of the polynomial hierarchy of complexity classes of decision problems. The first level consists of classes $P, N P$ and co$N P$. The class $P$ contains problems solvable in polynomial time on deterministic Turing machines. The class $N P$ is defined as the class of problems solvable in polynomial time on nondeterministic Turing machines. The third basic class $c o-N P$ consists of decision problems whose complements belong to $N P$. These classes are also denoted as $\Delta_{1}^{P}, \Sigma_{1}^{P}$, and $\Pi_{1}^{P}$, respectively. The second level of
the polynomial hierarchy is defined by deterministic and nondeterministic Turing machines with oracle [7]. It is said that the decision problem belongs to class $\Delta_{2}^{P}$ if there exists a deterministic Turing machine with an oracle that recognizes its in polynomial time, using as oracle some language from class $N P$. Similarly, the decision problem belongs to class $\Sigma_{2}^{P}$ if there exists a nondeterministic Turing machine with an oracle that recognizes its in polynomial time, using as oracle some language from class $N P$.

In order to proceed optimization problems, we use the concept of the standard decision problem corresponding to the optimization problem. We associate optimization problem $L$ with the following decision problem $D(L)$. The input of this problem is the input of the problem $L$ and an arbitrary rational number $k$. In the problem $D(L)$ it is necessary to decide whether a feasible solution exists with the objective function value large or equal to $k$. Class $P O$ (correspondingly, $\Delta_{2}^{P} O$ ) includes optimization problems for which the standard decision problem lies in class $P$ (correspondingly, $\Delta_{2}^{P}$ ). Similarly, class $N P O$ (correspondingly, $\Sigma_{2}^{P} O$ ) includes optimization problems for which the standard decision problem lies in class $N P$ (correspondingly, $\Sigma_{2}^{P}$ ).

In this section, we analyze the complexity of the competitive location and pricing problem and its subproblems. We start from the following lemma.

Lemma 1. The competitive location and pricing problem with the uniform split of the demand belongs to the class $\Sigma_{2}^{P} O$.

Proof. In the standard decision problem, it is necessary to find a solution to the problem with the value of the objective function at least $k$. Such a problem can be solved by brute force enumeration of all locations of leader's facilities and by solving the parametric problem of the follower. In other words, we can guess the necessary location $x$ of the leader's facilities and the corresponding optimal solution ( $y, z^{L c}, z^{L b}, z^{F c}, z^{F b}, z$ ) of the follower in a non-deterministic time and then check constraints (2)-(4) in polynomial time, using a suitable NP-oracle. The verification of constraints (2) and (4) is trivial. As an NP-oracle, let's take the standard decision problem for the follower's problem. Since the follower's objective function is limited, with the help of the oracle and binary search we will find the optimal value of the parametric problem of the follower for the given location $x$ of the leader's facilities. If the variables $\left(y, z^{L c}, z^{L b}, z^{F c}, z^{F b}, z\right)$ satisfy the constraints of the follower's problem and the value of the objective function on this feasible solution coincides with the previously found optimal value, then the constraint (3) is satisfied. Since the number of calls to an oracle is limited by the logarithm of the length of the record of the initial data of the problem, then to verify constraints (2)-(4), a polynomial time is sufficient. Thus, the problem of the leader belongs to class $\Sigma_{2}^{P} O$.

Theorem 1. The competitive location and pricing problem with the uniform split of the demand is $\Sigma_{2}^{P}$-hard.

Proof. We reduce the following problem to the competitive location and pricing problem.


Fig. 1. Facilities and profitable clients that correspond to variables $x_{i}$ and $y_{i}$.

## Problem 1 ( $\exists \forall 3,4 S A T)$

Input: We are given two vectors $x=\left(x_{1}, \ldots, x_{p}\right)$ and $y=\left(y_{1}, \ldots, y_{r}\right)$ of Boolean variables and a formula $\varphi(x, y)$ in the disjunctive normal form. Each conjunction contains exactly one variable from $x$ and either two or three variables from $y$.
Question: Does there exist a truth assignment of $x$ such that for all assignments of $y$ the formula $\varphi(x, y)$ is satisfied?

As shown in [10] $\exists \forall 3,4 S A T$ is $\Sigma_{2}^{p}$-complete.
Given an instance of $\exists \forall 3,4 S A T$ and let $k$ be the number of conjunction in $\varphi(x, y)$.

We construct the following instance of the competitive location and pricing problem. For each variable $x_{i}\left(y_{i}\right)$ we introduce two profitable facility locations $x_{i}$ and $\overline{x_{i}}\left(y_{i}\right.$ and $\left.\overline{y_{i}}\right)$ corresponding to literals $x_{i}$ and $\bar{x}_{i}\left(y_{i}\right.$ and $\left.\overline{y_{i}}\right)$, respectively. Between the facility locations $x_{i}$ and $\overline{x_{i}}\left(y_{i}\right.$ and $\left.\overline{y_{i}}\right)$ we insert a profitable client $j_{i}^{x}\left(j_{i}^{y}\right)$ which is connected by arcs to both facility locations (see Fig. 1). The length of arcs that connect $j_{i}^{x}\left(j_{i}^{y}\right)$ with $x_{i}\left(y_{i}\right)$ and $\overline{x_{i}}\left(\overline{y_{i}}\right)$ is equal to $k$, i.e. $d\left(x_{i}, j_{i}^{x}\right)=d\left(j_{i}^{x}, \overline{x_{i}}\right)=d\left(y_{i}, j_{i}^{y}\right)=d\left(j_{i}^{y}, \overline{y_{i}}\right)=k$. The budget of the client $j_{i}^{x}$ is equal to $16 k^{2}+k$ and the budget of the client $j_{i}^{y}$ is equal to $12 k^{2}+k$. We will call locations $x_{i}$ and $\overline{x_{i}}\left(y_{i}\right.$ and $\left.\overline{y_{i}}\right)$ alternative facility locations.

For each conjunction $\kappa_{s}$, we introduce two facility locations alt $t_{s}, \sin _{s}$ and four clients $j_{s}^{c o n}, j_{s}^{a l t}, j_{s}^{s i n}, j_{s}^{a d}$. The reduction of $x_{i} \wedge y_{i_{1}} \wedge y_{i_{2}} \wedge y_{i_{3}}$ is illustrated in Fig. 2. The client $j_{s}^{c o n}$ is directly connected with five facility locations alt $, x_{i}, \overline{y_{i_{1}}}$, $\overline{y_{i_{2}}}$, and $\overline{y_{i_{3}}}$. We set $d\left(j_{s}^{c o n}, x_{i}\right)=10 k^{2}+k, d\left(j_{s}^{c o n}, a l t_{s}\right)=10 k^{2}$, and $d\left(j_{s}^{c o n}, \overline{y_{i}}\right)$ is equal to $10 k^{2}+1$ for all $i$. The budget of $j_{s}^{\text {con }}$ is equal to $10 k^{2}+k+1$. We will call the clients $j_{s}^{c o n}$ conflicting clients. The client $j_{s}^{\text {alt }}$ is directly connected with two facility locations $x_{i}$ and $a l t_{s}$, wherein $a l t_{s}$ is located between $j_{s}^{a l t}$ and $j_{s}^{\text {con }}$. We set $d\left(\right.$ alt $\left.t_{s}, j_{s}^{a l t}\right)=5 k^{2}$ and $d\left(x_{i}, j_{s}^{\text {alt }}\right)=16 k^{2}-k$. The budget of $j_{s}^{\text {alt }}$ is equal to $16 k^{2}$. The client $j_{s}^{a d}$ is at a distance of 0 from the facility location $\overline{x_{i}}$ and his budget is equal to $k$. The client $j_{s}^{s i n}$ and the facility location $\sin _{s}$ are removed a sufficient distance from the other vertices and $d\left(\sin _{s}, j_{s}^{\sin }\right)=0$. The budget of $j_{s}^{s i n}$ is equal to $11 k^{2}+\varepsilon$, where $0<\varepsilon<1$. The transportation cost between two vertices given by the shortest path. For example, a network for the formula $\varphi(x, y)=\left(\overline{x_{1}} \wedge y_{1} \wedge \overline{y_{2}} \wedge y_{3}\right) \vee\left(x_{2} \wedge y_{2} \wedge \overline{y_{3}}\right)$ is described in Fig. 3. The number of leader's facilities $p$ coincides with the number of Boolean variables $x$.


Fig. 2. Representation of $x_{i} \wedge y_{i_{1}} \wedge y_{i_{2}} \wedge y_{i_{3}}$

The number of follower's facilities $r=l+k$, where $l$ is the number of Boolean variables $y$.

Now consider how the player's income depends on the choice of the location of the facilities. Let $\kappa_{s}=x_{i} \wedge y_{i_{1}} \wedge y_{i_{2}} \wedge y_{i_{3}}$. Let the leader place the facility in $x_{i}$ or $\overline{x_{i}}$. If the follower doesn't occupy the alternative location then the leader will receive a income of $16 k^{2}$ from the client $j_{i}^{x}$, otherwise the leader and follower share the income from the client $j_{i}^{x}$ and each will receive $8 k^{2}$. In the latter case, the possible additional income of each of the facilities $x_{i}$ and $\overline{x_{i}}$ from the clients $j_{s}^{c o n}, j_{s}^{a l t}, j_{s}^{a d}, s=1, \ldots, k$ will not exceed $k^{2}+k$. Thus, if both players place their facilities in $x_{i}$ and $\overline{x_{i}}$ their income will not exceed $9 k^{2}+k$. The maximal income at $y_{i}, \overline{y_{i}}, i \in\left\{i_{1}, i_{2}, i_{3}\right\}$, alt ${ }_{s}$, or $\sin _{s}$ doesn't exceed $13 k^{2}+k$ and the minimal income at $y_{i}, \overline{y_{i}}$, alt ${ }_{s}$, or $\sin _{s}$ is at least $11 k^{2}-k$. Therefore, the leader must place own facilities at $x_{i}$ and $\overline{x_{i}}$, one facility at each pair $\left(x_{i}, \overline{x_{i}}\right)$, because he knows that in this case the follower set his facilities at $y_{i}, \overline{y_{i}}, a l t_{s}$, or $\sin _{s}$.

Suppose that the leader took all the places near the profitable clients $j_{i}^{x}$. If the follower places the facility in $y_{i}$ or $\overline{y_{i}}$, he will receive a income of $12 k^{2}$ from the client $j_{i}^{y}$. The possible income of each of the facilities alts and $\sin _{s}$ doesn't exceed $11 k^{2}+k+1$. Thus, the follower must place $r$ facilities at $y_{i}$ and $\overline{y_{i}}$, one facility at each pair $\left(y_{i}, \overline{y_{i}}\right)$. The remaining facilities of the follower should be placed in locations alt $t_{s}$ and $\sin _{s}$. It is easy to verify that the follower must select exactly one of locations $a l t_{s}$ or $\sin _{s}$, for each $s=1, \ldots, k$ and his choice will depend on the location of the leader's facilities. We note that the income of the follower in $\sin _{s}$ does not depend on the location of the leader's facilities and it is equal to $11 k^{2}+\varepsilon$. Let the leader open the facility $x_{i}$. Then the income of the follower in alt $t_{s}$ is equal to $16 k^{2}-k-5 k^{2}+10 k^{2}+k-10 k^{2}=11 k^{2}$ and he prefers to open the facility $\sin _{s}$. It follows that in this case, the leader receives the client $j_{s}^{a l t}$ and the income of $k$ from it. Let the leader open the facility $\overline{x_{i}}$.


Fig. 3. An example of network for $\varphi(x, y)=\left(\overline{x_{1}} \wedge y_{1} \wedge \overline{y_{2}} \wedge y_{3}\right) \vee\left(x_{2} \wedge y_{2} \wedge \overline{y_{3}}\right)$

In this case, the leader does not receive the client $j_{s}^{a l t}$ but he receives the client $j_{s}^{a d}$ the income of $k$ from it. It follows that the total income of the leader from all clients except for conflicting clients is equal to $(16 p+1) k^{2}$ and does not depend on the choice in which of the locations $x_{i}$ or $\overline{x_{i}}$ to open the facility. In turn, the follower prefers to open the facility alts. Indeed, the income of the follower from client $j_{s}^{\text {alt }}$ in alt $t_{s}$ is equal to $11 k^{2}$ and he get an additional income of at least 1 from client $j_{s}^{\text {con }}$. It follows that the best location of follower's facilities in vertices alt $t_{s}$ and $\sin _{s}, s=1, \ldots, k$, is completely determined by the location of leader's facilities and does not depend on the location of profitable follower's facilities. Hence, the income of each player depends on who gets conflicting clients. If the leader opens the facility $\overline{x_{i}}$ then the client $j_{s}^{c o n}$ will be served by the follower. Let the leader open the facility $x_{i}$. The follower get the client $j_{s}^{\text {con }}$ if and only if he opens one of the facility $\overline{y_{i_{1}}}, \overline{y_{i_{2}}}$, or $\overline{y_{i_{3}}}$. Thus, the leader gets at least one conflicting client if and only if there exists a truth assignment of $x$ such that for all assignments of $y$ the formula $\varphi(x, y)$ is satisfied.

## 4 Special Cases

In addition to the $\exists \forall 3,4$ Sat problem, consider $\exists \forall 1,2 S a t$ problem. In this problem, each conjunction contains only one variable from $x$ and at most one variable from $y$. Obviously, the problem is polynomially solvable. In Theorem 1, we constructed a set of instances of competitive location and pricing problem which corresponds to $\exists \forall 3,4$ Sat problem. By analogy, we construct a set of instances corresponding to the $\exists \forall 1,2$ Sat problem. We denote the set as a $C L P 2 S A T$ problem. Is the $C L P 2 S A T$ problem polynomially solvable? For the answer, consider a maxmin- 1,2 -Sat problem. As in $\exists \forall 1,2 S$ at problem, we are given two vectors $x=\left(x_{1}, \ldots, x_{p}\right)$ and $y=\left(y_{1}, \ldots, y_{r}\right)$ of Boolean variables and a formula $\varphi(x, y)$ in the disjunctive normal form. Each conjunction contains only one variable from $x$ and at most one variable from $y$. We need to find $x$, at which the total number of satisfied conjunction is maximal for all $y$. Obviously, the $C L P 2 S A T$ problem is equivalent to the maxmin-1,2-Sat problem.

Theorem 2. The maxmin-1,2-Sat problem is NP-hard.
Proof. Consider the NP-hard Exact Cover by 3-sets problem.

## Problem 2 (EC3SET)

Input: We are given a set $X$, with $|X|=3 q$ (so, the size of $X$ is a multiple of 3 ), and a collection $C$ of 3 -element subsets of $X$.
Question: Does there exist a subset $\tilde{C}$ of $C$ where every element of $X$ occurs in exactly one member of $\tilde{C}$ ?

Given an instance of EC3SET and let $k$ be the cardinality of the collection $C$. We construct the following instance of the maxmin-1,2-Sat problem.

For each subset $C_{r}=\left(X_{i}, X_{j}, X_{l}\right)$, we define boolean variables $x_{r}, y_{i}, y_{j}, y_{l}$ and introduce conjunctions $\left(x_{r} \wedge y_{i}\right),\left(x_{r} \wedge y_{j}\right),\left(x_{r} \wedge y_{l}\right)$. Additionally, we introduce $3 q$ conjunctions $\left(x_{0} \wedge \overline{y_{i}}\right), i=1, \ldots, 3 q, k$ conjunctions $\left(\overline{x_{r}} \wedge y_{0}\right), r=1, \ldots, k$ and $k$ identical conjunctions $\left(x_{0} \wedge \overline{y_{0}}\right)$. We show that an exact cover of $X$ exists if and only if the total number of satisfied conjunctions is equal to $2 q+k$.

It is easy to see that we need only consider the case when $x_{0}$ and $y_{0}$ are equal to 1 . Let $H$ be the total number of satisfied conjunctions and $h$ be the number of variables $x_{r}$ such that $x_{r}=1$. If $h<q$ then $H \leq 3 h+k-h=2 h+k<2 q+k$. If $h>q$ then $H \leq 3 q+k-h=2 q+k-(h-q)<2 q+k$. Let $h=q$. We have

$$
H=3 q-s+(k-q)=2 q+k-s
$$

where $s$ is a number of repetitions of variables $y$ in the truth assignment of $x$. It follows that an exact cover of $X$ exists if and only if the optimum is $2 q+k$.

Corollary 1. The CLP2SAT problem is NP-hard.
Consider particular cases, when leader's and follower's facilities are opened. In these cases, each client needs to define a facility at which he will be served. It can be done in $O\left(m n^{2}\right)$ times. Therefore, the problem is polynomially solvable.

Note, the competitive location and pricing problem can be solved in $O\left(C_{p}^{n} *\right.$ $\left.C_{r}^{n-p} * m n^{2}\right)=O\left(m n^{p+r+2}\right)$ by look over through all locations. Consider the following particular cases: (1) $p=$ const; (2) $r=$ const; (3) $p, r=$ const.

In the first case, the number of leader's location is $C_{p}^{n}$. It is a polynomial of $n$. Therefore, the problem belongs to $\Delta_{2}^{P} O$.

In the second case, the follower problem is polynomially solvable as $C_{r}^{n-p}=$ Poly $(n, p)$. Then, the problem belongs to NPO.

In the third case, the problem can be solved in polynomial time. Then the problem belongs to $P O$.

Finally, consider the cases, where $p=0$ or $r=0$. Then the problem is equivalent to the widely known p-median problem, which is strongly NP-hard. Therefore, these particular cases are strongly NP-hard as well.

## 5 Conclusion

This paper studies a new optimization model of competitive facility location and pricing. Results of the computational complexity of the model are presented. A few numbers of special cases are considered.

There are several interesting areas of research on this problem. The first of them is connected with the development of exact algorithms for solving the problem. Here, ideas from $[11,12]$ can be used. Another area of research is the development of algorithms for solving on the basis of local search and metaheuristics. Despite the fact that the exponential complexity of local search is theoretically shown [13], the available experience of using such methods of solution indicates their practical effectiveness [14-18]. It is also important to continue studying the relationships of this class of problems with the polynomial hierarchy and the approximation hierarchy. Similar results were obtained for a number of interesting problems of bilevel programming [10,19-21].
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#### Abstract

The problem of location of connected rectangular facilities on parallel lines in the presence of forbidden gaps is studied. The rectangular metric is used. The centers of the placed facilities are connected with the centers of the gaps. The facilities are impossible to place in forbidden gaps. It is necessary to place the facilities on the lines so that the total cost of connections between the facilities and between facilities and gaps was minimized. The problem is an adequate model of many practical situations. It is known that the original continuous problem for one-line variant is reduced to discrete subproblems. In this paper, the review of the properties and the algorithms for solving of the problem on one line are described. The branch and bound method for solving the problem is proposed. Results of computational experiments on comparison of the branch and bound method and a heuristic proposed in [27] are reported. In the experiments, a integer programming model and IBM ILOG CPLEX package are used.


Keywords: Location problem • Connected rectangular facilities Forbidden gaps

## 1 Introduction

Models and methods of solution for location problems are intensively developed directions in operations research [5,10,11,15,27,28]. The problems have many important applications in different areas: at design of plans of industrial enterprises, in robot motion planning, in service station location, etc. Different statements of such problems are defined by facility sizes (such as points, rectangles), existence of connections between facilities, area in which they are placed (network, plain), various restrictions and the criteria types, metrics and so on.

One of the main subclasses of the location problems in the presence of connections between facilities is the Weber problem. The problem consists in placing new facilities on the plane with respect to existing facilities so as to minimize
G. G. Zabudsky-The work was supported by the program of fundamental scientific research of the SB RAS No. I.5.1., project No. 0314-2016-0019.
the sum of the costs which consists of the costs proportional to the distances between new and existing facilities, and the costs proportional to the distances between new facilities [29].

The Weber problem is a basic location problem in many practical situations. So, for example, the problem is used in automation design of the complex systems and placement of structural elements in the given area. Often at designing of the petrochemical enterprise floorplans, the facilities are the technological equipment $[14,25]$. The equipment units can be connected between themselves by different communications, e.g. by a set of pipelines. Often some requirements for a regularity of placement are imposed, e.g. to place the equipment along the so-called red lines to create straight roads and facilities for maintenance of equipment [24].

First Weber problem was formulated by Fermat in the beginning 17th century. The problem is: "there are three points on the plane, find the fourth point such that the sum of its Euclidean distances to the given points was minimal." The problem has been solved by Torricelli. In the middle of the 18th century Simpson generalized the problem by including weights for the corresponding distances. In the early 19th century Weber used the generalized model to define an optimum location of a factory which makes one product with two present sources of raw materials and deliveries to one client.

The results of research of the classical Weber problem for point facilities without restrictions are quite well represented in the literature. Weber's rectangular metric problem can be decomposed into two independent subproblems, each of which is a linear programming problem. Dual problem to each of the subproblem is the minimum cost of flow problem in a specific network. Some alternative methods to solving the problems, which are equivalent to the above linear programming problem are also discussed in $[3,19]$.

The objective function is strictly convex in the Weber problem with Euclidean metric if the fixed facilities are not in the same line. At the same time, the system of equations that are obtained by equating the gradient to zero is nonlinear and it cannot be solved analytically. In [12], a numerical process of obtaining a solution to the problem was described. An approach based on the approximation of the Weber's original continuous problem by a discrete problem was proposed in [7].

The extensions of the Weber problem are defined, e.g. by given facility sizes, the structure of the area in which the facilities are placed, and the type of restrictions on the placement of facilities. If the facility sizes are taken in account (their sizes are commensurate with the size of the placement area), facilities are often replaced by geometric shapes, such as rectangles. Different approaches to the decision of optimal location problem of the rectangles on the plane are developed in $[4,17,20-22,24]$. In the case of unconnected rectangles, the twodimensional problem of packing the rectangles in a strip of the minimal length is considered in [20]. The problem can be formulated as a nonlinear mixedinteger program. A tabu search algorithm is proposed for solving the problem. In [17], the algorithm of local optimization for placing rectangles on the plane is described. If it is allowed to rotate the rectangles then for such a problem a heuristic algorithm is proposed in [4]. In [24], the problem of rectangles location
on parallel lines is considered. Methods of dynamic programming and integer linear programming are used to search for a set of Pareto-optimal solutions.

The Weber problem with restrictions on facility locations is analyzed in [10, $13,18]$. One of the most considerable generalizations of the classical statement of the Weber problem on the plane is related to consideration of the forbidden gaps and barriers [29]. In forbidden gaps the facilities cannot be placed. In the case of renovation of the plant, such gaps can be, for example, existing facilities and technological equipment. Barriers are determined as regions where locating facilities is not allowed. Also, traveling is prohibited in the interior of the barriers. However, traveling is allowed along barrier's border. Here, not only the location problem is solved, but the problem of tracing is solved too [29].

In literature, the location problems in the presence of forbidden gaps for different metrics are considered. Mainly the case of placing one facility with one forbidden gap is considered. The problems with Euclidean metric and forbidden gap in the form of a circle or a convex polygon are studied in $[1,8,9]$. The rectangular metric for the measurement of distances between facilities is used, for example, in [2]. The location problem in which apart from forbidden gaps account is taken of the fixed facilities on the plane is studied in [16].

Minimax Weber problem on the plane for point facilities with the rectangular metric and the rectangular forbidden gaps is studied in [28]. It is proved that it is enough to consider a subset of admissible solutions to find the optimum of the problem. The branch and bound algorithm for solving the problem is proposed. Computational experiment on comparison of efficiency of the algorithm and application of integer programming model and IBM ILOG CPLEX package is reported. The use of the proved property is effective both in solving the problem by combinatorial methods and by using integer programming [29].

This article is devoted to the Weber problem on parallel lines in the presence of forbidden gaps. The location of lines is fixed. The placed facilities and the forbidden gaps are the rectangles. The centers of the facilities are connected between themselves and with the centers of the gaps. The facilities are impossible to place in forbidden gaps. In addition, a set of rectilinear passages between the lines, which must be preserved when placing facilities is provided. The generalization of mathematical model of nonlinear programming with Boolean variables is proposed. For one-line variant the original continuous problem is reduced to a number of discrete subproblems of smaller dimension. The review of properties and the algorithms for solving the problem is provided. A branch and bound method for solving the subproblems is proposed. Results of computational experiments for the branch and bound method, the heuristic from [27] and for solving the problem using the integer programming model and IBM ILOG CPLEX package are reported.

## 2 Statement of the Problem and Its Properties

The Weber problem on lines in the presence of forbidden gaps is formulated as follows [29]. Suppose that straight-line segments parallel to $O X$ axis, containing some fixed rectangular areas (forbidden gaps), a set of rectilinear passages
between the lines and rectangular facilities are given. Centers of the facilities are connected between themselves and with the centers of the gaps. The goal is to place the facilities on the segments outside of the forbidden gaps so that they do not intersect with each other and with the rectilinear passages and the total cost of connections between the facilities and between facilities and gaps is minimized [29].

Denote the facilities and gaps with the centers at $\left(x_{i}, y_{i}\right)$ and $\left(b_{1 j}, b_{2 j}\right)$ by $X_{i}$ and $F_{j}$ respectively, where $i \in I=\{1, \ldots, n\}$ and $j \in J=\{1, \ldots, m\}$. Denote lengths and heights of facilities and gaps by $l_{i}, d_{i}$ and $p_{j}, b_{j}$ respectively, where $i \in I$ and $j \in J$. Let $w_{i j} \geq 0, u_{i k} \geq 0$ are the specific costs of connections between centers of $X_{i}$ and $F_{j}, X_{i}$ and $X_{k}$ for $i, k \in I, j \in J$, and $i<k$. Let the straightline segments of length $L S$ and rectilinear passages between the lines be fixed. The left border of each segment is the point $\left(0, L y_{t}\right)$, where $t \in Q=\{1, \ldots, q\}$ and $L y_{1}<\cdots<L y_{q}$. Further we will call these straight-line segments as lines. Denote by $M_{t}$ the maximum height of the facility, which may be placed on the line with number $t$. These values are determined by the sizes of the passages. Suppose the lines are fixed at such a distance from each other that any facility can be placed on any line. The aim is to place the facilities $X_{1}, \ldots, X_{n}$ on the lines outside gaps $F_{1}, \ldots, F_{m}$ and so that they do not intersect with each other and with the rectilinear passages and the total cost of the connections between the facilities and between facilities and gaps is minimized. The cost of a connection is determined as the product of the distance and the cost of the connection. Distances are measured in the rectangular metric.

We will introduce the Boolean variables $z_{i t}$ for $i \in I, t \in Q$, to formulate the conditions of facility's location on the line, so that $z_{i t}=1$ if $X_{i}$ is placed on the line with the number $t$, otherwise $z_{i t}=0$ [29].

The nonlinear Boolean programming formulation of the problem is the following:

$$
\begin{gather*}
G(x, y)=\sum_{i=1}^{n} \sum_{j=1}^{m} w_{i j}\left(\left|x_{i}-b_{1 j}\right|+\left|y_{i}-b_{2 j}\right|\right)+\sum_{i=1}^{n-1} \sum_{k=i+1}^{n} u_{i k}\left(\left|x_{i}-x_{k}\right|+\left|y_{i}-y_{k}\right|\right) \rightarrow \min \\
\left|x_{i}-b_{1 j}\right| \geq z_{i t} \frac{l_{i}+p_{j}}{2}, \quad i \in I, \quad j \in J L_{t}, \quad t \in Q  \tag{1}\\
\left|x_{i}-x_{k}\right| \geq\left(z_{i t}+z_{k t}-1\right) \frac{l_{i}+l_{k}}{2}, \quad i, k \in I, \quad i<k, \quad t \in Q  \tag{3}\\
\frac{l_{i}}{2} \leq x_{i} \leq L S-\frac{l_{i}}{2}, \quad i \in I  \tag{4}\\
y_{i}=\sum_{t=1}^{q} z_{i t} L y_{t}, \quad i \in I  \tag{5}\\
\sum_{t=1}^{q} z_{i t}=1, \quad i \in I \tag{6}
\end{gather*}
$$

$$
\begin{array}{ll}
d_{i} z_{i t} \leq M_{t}, & i \in I, \\
z_{i t} \in\{0,1\}, & i \in I,  \tag{8}\\
t \in Q
\end{array}
$$

The first component in (1) indicates the total cost of connections between the facilities and the gaps; the second component indicates the total cost of connections between the facilities themselves. Expressions (2) and (3) are the conditions of disjointness between the facilities and the gaps and between the facilities themselves [29]. Constraints (6) are the requirement that any facility is placed only on one line. Expression (7) are the conditions on height of facility $X_{i}$, which is placed on the line with number $t$.

Denote the range of admissible solutions by $B$. Range $B$ is disconnected and it consists of $r$ separate blocks $B_{k}$ of length $L_{k}$ that contain the facilities $X_{i}, i \in I$, $B=\bigcup_{k=\overline{1, r}} B_{k}$. The problem (1)-(8) for $t=1$ is NP-hard; a feasible solution to the problem can be found by construction of a one-dimensional bin packing [6]. In this case, the facilities with lengths of $l_{i}, i \in I$, are packed in the containers with sizes $L_{k}, k=\overline{1, r}$ [29]. It should be noted that fixing or prohibition of the facility location on the lines is possible with the help of assignment of Boolean variables.

The mathematical model for one-line variant is:

$$
\begin{gather*}
G(x)=\sum_{i=1}^{n} \sum_{j=1}^{m} w_{i j}\left|x_{i}-b_{j}\right|+\sum_{i=1}^{n-1} \sum_{k=i+1}^{n} u_{i k}\left|x_{i}-x_{k}\right| \rightarrow \min  \tag{9}\\
\left|x_{i}-b_{j}\right| \geq \frac{l_{i}+p_{j}}{2}, \quad i \in I, j \in J  \tag{10}\\
\left|x_{i}-x_{k}\right| \geq \frac{l_{i}+l_{k}}{2}, \quad i, k \in I, i<k  \tag{11}\\
\frac{l_{i}}{2} \leq x_{i} \leq L S-\frac{l_{i}}{2}, \quad i \in I \tag{12}
\end{gather*}
$$

The problem (9)-(12) is studied in [27]. The heuristic algorithm consists of two stages. In the first stage, we find a feasible partition of the facilities into the blocks, and in the second stage, the facilities in the blocks are rearranged so that the total cost of connections is minimized.

Given a feasible location, a remainder in the block $B_{k}$ is a segment of nonzero length between two adjacent elements (facilities, gaps) that do not have a common border or between the border of $B_{k}$ and an adjacent block. Two elements (facilities, gaps, remainders) are called glued if they have a common border [26].

Suppose that $x=\left(x_{1}, \ldots, x_{n}\right)$ is a feasible solution to the problem (9)(12); $I_{k}(x)$ is the set of the facility numbers in the block $B_{k} ; H_{k}(x)$ is the set of remainders in $B_{k} ; n_{k}$ is the capacity of the set $I_{k}(x)$. We will notice that $x$ can be represented as $x=\left(x^{1}, \ldots, x^{r}\right)$, where $x^{k}$ are the coordinates of facilities placed in $B_{k}$. In [27], it was proved that for a feasible solution $x$ to the problem (9)(12), we can find another feasible solution $x^{\prime}$ such that $\left|H_{k}\left(x^{\prime}\right)\right| \leq 1, k=1, \ldots, r$ and $G\left(x^{\prime}\right) \leq G(x)$. So, it is sufficient to consider no more than one remainder
in every block $B_{k}$. Thus, the original continuous problem is reduced to discrete problem [29].

Denote by $L B_{k}$ and $R B_{k}$ the coordinates of the left and the right borders of $B_{k}$ (imaginary facilities $F_{L}$ and $F_{R}$ ) and let $J_{L}\left(B_{k}\right)$ and $J_{R}\left(B_{k}\right)$ be the sets of gaps to the left and to the right of the block $B_{k}$. Also let $I_{L}\left(B_{k}\right)$ and $I_{R}\left(B_{k}\right)$ be the sets of facilities to the left and to the right of the block $B_{k}$ respectively. Then, for a fixed partition of facilities into the blocks, the objective function $G(x)$ can be represented as [26]

$$
G(x)=\sum_{k=1}^{r} G_{k}\left(x^{k}\right)+\text { Const }
$$

where

$$
\begin{aligned}
G_{k}\left(x^{k}\right)= & \sum_{s \in I_{k}(x)} \sum_{t \in I_{k}(x), t>s} u_{s t}\left|x_{s}-x_{t}\right|+\sum_{s \in I_{k}(x)}\left|x_{s}-L B_{k}\right|\left(\sum_{j \in J_{L}\left(B_{k}\right)} w_{s j}\right. \\
& \left.+\sum_{i \in I_{L}\left(B_{k}\right)} u_{s i}\right)+\sum_{t \in I_{k}(x)}\left|x_{t}-R B_{k}\right|\left(\sum_{j \in J_{R}\left(B_{k}\right)} w_{t j}+\sum_{i \in I_{R}\left(B_{k}\right)} u_{t i}\right) .
\end{aligned}
$$

The first component of $G_{k}\left(x^{k}\right)$ is the sum of costs of the connections between facilities in $B_{k}$, the second component and the third component are the sums of cost of the connections between facilities from $B_{k}$ and $L B_{k}$, and from $B_{k}$ and $R B_{k}$ respectively.

We will call an admissible solution $x$ to the problem (9)-(12) a local minimum of the problem if $G(x) \leq G\left(x^{\prime}\right)$ for every $x^{\prime}: I_{k}(x)=I_{k}\left(x^{\prime}\right), k=1, \ldots, r$.

Let a partition of facilities into blocks be fixed. Then, in every block $B_{k}$ it is possible to consider the subproblem of location $n_{k}+2$ facilities. In $B_{k}$ the subproblem contains two imaginary facilities $F_{L}$ and $F_{R}$ and $n_{k}$ placed facilities [26]. Let us denote the total cost of connections between placed facilities in $B_{k}$ and the facilities $F_{L}$ and $F_{R}$ respectively for every $i \in I_{k}(x)$ by $w_{i L}$ and $w_{i R}$. Then [26]

$$
\begin{aligned}
& w_{i L}=\left(\sum_{s \in J_{L}\left(B_{k}\right)} w_{i s}+\sum_{t \in I_{L}\left(B_{k}\right)} u_{i t}\right), \\
& w_{i R}=\left(\sum_{s \in J_{R}\left(B_{k}\right)} w_{i s}+\sum_{t \in I_{R}\left(B_{k}\right)} u_{i t}\right) .
\end{aligned}
$$

The subproblem for $B_{k}$ can be formulated as

$$
\begin{align*}
G_{k}\left(x^{k}\right)= & \sum_{s \in I_{k}(x)} \sum_{t \in I_{k}(x), t>s} u_{s t}\left|x_{s}-x_{t}\right|+\sum_{s \in I_{k}(x)} w_{s L}\left|x_{s}-L B_{k}\right| \\
& +\sum_{t \in I_{k}(x)} w_{t R}\left|x_{t}-R B_{k}\right| \rightarrow \min ,  \tag{13}\\
& \left|x_{i}-x_{k}\right| \geq \frac{l_{i}+l_{k}}{2}, \quad i, k \in I_{k}(x), i<k, \tag{14}
\end{align*}
$$

$$
\begin{equation*}
L B_{k}+\frac{l_{i}}{2} \leq x_{i} \leq R B_{k}-\frac{l_{i}}{2}, \quad i \in I_{k}(x) \tag{15}
\end{equation*}
$$

We will find coordinates $x^{k}$ of the centers of facilities in $B_{k}$, so that the total cost of connections between the facilities and the facilities with facilities $F_{L}$ and $F_{R}$ is minimized.

Since $I_{k}(x) \bigcap I_{l}(x)=\emptyset$ for every $k, l=1, \ldots, r$, so to find a local optimum of the problem (9)-(12) for some fixed partition of facilities into blocks, it is sufficient to find the minimum in $r$ independent subproblems (13)-(15). So, the solution of the original continuous problem is reduced to solving discrete subproblems of smaller dimension [26].

Note that if $u_{s t}=0$, for all $s, t \in I_{k}(x), s<t$, then for any $k=1, \ldots, r$, the local optimum of the problem (9)-(12) can be found with the help of the polynomial-time algorithm [27]. If we introduce a partial order on location of facilities in the block, which may be presented in the form of a serial-parallel graph, then in the block the problem may be solved by the polynomial-time algorithm from [23].

Generally, if there exist $s, t \in I_{k}(x)$, such that $u_{s t}>0$, then for solving the subproblem (13)-(15) for a small value $n_{k}$, it is possible to use $n_{k}$ ! permutations of the facilities in the block. For large values of $n_{k}$ it is possible to apply, e.g. the branch and bound algorithm.

## 3 Branch and Bound Method and Results of Computational Experiment

Calculation of lower bounds on the objective function and the branching method are the basis for any branch and bound method. Let us describe the branch and bound method on the example of a block $B_{k}$.

### 3.1 Lower Bounds

Let us denote the sets of the facility numbers placed in $B_{k}$ by $N F_{l}, N F_{r}$. Without loss of generality, we will assume that the facilities in the set $N F_{l}$ have numbers from 1 to $s$, and in the set $N F_{r}$ the numbers of facilities are from $t+1$ to $n_{k}$. Denote by $D$ the set of the admissible locations for the facilities in $B_{k}$. Let $\xi(D)$ be the lower bound on function $G_{k}\left(x^{k}\right)$ for $D[26]$. Then $\xi(D)$ can be expressed as follows:

$$
\xi(D)=\xi_{1}(D)+\xi_{2}(D)+\xi_{3}(D) .
$$

The value $\xi_{1}(D)$ is the total cost of connections between the facilities placed in $B_{k}$ and the facilities with facilities $F_{L}$ and $F_{R}$. Since the coordinates of all these facilities are known, so this value is calculated exactly. The value $\xi_{2}(D)$ is a lower bound on the total cost of connections between the facilities unplaced in $B_{k}$ with facilities $F_{L}, F_{R}$ and with the facilities placed in $B_{k}$. The value $\xi_{3}(D)$ is a lower bound on the total cost of connections between the facilities unplaced in $B_{k}$.

In [26], two methods of calculation of value $\xi_{2}(D)$ are proposed.
The First Method. For every $i \in I_{k}(x) \backslash\left\{N F_{l} \bigcup N F_{r}\right\}$, the total cost of connections between the facilities placed in $B_{k}$ and the facilities with facilities $F_{L}$ and $F_{R}$ is calculated as follows [26]:

$$
S L(i)=w_{i L}+\sum_{k \in N F_{l}} u_{i k}, \quad S R(i)=w_{i R}+\sum_{k \in N F_{r}} u_{i k} .
$$

Later location of the facilities unplaced in $B_{k}$ is determined by two variants. The facilities are ordered by non-increasing of ratio $S L(i) / l_{i}$. The facilities consistently are glued together in that order with the most left facility placed in $B_{k}$. Without loss of generality, we assume that the glued unplaced facilities have numbers from $s+1$ to $t$.

Later the facilities are ordered by non-increasing of ratio $S R(i) / l_{i}$. The facilities consistently are glued together in that order with the most right facility placed in $B_{k}$. Without loss of generality, we assume that the glued unplaced facilities have numbers from $t$ to $s+1$ [26]. Then

$$
\xi_{2}(D)=\xi_{2 L}(D)+\xi_{2 R}(D)
$$

where $\xi_{2 L}(D)$ and $\xi_{2 R}(D)$ are the lower bounds on the total cost of the connections of unplaced facilities with facilities $F_{L}, F_{R}$ respectively and with the facilities placed in $B_{k}$. The values $\xi_{2 L}(D)$ and $\xi_{2 R}(D)$ can be calculated the following way:

$$
\begin{gathered}
\xi_{2 L}(D)=\sum_{q=s+1}^{t}\left(L w_{q} \sum_{g=1}^{q-1} l_{g}+\sum_{i=1}^{s} u_{q i} \sum_{k=i+1}^{q-1} l_{k}\right), \\
\xi_{2 R}(D)=\sum_{q=s+1}^{t}\left(R w_{q} \sum_{g=q+1}^{n_{k}} l_{g}+\sum_{i=t+1}^{n_{k}} u_{q i} \sum_{k=q+1}^{i-1} l_{k}\right) .
\end{gathered}
$$

The proof that values $\xi_{2 L}(D)$ and $\xi_{2 R}(D)$ are the lower bounds on the total cost of connections of unplaced facilities with imaginary facilities $F_{L}, F_{R}$ and with the facilities placed in $B_{k}$ is similar to the proof in [21].

The Second Method. The set $I_{k}(x) \backslash\left\{N F_{l} \bigcup N F_{r}\right\}$ can be represented as a union of disjoint sets $N_{L} \bigcup N_{C} \bigcup N_{R}$, where by $N_{L}, N_{C}, N_{R}$ are the sets of facility numbers for which we have the inequalities $S L(i)>S R(i), S L(i)=$ $S R(i), S L(i)<S R(i)$ respectively.

Later facilities with numbers from $N_{L}$ are ordered by non-increasing of ratio $(S L(i)-S R(i)) / l_{i}$. These facilities consistently are glued together in that order with the most left facility placed in $B_{k}$. Also facilities with numbers from $N_{R}$ are ordered by non-increasing of ratio $(S R(i)-S L(i)) / l_{i}$. These facilities consistently are glued together in that order with the most right facility placed in $B_{k}$. The facilities with numbers from $N_{C}$ are placed between sets of the facilities with numbers from $N_{L}$ and from $N_{R}$ in any order [26].

Thus, for every $i \in I_{k}(x) \backslash\left\{N F_{l} \bigcup N F_{r}\right\}$, the coordinate of the center is determined. Let $I_{k}(x) \backslash\left\{N F_{l} \bigcup N F_{r}\right\}=\{s+1, \ldots, t\}$. Define the value $Z$ as

$$
Z=\sum_{q=s+1}^{t}\left(L w_{q} \sum_{g=1}^{q-1} l_{g}+\sum_{i=1}^{s} u_{q i} \sum_{k=i+1}^{q-1} l_{k}+R w_{q} \sum_{h=q+1}^{n_{k}} l_{h}+\sum_{j=t+1}^{n_{k}} u_{q j} \sum_{v=q+1}^{j-1} l_{v}\right) .
$$

In [26], it was proved that the value $Z$ is a lower bound on the total cost of connections of the unplaced facilities with facilities $F_{L}, F_{R}$ and with the facilities placed in $B_{k}$.

The calculation of value $\xi_{3}(D)$ is the most difficult. One of the ways to calculate the value $\xi_{3}(D)$ is to consider the sets of unplaced facilities that are all connected between themselves. Further, for example, by means of viewing all permutations of any three such facilities, one can find an order of arrangement of facilities in the block with the minimum cost of connections between them.

### 3.2 Branching

At the first level in the branching tree each of the facilities with numbers from $I_{k}(x)$ is glued to the left border of the block $B_{k}$ one by one. At the second level, each of the unplaced facilities is glued to the right border of the block $B_{k}$ one by one. At the third level, each of the unplaced facilities is glued to the facility placed to the left border of the block $B_{k}$ one by one. At the subsequent levels, each unplaced facility is glued to the facility placed at the previous level of the branching tree (see Fig. 1).


Fig. 1. Branching in the block

In Fig. 1, the borders of the blocks are marked by the shaded squares and the placed facilities are marked by squares with numbers of facilities. The number of vertexes of the branching tree at the first level is equal $n_{k}$, at the second level
it equals $n_{k}\left(n_{k}-1\right)$, at the third level it equals $n_{k}\left(n_{k}-1\right)\left(n_{k}-2\right)$, etc. Note that the height of the branching tree (number of levels) is equal to $n_{k}$, and the quantity of its trailing vertexes is $n_{k}$ !, that corresponds to number of possible permutations of facilities in $B_{k}$.

### 3.3 Results of Computational Experiment

A computational experiment on comparison of the solutions obtained by using the branch and bound method (BBA) and the heuristic (A2) from [27] is carried out in this subsection. The experiment was conducted on the computer with the following specifications: Intel CoreTM i5-24502.50 GHz 6.00 GB . The alternative algorithms were implemented in Borland C++ Builder Version 6.0 (Build

Table 1. Comparison of algorithms A2 and BBA

| No | $n$ | $m$ | $F_{A 2}$ | $t_{A 2}$ | $F_{B B A}$ | $t_{B B A}$ | Relative error $F, \%$ | $t_{B B A}-t_{A 2}$ |
| :---: | ---: | ---: | :--- | ---: | :--- | ---: | :--- | :---: |
| 1 | 5 | 3 | 1148 | 2 | 1136 | 2 | 1,056 | 0 |
| 2 | 5 | 3 | 968,5 | 1 | 968,5 | 1 | 0 | 0 |
| 3 | 5 | 3 | 12238 | 1 | 11892 | 1 | 2,91 | 0 |
| 4 | 6 | 3 | 1844 | 1 | 1844 | 2 | 0 | 1 |
| 5 | 10 | 3 | 900,25 | 2 | 900,25 | 8 | 0 | 6 |
| 6 | 10 | 3 | 1080 | 3 | 1080 | 7 | 0 | 4 |
| 7 | 10 | 4 | 2888 | 2 | 2888 | 4 | 0 | 2 |
| 8 | 10 | 5 | 1801 | 2 | 1801 | 3 | 0 | 1 |
| 9 | 10 | 6 | 1253 | 50 | 1253 | 56 | 0 | 6 |
| 10 | 15 | 2 | 1420 | 7 | 1400 | 901 | 1,429 | 894 |
| 11 | 15 | 3 | 3502 | 6 | 3496 | 136 | 0,172 | 130 |
| 12 | 15 | 4 | 4008 | 5 | 4008 | 21 | 0 | 16 |
| 13 | 15 | 5 | 4468,5 | 4 | 4468,5 | 10 | 0 | 6 |
| 14 | 15 | 6 | 8464 | 5 | 8464 | 40 | 0 | 35 |
| 15 | 15 | 10 | 10296 | 9 | 10296 | 20 | 0 | 11 |
| 16 | 20 | 2 | 20893,5 | 13 | 20573,3 | 4634 | 1,555 | 4621 |
| 17 | 20 | 3 | 39374,75 | 12 | 38810,75 | 2469 | 1,453 | 2457 |
| 18 | 20 | 10 | 21533,5 | 15 | 21533,5 | 45 | 0 | 30 |
| 19 | 20 | 15 | 19443,5 | 449 | 19443,5 | 724 | 0 | 275 |
| 20 | 30 | 5 | 57934 | 18 | 57934 | 231 | 0 | 213 |
| 21 | 30 | 10 | 52840 | 1331 | 52840 | 5460 | 0 | 4129 |
| 22 | 30 | 20 | 128656 | 26 | 128656 | 27 | 0 | 1 |
| 23 | 50 | 10 | 181909 | 86 | 181909 | 443 | 0 | 357 |
| 24 | 50 | 20 | 430112 | 269 | 430112 | 453 | 0 | 184 |
| 25 | 50 | 30 | 756628 | 708 | 756628 | 833 | 0 |  |
|  |  |  |  |  |  |  |  |  |

10.166). The input data were randomly generated. More than 100 instances of the problem were used. The algorithms stops when all local optimal solutions are found or the time allocated for solving the problem ends. Results of comparison of algorithms are presented in Table 1 , where $F_{A 2}, F_{B B A}$ and $t_{A 2}, t_{B B A}$ are the objective function values and the average running time (in seconds) of the heuristic algorithm and the branch and bound algorithm respectively.

The average relative error of algorithm A2 is equal to $3 \%$. The algorithm A2 finds the solutions faster than BBA as follows from Table 1. For example, for instance 11 the relative error of A 2 is $0,172 \%$ and the running time of A 2 is less that of BBA by a factor 20 .

Also, a computational experiment on comparison of the solutions obtained by the branch and bound algorithm and IBM ILOG CPLEX 12.2 package using the mixed integer linear programming model is made. Three series of the test problems were randomly generated with a uniform distribution each of which includes 5 problems of the same dimension. For each series, we compared the running times of the branch and bound algorithm and CPLEX package. For the dimensions $|I|=20,|J|=15$ and $|I|=50,|J|=20$, we could not obtain the solution within time 1000 s using CPLEX; the average running time for the problems of such dimensions with the proposed branch and bound algorithm is 723 s and 898 s respectively. Note that for the branch and bound algorithm and CPLEX package, the average running time on problems with dimensions $|I|=5$, $|J|=3$ is $0,968 \mathrm{~s}$ and $0,96 \mathrm{~s}$ respectively.

## 4 Conclusion

In this paper, the NP-hard problem of location of connected rectangular facilities on lines in the presence of rectangular forbidden gaps is considered. A generalization of the one-line variant of the model to several lines is given. A branch and bound algorithm employing lower bounds introduced in [26] is proposed. Results of numerical evaluation of this algorithm on comparison with a heuristic proposed in the paper [27] are reported.
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#### Abstract

We study the two-machine Open Shop problem with exact delays. When all delays are equal to zero this problem converts to the nowait two-machine Open Shop problem, which is known to be NP-hard. We prove that even the proportionate case of Open Shop problem with exact delays does not admit approximations with ratio $1.5-\varepsilon$ unless $\mathrm{P}=\mathrm{NP}$. We also consider the very special case when the delays take at most two different values and prove that the existence of a $(1.25-\varepsilon)$ approximation algorithm for it implies $\mathrm{P}=\mathrm{NP}$.
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## 1 Introduction

We study the two-machine Open Shop problem with exact delays. An instance of the problem consists of $n$ triples $\left(a_{j}, l_{j}, b_{j}\right)$ of nonnegative integers where $j$ is a job in the set of jobs $J=\{1, \ldots, n\}$. Each job $j$ must be processed on each machine in a free order, $a_{j}$ and $b_{j}$ are the lengths of operations on machines 1 and 2 , respectively. The second operation of job $j$ must start exactly $l_{j}$ time units after the first operation has been completed. The goal is to minimize makespan. In the standard three-field notation scheme the problem is written as $O 2 \mid$ exact $l_{j} \mid C_{\max }$. We also investigate the special case when the delays take at most two distinct values which is written as $O 2 \mid$ exact $l_{j} \in\left\{L_{1}, L_{2}\right\} \mid C_{\text {max }}$. Scheduling problems with exact delays have evident applications in chemistry manufacturing. In particular, they arise often where there may be an exact technological delay between the completion time of some operation and the starting time of the next operation. The problems with exact delays also arise in command-and-control applications $[11,17]$. Condotta [6] describes an application related to booking appointments of chemotherapy treatments.

Related Work. When all delays are equal to zero the two-machine Open Shop problem with exact delays is nothing but the no-wait two-machine Open Shop problem written as $\mathrm{O} 2 \mid$ no-wait $\mid C_{\max }$. NP-hardness of $\mathrm{O} 2 \mid$ no-wait $\mid C_{\max }$ was proved by Giaro [10]. Sidney and Sriskandarajah [17] proposed a heuristic algorithm that solves $O 2 \mid$ no-wait $\mid C_{\max }$ with a tight worst-case ratio bound of $3 / 2$.

Approximability of the single machine coupled-task and the two-machine Flow Shop problems with exact delays have been investigated in a number of papers ([1-4, 7, 14-16], see also the survey [5]). In particular, Ageev and Kononov [2], Ageev and Ivanov [3] and Ageev [4] established inapproximability lower bounds for various special cases of these problems (see Table 1).

Our Results. In this paper we present inapproximability lower bounds for two special cases of the two-machine Open Shop problem with exact delays. We prove that even the proportionate case of Open Shop problem with exact delays (where $a_{j}=b_{j}$ for all $j \in J$ ) does not admit approximations with ratio better than $1.5-\varepsilon$ unless $\mathrm{P}=\mathrm{NP}$. We also consider the very special case when the delays take at most two different values $L_{1}$ and $L_{2}$ and prove that the existence of a $(1.25-\varepsilon)$-approximation algorithm for it implies $\mathrm{P}=\mathrm{NP}$. Note that the algorithm developed in [2] for solving the two-machine Flow Shop problem with exact delays provides a 3 -approximation for our problems. This follows from the proof of Theorem 3 in [2]. Our inapproximability lower bounds are similar to those for the two-machine Flow Shop problem with exact delays established in $[2,4]$. This seems a bit surprising as the two-machine Open Shop problem with exact delays is NP-hard even in the case of equal delays.

A summary of the approximability results for scheduling problems with exact delays is shown in Table 1.

Table 1. A summary of the approximability results for scheduling problems with exact delays.

| Problem | Appr. factor | Inappr. bound |
| :--- | :--- | :--- |
| $1 \mid$ exact $l_{j} \mid C_{\max }$ | $3.5[2]$ | $2-\varepsilon[2]$ |
| $1 \mid$ exact $l_{j}, a_{j} \leq b_{j} \mid C_{\max }$ | $3[2]$ | $2-\varepsilon[2]$ |
| $1 \mid$ exact $l_{j}, a_{j}=b_{j} \mid C_{\max }$ | $2.5[2]$ | $2-\varepsilon[2]$ |
| $1 \mid$ exact $l_{j}, a_{j}=b_{j}=1 \mid C_{\max }$ | $1.75[1]$ | Strongly NP-hard $[18,19]$ |
| $1 \mid$ exact $l_{j}=L \mid C_{\max }$ | $3[3]$ | $1.25-\varepsilon[3]$ |
| $1 \mid$ exact $l_{j}=L, a_{j} \leq b_{j} \mid C_{\max }$ | $2[3]$ | $1.25-\varepsilon[3]$ |
| $1 \mid$ exact $l_{j}=L, a_{j}=b_{j} \mid C_{\max }$ | $1.5[3]$ | $1.25-\varepsilon[3]$ |
| $F 2 \mid$ exact $l_{j} \mid C_{\max }$ | $3[2][15]$ | $1.5-\varepsilon[2]$ |
| $F 2 \mid$ exact $l_{j}, a_{j} \leq b_{j} \mid C_{\max }$ | $2[2][15]$ | $1.5-\varepsilon[2]$ |
| $F 2 \mid$ exact $l_{j}, a_{j}=b_{j}=1 \mid C_{\max }$ | $1.5[1]$ | Strongly NP-hard $[18,19]$ |
| $F 2 \mid$ exact $l_{j} \in\left\{L_{1}, L_{2}\right\} \mid C_{\max }$ | $2[4]$ | $1.25-\varepsilon[4]$ |
| $O 2 \mid$ exact $l_{j}, a_{j}=b_{j} \mid C_{\max }$ | $3[2]$ | $1.5-\varepsilon$ [this paper] |
| $O 2 \mid$ exact $l_{j} \in\left\{L_{1}, L_{2}\right\} \mid C_{\max }$ | $3[2]$ | $1.25-\varepsilon$ [this paper] |

## 2 Preliminaries

The proofs of both results of the paper are based on reductions from the NPcomplete Partition problem [9] which we formulate here.

## Partition

Instance: Nonnegative integers $w_{1}, \ldots, w_{m}$ such that $\sum_{k=1}^{m} w_{k}=2 S$.
Question: Does there exist a subset $X \subseteq\{1, \ldots, m\}$ such that $\sum_{k \in X} w_{k}=$ $S ?$

We assume that there are no missing operations in the sense that a zero processing time implies that the job has to visit the machine for an infinitesimal amount of time $\delta>0$.

In the proofs we use the fact that the whole construction presenting a feasible schedule can be moved along the time line in both directions. So the length of the schedule is the length of the time interval between the starting time of the first operation (which is not necessarily equal to zero) and the end time of the last one.

Remind that in Open Shop problems operations of each job may be processed in arbitrary order and so we cannot speak of the first and second operations of a job. Instead we speak of operations associated with the corresponding machines.

For the length of a schedule $\sigma$ we use the standard notation $C_{\max }(\sigma) ; C_{\max }^{*}$ will stand for the length of a shortest schedule.

In the proportionate case each job has operations of equal lengths, i.e., $a_{j}=b_{j}$ for all $j \in J$. We will refer to it as $O 2 \mid$ exact $l_{j}, a_{j}=b_{j} \mid C_{\max }$.

## 3 Inapproximability Lower Bound for $O 2 \mid$ exact $l_{j}, a_{j}=b_{j} \mid C_{\text {max }}$

In this section we establish an inapproximability lower bound for the proportionate case $O 2 \mid$ exact $l_{j}, a_{j}=b_{j} \mid C_{\max }$.

To this end we consider the following reduction from Partition problem. Let $\mathcal{I}$ be an instance of Partition. Construct an instance $\mathcal{I}^{\prime}$ of $O 2 \mid$ exact $l_{j} \mid C_{\text {max }}$.

Set $J=\{1, \ldots, m+2\}$ and

$$
\begin{aligned}
a_{k} & =b_{k}=w_{k}, l_{k}=2 R+S-a_{k} \text { for } \quad k=1, \ldots m, \\
a_{m+1} & =b_{m+1}=R, l_{m+1}=0 \\
a_{m+2} & =b_{m+2}=R, l_{m+2}=0
\end{aligned}
$$

where $R \geq 3 S$. We will refer to the jobs in $\{1, \ldots, m\}$ as small and to the remaining two jobs as big.

Lemma 1. (i) If $\sum_{k \in X} w_{k}=S$ for some subset $X \subseteq\{1, \ldots m\}$, then there exists a feasible schedule $\sigma$ such that $C_{\max }(\sigma) \leq 2 R+2 S$.
(ii) If there exists a feasible schedule $\sigma$ such that $C_{\max }(\sigma) \leq 2 R+2 S$, then $\sum_{k \in X} w_{k}=S$ for some subset $X \subseteq\{1, \ldots m\}$.
(iii) If $C_{\max }(\sigma)>2 R+2 S$ for some feasible schedule $\sigma$, then $C_{\max }(\sigma) \geq 3 R$.


Fig. 1. The shortest schedule when the instance $\mathcal{I}$ has answer "Yes".

Proof. (i) Let $X \subseteq\{1, \ldots, m\}$ such that $\sum_{k \in X} w_{k}=S$. Then $\sum_{k \in Y} w_{k}=S$ where $Y=\{1, \ldots, m\} \backslash X$.

To construct the required schedule arrange the big jobs as shown in Fig. 1. To schedule the small jobs we do the following. W.l.o.g. we may assume that the jobs are ordered in such a way that $X=\{1, \ldots, q\}$ and $Y=\{q+1, \ldots m\}$. Execute all jobs in $X$ first on machine 1 in this order without idles just before the operation of job $m+1$ on machine 1 . Then the next operation of job $i \leq q$ will start at time

$$
\sum_{s=1}^{i} w_{s}+2 R+S-w_{i}=\sum_{s=1}^{i-1} w_{s}+2 R+S
$$

It follows that the operations of jobs in $X$ on machine 2 do not overlap and are executed within the interval of length $S$. Note that the operations of jobs $X$ on machine 1 are also executed within the interval of length $S$. Schedule the jobs in $Y$ exactly in the same way but process them first on machine 2 and then on machine 1 (see Fig. 1). It is easy to see that the length of the constructed schedule is $2 R+2 S$, as required.
(ii) Let $\sigma$ be a feasible schedule with $C_{\max }(\sigma) \leq 2 R+2 S$. Observe that the big jobs in $\sigma$ are arranged in one of the two ways shown in Fig. 2, since otherwise the length of the schedule is at least $3 R$. By the symmetry of the big jobs, we may assume that the case (1) of Fig. 2 holds. Next, we observe that in $\sigma$, both operations of the two big jobs are executed within the lag time interval of any small job, since otherwise $C_{\max }(\sigma) \geq 2 R+2 R=4 R$. Let $X$ be the subset of small jobs $j$ such that in $\sigma$ the job $j$ is first processed on machine 1 and then on machine 2. Then $Y=\{1, \ldots, m\} \backslash X$ is the set of small jobs $j$ in $\sigma$ such that $j$ is first processed on machine 2 and then on machine 1. Assume that $|X|>S$ and let $j^{*} \in X$ be the first job processed on machine 1 at time 0 . Then the operation of $j^{*}$ on machine 2 must start at time $w_{j^{*}}+2 R+S-w_{j^{*}}=2 R+S$. However, as $|X|>S$ the processing of job $m+1$ on machine 2 finishes at time more than $2 R+S$ and we get that the machine 2 operation of job $j *$ overlaps with the machine 2 operation of job $m+1$, which implies that $\sigma$ is an infeasible schedule (see Fig. 3). Thus we have that $|X|=|Y|=S$, as required.
(iii) Let $\sigma$ be a feasible schedule satisfying $C_{\max }(\sigma)>2 R+2 S$. We may assume that the big jobs are arranged as in Fig. 2, since otherwise evidently $C_{\max }(\sigma) \geq 3 R$. From (ii) it follows that if for some small job $j$ its lag time interval
(1)

| $m+1$ | $m+2$ |
| :---: | :---: |


$2 R$
(2)

| $m+2$ | $m+1$ |
| :---: | :---: |
| $m+1$ $m+2$ <br>  $2 R$ |  |
|  |  |

Fig. 2. The two shortest arrangements of the big jobs.


Fig. 3. The schedule $\sigma$ is infeasible if $|X| \neq|Y|$.
does not contain operations of the big jobs, then $C_{\max }(\sigma)>2 R+2 R+S>4 R$. Finally we have that $C_{\max }(\sigma) \geq 3 R$, as required.

Set $R=k S$. Then $2 R+2 S=2 k S+2 S$. The fraction

$$
\frac{3 k S}{2 k S+2 S}=\frac{3 k}{2 k+2}
$$

tends to 1.5 as $k$ tends to infinity. Thus Lemma 1 implies
Theorem 1. The existence of a $(1.5-\varepsilon)$-approximation algorithm for solving O2 1 prop, exact $l_{j} \mid C_{\max }$ implies $P=N P$.

## 4 Inapproximability Lower Bound for $O 2$ exact $l_{j} \in\{0, L\} \mid C_{\text {max }}$

In this section we establish an inapproximability lower bound for the case when the delay of each job is either 0 , or $L>0$.

To this end consider the following reduction from Partition problem.
Consider an instance $\mathcal{I}$ of Partition and construct the following instance $\mathcal{I}^{\prime}$ of $O 2$ exact $l_{j} \in\{0, L\} \mid C_{\text {max }}$.


Fig. 4. The shortest partial schedule of the big jobs.

Set $J=\{1, \ldots, m+5\}$ and

$$
\begin{aligned}
a_{k} & =b_{k}=w_{k}, l_{k}=2 R \text { for } \quad k=1, \ldots m, \\
a_{m+1} & =b_{m+1}=R, l_{m+1}=2 R, \\
a_{m+2} & =R, b_{m+2}=R, l_{m+2}=2 R, \\
a_{m+3} & =R, b_{m+3}=R, l_{m+3}=0, \\
a_{m+4} & =0, b_{m+4}=R-S, l_{m+4}=0, \\
a_{m+5} & =R-S, b_{m+5}=0, l_{m+5}=0,
\end{aligned}
$$

where $R \geq 6 S$. We will refer to the jobs in $\{1, \ldots, m\}$ as small and to the remaining five jobs as big.

Lemma 2. (i) If $\sum_{k \in X} w_{k}=S$ for some subset $X \subseteq\{1, \ldots m\}$, then there exists a feasible schedule $\sigma$ such that $C_{\max }(\sigma) \leq 4 R+4 S$.
(ii) If there exists a feasible schedule $\sigma$ such that $C_{\max }(\sigma) \leq 4 R+4 S$, then $\sum_{k \in X} w_{k}=S$ for some subset $X \subseteq\{1, \ldots m\}$.
(iii) If $C_{\max }(\sigma)>4 R+4 S$ for some feasible schedule $\sigma$, then $C_{\max }(\sigma) \geq 5 R-S$.

Proof. (i) To construct the required schedule arrange the big jobs in the order shown in Fig. 5. This construction has two idle intervals: $A$ on machine 1 and $B$ on machine 2. The interval $A$ is between the end of the machine 1 operation of job $m+3$ and the beginning of the machine 1 operation of job $m+5$. The interval $B$ is between the end of the machine 2 operation of job $m+4$ and the beginning of the machine 2 operation of job $m+3$. Both intervals have length $S$.

For scheduling the small jobs we use the following rule. Schedule the small jobs in $X$ in such a way that their first operations are executed within the time interval $A$ in non-increasing order of the lengths. Correspondingly, w.l.o.g. we may assume that $X=\{1,2, \ldots, q\}$ and $w_{1} \leq w_{2} \leq \ldots \leq w_{q}$.

Denote by $A^{\prime}$ the time interval between the end of the machine 2 operation of job $m+1$ and the end of the machine 2 operation of job $q$. It is easy to understand (see Fig. 6) that all the machine 2 operations of jobs $\{1, \ldots, q\}$ fall within $A^{\prime}$ and the length of $A^{\prime}$ is equal to

$$
\sum_{i=1}^{q} w_{i}+w_{1}+\left(w_{2}-w_{1}\right)+\left(w_{3}-w_{2}\right)+\ldots+\left(w_{q}-w_{q-1}\right)
$$



Fig. 5. Scheduling the small jobs.
which does not exceed $2 S$. Now we observe that the construction is symmetric and schedule the jobs in $Y$ quite similarly. Finally, we arrive at the schedule shown in Fig. 6. From the above argument its length does not exceed $4 R+4 S$, as required.


Fig. 6. The shortest schedule when the instance $\mathcal{I}$ of Partition has answer "yes".
(ii) Let $\sigma$ be a feasible schedule with $C_{\max }(\sigma) \leq 4 R+4 S$. Observe first that the jobs $m+1$ and $m+2$ are identical and we may assume that job $m+1$ is first processed on machine 1 . Then job $m+2$ is first processed on machine 2, since otherwise clearly $C_{\max }(\sigma) \geq 5 R$. Now we observe that job $m+3$ is executed within the time lag interval either of job $m+1$, or of job $m+2$. Due to symmetry we may assume that job $m+3$ is executed within the time interval of job $m+$ 1. Thus we have the configuration shown in Fig. 7. We call this configuration initial. Denote by $t_{0}, t_{1}, t_{2}, t_{3}, t_{4}$ the junction times of the operations in the initial configuration (see Fig. 7).


Fig. 7. The initial configuration.

Now our aim is to exclude impossible layouts of job $m+5$ with respect to the initial configuration.

Observe first that $\sigma$ has the following property (Q): any small job in $\sigma$ either completes executing not earlier than $t_{1}+S$, or starts executing not later than $t_{3}-S$. If property (Q) does not hold then evidently $C_{\max }(\sigma) \geq 5 R-S$.

Now observe that job $m+5$ starts executing later than time $t_{0}$ and before time $t_{4}$, since otherwise $C_{\max }(\sigma) \geq 4 R+R-S=5 R-S$.

Job $m+5$ cannot complete executing at time $t_{4}$, since otherwise any possible arrangement of job $m+2$ gives $C_{\max }(\sigma) \geq 4 R+R-S=5 R-S$ (see Fig. 8).


Fig. 8. Job $m+5$ cannon complete executing at time $t_{4}$.

Job $m+5$ cannot start executing at time $t_{3}$, since otherwise any possible arrangement of job $m+2$ also gives $C_{\max }(\sigma) \geq 4 R+R-S=5 R-S$ (see Fig. 9).


Fig. 9. Job $m+5$ cannot start executing at time $t_{3}$.
Now consider the case when job $m+5$ starts executing at time $t_{2}$. Job $m+4$ cannot start executing at time $t_{0}$, since otherwise $C_{\max }(\sigma) \geq 4 R+R-S=$ $5 R-S$ (see Fig. 10). Job $m+4$ cannot complete executing at time $t_{1}$, since


Fig. 10. The case when job $m+5$ starts executing at time $t_{2}$ and job $m+4$ starts executing at time $t_{0}$.
otherwise $C_{\max }(\sigma) \geq 5 R$ (see Fig. 11). Job $m+4$ cannot start executing at time $t_{1}$ since otherwise property (Q) does not hold (see Fig. 12 with the two opposite arrangements of job $m+2)$ ). Job $m+4$ cannot complete executing at time $t_{2}$, since otherwise property (Q) does not hold as well (Fig. 13 shows three typical arrangements of job $m+2$ ).


Fig. 11. The case when job $m+5$ starts executing at time $t_{2}$ and job $m+4$ completes executing at time $t_{1}$.

(2)


Fig. 12. The two opposite arrangements of job $m+2$ when job $m+4$ starts executing at time $t_{1}$.


Fig. 13. Three typical arrangements of job $m+2$ when job $m+4$ completes executing at time $t_{2}$.

Finally we consider the case when job $m+5$ completes executing at time $t_{3}$. Exactly the same argument as in the above case shows that job $m+4$ starts executing not earlier than time $t_{1}$. Otherwise we have $C_{\max }(\sigma) \geq 5 R-S$. Job $m+4$ cannot complete executing at time $t_{2}$, since otherwise property (Q) does not hold (see Fig. 14 with the two opposite arrangements of job $m+2$ ).

Thus we arrive at the (partial) schedule of big jobs shown in Fig. 4. If the instance $\mathcal{I}$ of Partition has answer "No", then at least one of the small jobs is scheduled outside the whole construction of the big jobs, which gives $C_{\max }(\sigma) \geq$ $6 R$. So the only possible schedule that gives $C_{\max }(\sigma) \geq 4 R+4 S$ is depicted in Fig. 6 and the instance $\mathcal{I}$ has answer "Yes", as required.
(iii) Follows from the cases that we excluded when proved (ii). If $C_{\max }(\sigma)>$ $4 R+4 S$ for some feasible schedule $\sigma$, then $C_{\max }(\sigma)$ is at least $5 R-S$.


Fig. 14. The two opposite arrangements of job $m+2$ when job $m+4$ completes executing at time $t_{2}$.

Set $R=k S$. Then $4 R+4 S=4 k S+4 S$. The fraction

$$
\frac{5 k S-S}{4 k S+4 S}=\frac{5 k-1}{4 k+4}
$$

tends to 1.25 as $k$ tends to infinity. Thus Lemma 2 gives
Theorem 2. The existence of a $(1.25-\varepsilon)$-approximation algorithm for solving $O 2 \mid$ exact $l_{j} \in\{0, L\} \mid C_{\max }$ implies $P=N P$.

## 5 Conclusion

In this paper we establish inapproximability lower bounds for two special cases of the two-machine Open Shop problem with exact delays. We omit here the algorithmic issues concerning these problems. Note only that the algorithm developed in [2] for the two-machine Flow Shop with exact delays can be applied to our problems and provides a 3 -approximation. Constructing better approximations is a subject of further work.
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# Exact Solution of One Production Scheduling Problem 
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#### Abstract

In this study, one variant of multi-product scheduling problem is considered. The problem asks to find the optimal selection of a set of tasks to produce a given number of products in required amounts, to allocate the task on units, and to find the order of execution of tasks for each unit. The production rates for each task, the task-unit suitability matrix, and the sequence dependent changeover times for task pairs are given.

For the one-unit problem, two combinatorial algorithms are proposed: a branch-and-bound algorithm and a parallel dynamic programming algorithm. The last one is implemented using the CUDA library for running on a Graphical Processing Unit (GPU). For the multiple-units problem, both approaches are combined in a branch-and-bound algorithm with bounds provided by the dynamic programming procedure.

The algorithms are compared with CPLEX solver applied to the considered problem formulated as a mixed integer linear program. Although, the main limitation of using the proposed algorithms is a requirement of large amount of memory, the experiments showed their superior performance over CPLEX in terms of running time for rather large sized instances. The advantage of parallelization and using the GPU is also demonstrated.


Keywords: Production scheduling • Branch-and-bound Dynamic programming • GPU computing • CUDA

## 1 Introduction

A modern chemical production plant is organized as a flexible automated system that contains a number of multipurpose production units and produces a number of products including the final products and intermediate states. The control of the production process involves two main problems: the first one is to choose the most appropriate production plan (the set and the order of reactions to be performed) that can satisfy the market requirements on amount and assortment of the final product, and the second one is to build an optimal production schedule for the chosen plan. In this paper, we consider a simplified multi-product scheduling problem (MPSP) with several production units, which can operate

[^0]in different modes. Each mode is referred to as a task and is characterized by the type of produced product and the production rate. The key element of the problem is the presence of sequence dependent changeover times necessary for switching the unit from one mode to another. In case of a real production plant one should consider complex relations between tasks and products, e.g. a partial order on the set of tasks, unit blockage intervals, production recipes where some products are used for production of other products, etc. (see $[8,10]$ ). Although the problem considered in this paper does not involve such relations, it can be used as a simplified model to provide a preliminary solution that can be further detailed by other methods. For example, in the model of [10] there are ten main production units (extruders) and many auxiliary units (storage, feed supply, packing). The subproblem for the main units only can be regarded as the MPSP considered here, and its solution helps to build the complete schedule (see [5] for the description of this approach).

The problem is a generalization of the well known parallel machine scheduling problem with sequence dependent setup time (see, e.g. [1]) where all of the given jobs must be processed. The parallel machine scheduling problem with sequence dependent setup time appears when in MPSP we choose exactly one task for each product or if we consider a special case of MPSP, where each product is produced only by one task [6]. Unfortunately, this cannot give a solution approach to MPSP, because the selection of tasks and scheduling are closely related and so for the most effective control they can not be considered separately. Earlier, a genetic algorithm for MPSP was developed in [3] and then used for solving the real life production problem [5].

For the MPSP, several exact algorithms are developed in this paper. For the one-unit problem, two combinatorial algorithms are proposed: a branch-andbound algorithm and a parallel dynamic programming algorithm. The last one is implemented using the CUDA library for running on a Graphical Processing Unit (GPU). For the multiple-units problem, both approaches are combined in a branch-and-bound algorithm with bounds provided by the dynamic programming procedure. The computational results are given and discussed. The preliminary results of this research for the one-unit problem were presented in [4].

The paper is structured as follows. In Sect. 2, we provide the problem description and its formulation as a mixed integer program (MIP). Section 3 presents the dynamic programming and branch-and-bound algorithms for solving the problem with one production unit. In Sect. 4 a multi-unit problem is considered and the branch-and-bound algorithm is developed. Section 5 presents the experimental results where the algorithms are evaluated and compared with a general purpose MIP solver CPLEX.

## 2 Problem Formulation

The main objects in mathematical modeling of the production process are products, tasks and units. In this paper, we suppose that all raw materials are available without limit at any time, so we can consider only final products. For each
product, its demand is given. Tasks represent the production processes (chemical reactions) and are characterized by the type of produced product and the production rate. We suppose that each task produces only one product. It is possible that one product can be produced by different tasks that differ in technical settings (heat, used catalysts, etc.) and hence may have different production rates and setup times. A task must be performed on a unit suitable for it; here we suppose that there is only one suitable unit for a task. When the unit is switched from one task to another it requires cleaning and setting-up, which is modeled as sequence-dependent changeover times. The problem asks to determine the set of tasks to perform and find the sequence of tasks satisfying all the demands and minimizing the completion time (Makespan).

Introduce the following notation:
$S=\{1,2, \ldots,|S|\}$ is a set of products;
$I=\{1,2, \ldots,|I|\}$ is a set of tasks;
$U=\{1,2, \ldots,|U|\}$ is a set of units;
$D_{s}>0$ is the demand for product $s$, for all $s \in S$;
$s_{i} \in S$ is the product produced by task $i$, for all $i \in I$;
$u_{i} \in U$ is the unit suitable for task $i$, for all $i \in I$;
$r_{i}>0$ is the production rate of task $i$, for all $i \in I$, i.e. the amount of product $s_{i}$ produced in one time unit (e.g., one hour);
$M_{i}=D_{s} / r_{i}$ is the duration of task $i$ if it is performed, $i \in I, s=s_{i}$;
$a_{i j}>0$ is the changeover time necessary to switch the unit from task $i$ to task $j$, where $u_{i}=u_{j}$.

In this paper, we also suppose that when a task is chosen it must produce the whole amount of the corresponding product, i.e. we do not allow to split the production of any product. In case of the one-unit problem when the changeover times satisfy the triangle inequality, this condition holds automatically. Otherwise, this condition is necessary to prevent fake tasks in the solution, i.e. the tasks that produce nothing and are placed only to reduce changeover times. Alternative way to treat such cases would be introducing the minimal duration of each task, but this is not considered in this paper. For the multi-unit problem, if a production of some product can be performed on different units, this involves solving linear program for balancing the load times. In this paper, only the pure combinatorial algorithms are considered, so this case is out of the scope.

MIP Model. For the convenience denote by $I_{u}$ a set of tasks that can be performed on unit $u \in U$ and by $I_{s}$ a set of tasks that produce product $s \in S$. The set of event points for each unit $u$ is defined as $K_{u}=\left\{1,2, \ldots,\left|I_{u}\right|\right\}$. Introduce the variables:
$x_{i k} \in\{0,1\}$ such that $x_{i k}=1$ iff task $i$ is assigned to unit $u=u_{i}$ at event point $k \in K_{u}$.
$\delta_{i} \geq 0$ is the duration of task $i$;
$\alpha_{u k}$ is the duration of a changeover task on unit $u$ between event points $k$ and $(k+1)$.

The MIP model is as follows.

$$
\begin{equation*}
\min C_{\max }, \tag{1}
\end{equation*}
$$

subject to

$$
\begin{gather*}
\sum_{i \in I_{u}} \delta_{i}+\sum_{k \in K_{u}} \alpha_{u k} \leq C_{\max }, \quad u \in U,  \tag{2}\\
\sum_{i \in I_{s}} \sum_{k \in K_{u_{i}}} x_{i k}=1, \quad s \in S,  \tag{3}\\
\sum_{i \in I_{u}} x_{i k} \leq 1, \quad k \in K_{u}, \quad u \in U,  \tag{4}\\
\sum_{i \in I_{s}} r_{i} \delta_{i}=D_{s}, \quad s \in S,  \tag{5}\\
\sum_{k \in K_{u_{i}}} M_{i} x_{i k} \geq \delta_{i}, \quad i \in I,  \tag{6}\\
\sum_{i \in I_{u}} x_{i, k-1} \geq \sum_{i \in I_{u}} x_{i, k}, \quad u \in U, \quad k \in K_{u}, \quad k>1,  \tag{7}\\
\alpha_{u k} \geq \sum_{j \in I_{u}} a_{j i} x_{j, k-1}-M\left(1-x_{i k}\right), \quad u \in U, \quad i \in I_{u}, \quad k \in K_{u}, \quad k>1,  \tag{8}\\
\delta_{i} \geq 0, \quad i \in I,  \tag{9}\\
\alpha_{u k} \geq 0, \quad u \in U, \quad k \in K_{u},  \tag{10}\\
x_{i k} \in\{0,1\}, \quad i \in I, \quad k \in K_{u_{i}} . \tag{11}
\end{gather*}
$$

Objective function (1) minimizes total production and changeovers time expressed in (2). Conditions (3) mean that each product is produced by exactly one task placed in one position and (4) mean that each position is occupied by not more than one task. In (5), value $r_{i} \delta_{i}$ expresses the amount of product, produced by task $i$; in the solution it must equal the demand of the product. Conditions (6) guarantee that the duration of task $i$ is zero if the task is not present in a schedule, and if it is included in a schedule the duration does not exceed $M_{i}$. Conditions (7) ensure continuous usage of event points, i.e. if some event point is occupied on some unit, then the previous event point is occupied as well (this property is useful for modeling the changeover times). Constraints (8) provide estimations of changeover times. If task $i$ is placed in position $k$ after task $j$ (i.e. $x_{i k}=1$ and $x_{j, k-1}=1$ ) then constraint (8) turns to inequality $\alpha_{u k} \geq a_{j i}$. In case $x_{i k}=0$ inequality (8) trivially holds for sufficiently large constant $M$, which can be defined as $M=\max _{i, j} a_{i j}$.

In the special case, where each product corresponds to only one task, and all the production rates equal 1, the problem becomes the well-known NP-hard problem of finding the minimum Hamiltonian path. Note that the described problem can be formulated as a special type of the Vehicle Routing Problem.

Suppose that $U$ is a set of vehicles that must sell the set of goods $S$ in amounts $D_{s}, s \in S$ in the set of cities $I$. Each city buys only one type of goods. The distribution process in a city requires certain time that depends on the city and the amount of goods. Unlike the standard Vehicle Routing Problem [9], here it is not required for the vehicles to visit all the cities or to return to the initial point.

## 3 Solving the One-Unit Problem

### 3.1 Dynamic Programming Algorithm

The dynamic programming (DP) algorithm is an adaptation of the approach by [7]. Consider the problem (1)-(11) with only one unit. For a set of products $P \subset S$ and operation $i$ that does not produce any product from $P$ let $f(i, P)$ be a makespan of an optimal schedule producing the set of products $\left\{s_{i}\right\} \cup P$ so that operation $i$ is allocated at the first place.

The values $f(i, S)$ can be computed by the dynamic programming algorithm as follows.

- For $|P|=1$, i.e. $P=\{j\}$ it holds

$$
\begin{equation*}
f(i,\{j\})=M_{i}+a_{i j}+M_{j} . \tag{12}
\end{equation*}
$$

- Suppose that all $f\left(i, P^{\prime}\right)$ are known for $\left|P^{\prime}\right|<m$, then for all $P$ such that $|P|=m$ they can be found according to Bellman equations:

$$
\begin{equation*}
f(i, P)=\min _{j \in P}\left\{M_{i}+a_{i j}+f(j, P \backslash\{j\})\right\} \tag{13}
\end{equation*}
$$

Below we give the formal description of the dynamic programming algorithm.

## Dynamic Programming Algorithm

1 Compute $f(i, S)$ :
1.1 For all tasks $i, j$ such that $s_{i} \neq s_{j}$ compute $f(i,\{j\})$ according to (12).
1.2 For $t=2$ to $|S|$ do
1.2.1 Iterate over all $P \subset S$ and $i \in I$ such that $|P|=t, s_{i} \notin P$ and compute $f(i, P)$ according to (13).
2 Build the solution:
2.1 Choose the task $i$ such that $a_{i}^{0}+f\left(i, S \backslash\left\{s_{i}\right\}\right)$ is minimal. Let the first task in a sequence $i^{(1)}$ be the chosen task $i$ and let $P=S \backslash\left\{s_{i}\right\}$.
2.2 For $t:=2$ to $|S|$ do
2.2.1 Let $j:=i^{(t-1)}$. Choose the task $i$ such that $a_{j i}+f\left(i, P \backslash\left\{s_{i}\right\}\right)$ is minimal. Let the next task in a sequence $i^{(t)}$ be the chosen task $i$ and $\left.P:=P \backslash\left\{s_{i}\right\}\right)$.

A serious limitation to application of the DP algorithm is the amount of required memory. Each execution of step 1.2.1 requires to save $|I| \times\binom{|S|-1}{t}$ values. On the other hand, these calculation can be done in parallel, which can be easily implemented for running on a Graphical Processing Unit (GPU). To do so, one must define the so called kernel function (see the CUDA C Programming Guide http://docs.nvidia.com/cuda/cuda-c-programming-guide/index.html), which in our case computes expression (13) for some particular $P$ and $i$. Then the CUDA framework runs the kernel for all $P$ and $i$ in parallel as much as possible. The iteration over $t$ on Step 1.2 are performed sequentially. Note that it is widely known that GPU computing suits especially well for dynamic programming methods, see, e.g. [2]. The computational experiments, which will be given in the following, showed that the problems of an appropriate size are solved optimally quite fast on the GPU.

### 3.2 Branch-and-Bound Algorithm

The proposed branch-and-bound algorithm is based on the straightforward enumeration of permutations. Though for the complete search the computation time grows very fast with the problem size, a reasonable pruning strategy can reduce the search space drastically. In this paper, the bounds are constructed using the dynamic programming approach.

Branching Scheme. The branching rule combines branching by products and by tasks. Starting from the empty schedule we repeatedly set each product to be produced at first place. When some product is chosen, we assign a task producing this product. For each fixed product and task, we recursively solve the subproblem on the remaining products.

Minimal Production Time Bound. The first bound simply estimates the total production and changeover time for each product separately. For some product $s \in S$ it is given by:

$$
\begin{equation*}
L_{M}(s)=\min _{j \in I_{s}}\left\{M_{j}+\min _{i \notin I_{s}} a_{i j}\right\} . \tag{14}
\end{equation*}
$$

For subset $P \subseteq S$ bound $L_{M}(P)$ is computed as the sum over all products of P .

Dynamic Bound. The second bound is based on the dynamic programming approach of Held and Karp [7]. Suppose the process reached the level $k$, i.e. the first $k \geq 1$ products are fixed in the partial solution; the remaining products are denoted by subset $P$. Let the fixed part finishes with task $i$, and suppose that in the optimal solution of this branch the non-fixed part starts with task $j$. Define $L_{D}(i, P)$ as a lower bound on the optimal solution of the subproblem formed by subset P including changeover time $a_{i j}$.

During the solving process, all the values of $L_{D}(i, P)$ are stored in memory. The required memory size can be estimated as $O\left(m 2^{n-1}\right)$ which is the most
serious limitation on the use of dynamic approach. Initially the values of $L_{D}(i, P)$ are set to zero and they are updated in the search process according to Bellman equality:

$$
L_{D}(i, P)=\min _{s \in P, j \in I_{s}}\left\{a_{i j}+M_{j}+L_{D}(j, P \backslash\{s\})\right\} .
$$

For the formal description of the algorithm, introduce task $i_{0}$ that will be allocated at the first place. This task does not produce any product and has zero execution and changeover times.

## Branch-and-Bound (BB) Algorithm

Procedure $\operatorname{Level}(k, i, P, f)$
1 . For each state $s \in P$ :
1.1. For each operation $j \in I_{s}$ :
1.1.1. Let $f:=f+a_{i j}+M_{j}$ be an objective value of the partial solution.
1.1.2. $L_{D}(j, P \backslash\{s\}):=\max \left\{L_{D}(j, P \backslash\{s\}), L_{M}(j, P \backslash\{s\})\right\}$.
1.1.3. If $f+L_{D}(j, P \backslash\{s\})<$ record and the set $P \backslash\{s\} \neq \emptyset$
then proceed to the next level: call $\operatorname{Level}(k+1, j, P \backslash\{s\}, f)$.
1.1.4. If $P \backslash\{s\}=\emptyset$, then update record $:=\min \{f$, record $\}$.
1.1.5. Calculate the bound $L_{s j}=a_{i j}+M_{j}+L_{D}(j, P \backslash\{s\})$.
2. Calculate the minimal bound: $L=\min _{s \in P, j \in I_{s}} L_{s j}$.
3. Update the bound for the current branch: $L_{D}(i, P):=\max \left\{L, L_{D}(i, P)\right\}$. End of procedure Level.

Start of the algorithm

1. Set record $=+\infty, i=i_{0}, P=S, f=0$.
2. Call $\operatorname{Level}(1, i, P, f)$.
3. Result is the best found solution.

## 4 Solving the Multi-unit Problem

In this section, a Branch-and-bound (BB) algorithm for the problem with several units is developed. Introduce some notation. We will say that product $s$ can be produced on unit $u$ if there is some task producing product $s$ that can be executed on unit $u$. Denote by $S_{u}$ the set of products that can be produced on unit $u \in U$ and by $U_{s}$ the set of units that can produce product $s \in S$.

In the proposed algorithm, there is a preliminary procedure that for each unit $u$ enumerates all subsets of $S_{u}$ and for each subset $Q \subset S_{u}$ finds an optimal schedule for producing the products from $Q$ on unit $u$. Let $f^{*}(u, Q)$ be the objective value of such an optimal schedule. All the possible values $f^{*}(u, Q)$ are found by the DP algorithm described in Sect.3.1: the DP is applied for the set $S_{u}$ and when all values $f(i, P)$ as defined in Sect.3.1 are available, one can find

$$
f^{*}(u, Q)=\min _{s \in Q, i \in I_{s}} f(i, Q \backslash\{s\}) .
$$

In the main part of the algorithm, the branching is performed by products and units. First, the products are sorted by increasing of the number of suitable
units, i.e. we suppose that for the set of products $S=\{1,2, \ldots, m\}$ it holds $\left|U_{1}\right| \leq\left|U_{2}\right| \leq \ldots \leq\left|U_{m}\right|$. The partial solutions are represented by assigning units to products: $\left(w_{1}, \ldots, w_{m}^{\prime}\right)$, where $m^{\prime} \leq m$ and $w_{s}$ is the unit assigned to product $s$. For each unit $u$, such a solution defines the set of products $Q_{u}$ produced on this unit, so the objective value for this unit is $f^{*}\left(u, Q_{u}\right)$, and the maximum value over all the units gives the objective of the partial solution.

## Branch-and-Bound Algorithm

Procedure Level(s);

1. For each unit $u \in U_{s}$
1.1. Assign $u$ for producing $s$. Let $f$ be an objective value of the current partial solution.
1.2. If $s=m$, then update record $:=\min \{f$, record $\}$.
1.3. If $s<m$ and $f<$ record then proceed to the next level: call $\operatorname{Level}(s+1)$. End of procedure Level.

Start of the algorithm

1. Set record $=+\infty$.
2. Call Level(1).
3. Result is the best found solution.

## 5 Implementation and the Computer Experiments

The algorithms were implemented in $\mathrm{C}++$ and compiled with MS Visual Studio 2008 compiler. The experiments were done on a computer with AMD Phenom 2.8 GHz CPU and GeForce GTS 450 GPU under Windows XP.

### 5.1 Experiments on One-Unit Problem

The test instances were generated randomly with the following parameters: $D_{s} \in[10,200], a_{i j} \in[0,10], r_{i} \in[1,10]$. To eliminate the violations of the triangle inequality, a correction procedure was applied: repeatedly find tasks $i, j, k$ such that $a_{i k}>a_{i j}+a_{j k}$ and set $a_{i k}:=a_{i j}+a_{j k}$ until such cases cannot be found.

The correspondence of tasks and products was set in such a way that every product would have at least one task: tasks with number $i<n$ were assigned to products with the same number $s=i$; for the other tasks the product was assigned at random.

In the first test case, the algorithms for the one-unit problem are compared with the general-purpose MILP solver CPLEX, version 12.3 without any parallelization (running on one processor core). The results are given in Table 1. The first column shows the problem size. The next three columns give the results for CPLEX. For the most of the instances, CPLEX was running rather long time and was stopped by the time limit and an approximate solution was returned. Each row corresponds to solution of five random instances. The table shows the predefined time limit, the number of times CPLEX found an optimal solution,

Table 1. Comparison of the algorithms for the one-unit problem on random instances

| Size <br> $\|S\| \times\|I\|$ | CPLEX |  |  |  |  | BB, time |  | DP, time |  |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  | Time lim. | \# opt. | Ratio | Act. ratio | Simple | Dyn. | CPU | GPU |  |
| $8 \times 40$ | 100 | 5 | $0 \%$ | $0 \%$ | $<0.1$ | $<0.1$ | $<0.1$ | $<0.1$ |  |
| $10 \times 50$ | 300 | 0 | $4.5 \%$ | $0.1 \%$ | $<0.1$ | $<0.1$ | $<0.1$ | $<0.1$ |  |
| $12 \times 60$ | 600 | 0 | $6.9 \%$ | $0.8 \%$ | 2.2 | $<0.1$ | 0.4 | $<0.1$ |  |
| $14 \times 70$ | 600 | 0 | $6.1 \%$ | $0.7 \%$ | 21 | 0.2 | 2.3 | 0.1 |  |
| $16 \times 80$ | 900 | 0 | $6.7 \%$ | $0.5 \%$ | 1200 | 2.8 | 13.5 | 0.2 |  |
| $18 \times 90$ | 900 | 0 | $7.9 \%$ | $1 \%$ | - | 17 | 76 | 0.6 |  |
| $20 \times 100$ | 1800 | 0 | $7.1 \%$ | $0.7 \%$ | - | 95 | 425 | 3 |  |

the average a posteriori approximation ratio provided by CPLEX, and the actual approximation ratio calculated using optimal solutions found by the other algorithms. For the BB and the DP algorithms, the average solving times in seconds are given. The BB is tested in two cases: using only the simple bound $L_{M}$ and the combined $L_{M}$ and $L_{D}$ bound which is showed in the corresponded columns. One can see that all the proposed algorithms find optimal solutions in rather short time, except for the case of the BB with the simple bound $L_{M}$. The simple bound can be used only for small sized problems, for the instances with more that 16 products this version did not stop in a reasonable time. Using of dynamic bound significantly reduces the running time of the BB algorithm so that it suits well for solving rather large problems. The DP algorithm running on the CPU does not show advantages, but on the GPU it gives the best result especially for the largest instances, where it is about ten times faster than the BB algorithm with the dynamic bound. Note that CPLEX provides quite good approximations in the given time, but the approximation ratios provided by CPLEX itself are rather poor.

The second experiment was done on the test instances with the modification making them harder for the simple bound $L_{M}$ : for each task $i$ find task $j$ producing different product and having maximal production time $M_{j}$, and divide $a_{j i}$ by five. Such modification decreases the changeover part in $L_{M}(s)$ for each $s$ in (14), but as soon as $M_{j}$ is maximal it is hardly probable for the modified $a_{j i}$ to appear in an optimal solution. Similarly, for each task $i$ a task $j$ producing different product and having minimal production time $M_{j}$ is found, and $a_{j i}$ is multiplied by five. The results given in Table 2 confirm the arguments. As above, each cell shows the average running time over five independently generated instances of the correspondent size. For the simple bound the slowing down is drastic; the running time for bound LD is the same as for the purely random instances. The performance of the variant with the dynamic bound shows quite good stability. The running time of the DP algorithms does not depend on the particular numerical data, but only on the problem size, so the results for the DP are the same in Tables 1 and 2.

Table 2. Comparison of the algorithms for the one-unit problem on hard instances

| Size <br> $\|S\| \times\|I\|$ | CPLEX |  |  |  |  |  | BB, time |  |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| DP, time |  |  |  |  |  |  |  |  |
|  | Time lim. | \# opt. | Ratio | Act. ratio | Simple | Dyn. | CPU | GPU |
| $8 \times 40$ | 100 | 5 | $0 \%$ | $0 \%$ | $<0.1$ | $<0.1$ | $<0.1$ | $<0.1$ |
| $10 \times 50$ | 300 | 0 | $6 \%$ | $0.2 \%$ | $<0.1$ | $<0.1$ | $<0.1$ | $<0.1$ |
| $12 \times 60$ | 600 | 0 | $7.5 \%$ | $0.4 \%$ | 4.5 | $<0.1$ | 0.4 | $<0.1$ |
| $14 \times 70$ | 600 | 0 | $6.6 \%$ | $0.5 \%$ | 43 | 0.3 | 2.3 | 0.1 |
| $16 \times 80$ | 900 | 0 | $7.6 \%$ | $\%$ | $>1$ h | 2.6 | 13.5 | 0.2 |
| $18 \times 90$ | 900 | 0 | $8.1 \%$ | $\%$ | - | 18 | 76 | 0.6 |
| $20 \times 100$ | 1800 | 0 | $7 \%$ | $1 \%$ | - | 108 | 425 | 3 |

### 5.2 Experiments on Multi-unit Problem

The test instances of the multi-unit problem were generated similarly, but with the limit on the number of products that can be produced on one unit. To do this, the task is assigned to a randomly chosen unit only among those units, for which the number of products does not exceed this limit. In our experiments, the limit is set to 22 , which was sufficient for the preliminary DP procedure to fit in the available memory of the GPU device.

The results are given in Table 3. As before, each row corresponds to five random instances, the columns for CPLEX have the same meaning as in Table 1. The results show that the BB algorithm can solve rather large instances in a short time provided that the number of products for each unit is limited. Note especially the row with dimension $40 \times 8 \times 150$ : the large average running time happened due to one instance, the other four were solved within 15 s . As before, the hard instances were generated and solved, the results given in Table 4 do not show big difference from the ones from Table 3.

Table 3. Comparison of the algorithms for the multi-unit problem on random instances

| Size <br> $\|S\| \times\|U\| \times\|I\|$ | CPLEX |  |  |  |  |  |  |  | BB |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: |
|  | Time lim. | \# opt. | Ratio | Act. ratio | Time |  |  |  |  |
| $30 \times 6 \times 100$ | 300 | 2 | $11.7 \%$ | $2.7 \%$ | $<1$ |  |  |  |  |
| $30 \times 6 \times 110$ | 300 | 0 | $22.5 \%$ | $5.8 \%$ | $<1$ |  |  |  |  |
| $30 \times 6 \times 120$ | 300 | 0 | $20 \%$ | $4.6 \%$ | 1.2 |  |  |  |  |
| $40 \times 8 \times 140$ | 900 | 2 | $12.9 \%$ | $1.9 \%$ | $<1$ |  |  |  |  |
| $40 \times 8 \times 150$ | 900 | 0 | $18.8 \%$ | $4.1 \%$ | 75 |  |  |  |  |
| $40 \times 8 \times 160$ | 900 | 0 | $20.5 \%$ | $4.3 \%$ | 7.8 |  |  |  |  |

Table 4. Comparison of the algorithms for the multi-unit problem on hard instances

| Size <br> $\|S\| \times\|U\| \times\|I\|$ |  |  |  |  | CPLEX |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Time lim. | \# opt. | Ratio | Act. ratio | Time |
| $30 \times 6 \times 100$ | 300 | 2 | $13.7 \%$ | $4 \%$ | $<1$ |
| $30 \times 6 \times 110$ | 300 | 0 | $22.1 \%$ | $3.4 \%$ | $<1$ |
| $30 \times 6 \times 120$ | 300 | 0 | $20.2 \%$ | $4.7 \%$ | 0.6 |
| $40 \times 8 \times 140$ | 900 | 2 | $14 \%$ | $4.6 \%$ | 6 |
| $40 \times 8 \times 150$ | 900 | 0 | $21 \%$ | $5.3 \%$ | 80 |
| $40 \times 8 \times 160$ | 900 | 0 | $22 \%$ | $5.9 \%$ | 7 |

## 6 Conclusion

The algorithms proposed in this paper demonstrated good performance and robustness on the medium-size test instances of the considered multi-product scheduling problem. For the one-unit problem, the branch-and-bound algorithm with dynamic bound has shown better performance compared to CPLEX. The best results in terms of solving time were obtained by the dynamic programming algorithm running on the graphical device. For the one-unit problem, the proposed branch-and-bound algorithm has proven the ability to solve rather large instances in a short time, provided that one unit has a limited number of tasks and products to fit in memory in the preliminary dynamic programming step. Further improvement could be achieved by development of more effective bounds and using special subproblem selection rules; the ideas can be adopted from the broad research on the Traveling Salesman Problem. It would also be useful to apply the proposed algorithm as a local improvement procedure in heuristic algorithms, e.g. the genetic algorithm, tabu search or other metaheuristics.
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#### Abstract

We consider the Euclidean Generalized Traveling Salesman Problem in Grid Clusters (EGTSP-GC), a special geometric subclass of the famous Generalized TSP, introduced by Bhattacharya et al. They showed that the problem is strongly NP-hard if the number of clusters $k$ belongs to the instance and proposed the first polynomial time algorithm with a fixed approximation ratio. Recently, we proved that EGTSP-GC belongs to PTAS when $k=O(\log n)$ and $k=n-O(\log n)$. Meanwhile, being the special case of GTSP, for any fixed $k$, EGTSPGC can be solved to optimality in polynomial time. Therefore, it seems interesting to describe the most general case of the problem sharing this property. Recently, by virtue of generalized pyramidal routes, we provided an optimal algorithm with $O\left(n^{3}\right)$ time complexity bound for the case of EGTSP-GC, whose grid height does not exceed 2. In this paper, we extend this result to the case of EGTSP-GC defined by a grid of any fixed height.
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## 1 Introduction

The motivation of this paper is threefold. Firstly, we are motivated by the famous NP-hardness result [12] obtained by Christos Papadimitriou for the Traveling Salesman Problem (TSP) on the Euclidean plane. Another motivation of this paper stems from recent parametric results both for classic TSP and its wellknown modification Generalized Traveling Salesman Problem (GTSP), which are based on Balas precedence constraints $[1,2,4]$ and generalized pyramidal tours [9, 11] and lead to efficient parameterized exact algorithms for these problems. Last

[^1](but not the least) motivation comes from recent achievements in computational geometry. In particular, the results concerning a special geometric type of the Euclidean GTSP, where the clusters are induced by cells of a regular planar grid introduced in the recent paper [3].

Theoretical significance of the Papadimitriou's result can hardly be overestimated. Papadimitriou showed that the classic TSP is intractable even in such a specific setting as considered in [12]. Meanwhile, the one-dimensional Euclidean TSP is efficiently solvable. Therefore, the borderline between polynomially solvable instances of the Euclidean TSP and the NP-hard ones lies somewhere near to univariate and two-dimensional settings of this problem, since the known Papadimitriou intractability proof is based on polynomial time reduction of the Exact Cover by 3-Sets (X3C) Problem to the specific, substantially non-flat instances of the Euclidean TSP in the plane. Indeed, for any instance of the X3C, this reduction assigns an appropriate instance of the Euclidean TSP having the following properties:
(i) for any nodes $p$ and $q$, the distance between them is at least 1 ;
(ii) the size of the nodeset grows proportionally to $M \times N$, where $N$ is the number of covering sets and $M$ is the size of the groundset of the X3C instance to be reduced;
(iii) the smallest axis-aligned rectangular box enclosing the nodeset (on the plane), whose width and height are proportional to the numbers $N$ and $M$, respectively, i.e. both the height and the width of this box grow together with the nodeset size and can not be fixed.

Consider a subclass of the Euclidean TSP on the plane consisting of the instances, whose nodeset $V$ satisfies the following additional constraints
separability: for some constants $K$ and $\delta>0$ and each $V^{\prime} \subset V$ defining the instance, any time when $\left|V^{\prime}\right| \geq K$, the diameter of $V^{\prime}$ exceeds $\delta$;
boundedness: $V$ can be enclosed to a bounding-box, one of the sizes of which, e.g. height, is fixed.

In this paper, we give a positive answer to the question: 'Is the aforementioned subclass of the Euclidean TSP tractable?' for a special type of the separability constraint defined by unit regular grid on the plane. Furthermore, we prove polynomial time solvability for a generalization of such a subclass known as Euclidean Generalized Traveling Salesman Problem in Grid Clusters defined by a grid of a fixed height $h$ (EGTSP-GC $(h)$ ).

The rest of the paper is structured as follows. In Sect.2, we present the setting of the EGTSP-GC and remind some known related results. In Section 3 we introduce pseudo-pyramidal tours for the GTSP and show that for any fixed $l$, an $l$-pseudo-pyramidal tour of minimal cost can be found efficiently. In Sect.4, we show that, for any instance of the EGTSP-GC $(h)$, each optimal tour is $l(h)$ -pseudo-pyramidal, for some value $l(h)$ independent on the instance and $n$ and come to the final conclusion on tractability both of the EGTSP-GC $(h)$ and the corresponding subclass of the Euclidean TSP in the plane.

## 2 Euclidean Generalized Traveling Salesman Problem in Grid Clusters

The Generalized Traveling Salesman Problem (GTSP) is a widely known extension of the famous Traveling Salesman Problem (TSP). An instance of the GTSP is defined by a complete edge-weighted graph $G=(V, E, c)$, cost function $c: V^{2} \rightarrow \mathbb{R}_{+}$, and partition $V_{1} \cup \ldots \cup V_{k}=V$ of the nodeset V onto $k$ non-empty disjoint clusters. A cyclic tour $\tau=v_{i_{1}}, \ldots, v_{i_{k}}$ is feasible, if it visits each cluster $V_{i_{j}}$ exactly once. The goal is to find a feasible tour of the minimum cost

$$
C(\tau)=\sum_{j=1}^{k-1} c\left(v_{i_{j}}, v_{i_{j+1}}\right)+c\left(v_{i_{k}}, v_{i_{1}}\right)
$$

We consider a geometric setting of the GTSP known as the Euclidean Generalized Traveling Salesman Problem in Grid Clusters (EGTSP-GC) introduced recently in [3] by Bhattacharya et al. For any instance of the EGTSP-GC, the graph $G$, cost function $c$, and clustering $V_{1} \ldots, V_{k}$ have a geometric nature:
(i) the nodeset $V$ of the graph $G$ is a finite subset of the plane
(ii) for any $u, v \in V$, the cost $c(u, v)=\|u-v\|_{2}$ is defined by the Euclidean distance between these points
(iii) clusters are determined implicitly by non-empty cells of the unit grid ${ }^{1}$ of some height $h$ and width $w$.

As for the general setting of the GTSP, the goal is to find any feasible tour of the minimum cost (length).

Like the general case of the GTSP, the EGTSP-GC NP-hard, if the number of clusters $k$ belongs to the instance. In [3], for this case of the EGTSP-GC and for any $\varepsilon>0$, a $(1.5+8 \sqrt{2}+\varepsilon)$-approximation algorithm was proposed. Augmented by some additional constraints, the problem may become approximable much better. For instance, the results of [5] imply that for any instance defined by a grid with a fixed height $h$, such that the set of non-empty cells is connected, a 2-approximate solution can be found in a polynomial time.

In $[7,8]$, three polynomial time approximation schemes for slow and fast growing dependence of the number of clusters $k$ on the size $n$ of the nodeset were proposed. Actually, first two of them have time complexity bounds of $O\left(k^{2} O(1 / \varepsilon)^{2 k}\right)+O(n)$ and $2^{O(k)} k^{4}(\log k)^{O(1 / \varepsilon)}+O(n)$, respectively, and remain PTAS for $k=O(\log n)$. The last one, for any $\varepsilon>0$, provides a $(1+\varepsilon)$ approximate solution in time of $(n / k)^{k}(\log k)^{O(1 / \varepsilon)}$ depending on $n$ polynomially for $k=n p-O(\log n)$.

In the sequel, we consider the subclass of the EGTSP-GC defined by grids of height at most $h$, which is called EGTSP-GC $(h)$. The special case of the EGTSP$\mathrm{GC}(h)$ consisting of the instances, whose clusters has a single node, satisfies the aforementioned separability and boundedness conditions. Indeed, boundedness is valid, obviously. Separability can be represented in terms of the following assertion proven in [3].

[^2]Assertion 1. For any subset $V^{\prime} \subset V$ of size $\left|V^{\prime}\right| \geq 5$, any tree $T$ spanning the subset $V^{\prime}$ has weight at least 1.

In [10], we showed that any instance of the EGTSP-GC(2) can be solved to optimality in time of $O\left(n^{3}\right)$. In this paper, we extend this result to the case of any fixed $h \geq 1$.

## 3 Pseudo-Pyramidal Tours

We proceed with some technical background concerning the general case of the Generalized Traveling Salesman Problem (GTSP).

Any ordering of clusters $V_{1}, \ldots, V_{k}$ induces the corresponding partial order on the nodeset $V$ as follows: for any $u \in V_{i}$ and $v \in V_{j}, u \prec v$ iff $i<j$.

In the sequel, it is convenient to assume that, for any feasible tour $\tau=$ $v_{i_{1}}, v_{i_{2}}, \ldots, v_{i_{k}}$, its vertices are indexed by numbers of the clusters that contain them, i.e. $v_{i_{j}} \in V_{i_{j}}$.

We consider a special type of feasible tours that are consistent with the defined order. We call these tours pseudo-pyramidal [9].

Definition 1. A tour $\tau=v_{1}, v_{i_{1}}, \ldots, v_{i_{r}}, v_{k}, v_{j_{k-r-2}}, \ldots, v_{j_{1}}$ is called an l-pse-udo-pyramidal tour, if $i_{p}-i_{p+1} \leq l$ and $j_{q}-j_{q+1} \leq l$ for any $1 \leq p \leq r-1$ and $1 \leq q \leq k-r-3$.

Actually, any $l$-pseudo-pyramidal tour consists of two chains $v_{1}, v_{i_{1}}, \ldots, v_{k}$ and $v_{k}, \ldots, v_{j_{1}}, v_{1}$ that are 'almost monotonous' with respect to the aforementioned order. We denote them $\tau^{+}$and $\tau^{-}$, respectively. Similarly to the classic pyramidal tours (see, e.g. [6]), pseudo-pyramidal tours of minimum (or maximum) cost can be found efficiently.

Theorem 1. For any instance of the GTSP with an arbitrary non-negative cost function, a minimum cost l-pseudo-pyramidal tour can be found in time $O(k \cdot l$. $\left.n^{O(l)}\right)$.

Proof. Generally, our proof follows to the proof of Theorem 3.7 from [11] for the classic TSP. We start with some necessary notation. For any nodes $u, v \in V$, we introduce ordered pairs $(u, v)^{+}$and $(u, v)^{-}$. Each pair induces a number of subtours connecting in the graph $G$ the nodes $u$ and $v$. Any such a subtour $P$ is called feasible for the pair $(u, v)^{+}$(pair $(u, v)^{-}$) if $P$ belongs to the chain $\tau^{+}$ (chain $\tau^{-}$) of some $l$-pseudo-pyramidal tour in the graph $G$.

In the sequel, we consider sets $S=\left\{p_{1}, p_{2}, \ldots, p_{m}\right\}$ of node-pairs $p_{j}$ introduced above such that
(i) $p_{1}=\left(u_{1}, v_{1}\right)^{+}, p_{2}=\left(u_{2}, u_{1}\right)^{-}$for some node $u_{1} \in V_{1}$ and nodes $v_{1}, u_{2}$ from other clusters $V_{i_{1}}$ and $V_{i_{2}}$;
(ii) all the pairs are mutually disjunctive except the pairs $p_{1}$ and $p_{2}$.

To any set $S=\left\{p_{1}, p_{2}, \ldots, p_{m}\right\}$, we assign a subset $Q=Q(S) \subset V$ comprising all the endpoints of the pairs $p_{j} \in S$.

Given by an integer $1 \leq i \leq k-1$ and a set $S$, we consider collections of feasible subtours $P_{1}, P_{2}, \ldots, P_{m}$ induced by the pairs $p_{1}, \ldots, p_{m}$, respectively, visiting all the clusters $V_{1}, \ldots, V_{i}$ once (except the cluster $V_{1}$, which is visited twice by $P_{1}$ and $\left.P_{2}\right)$. By $f_{l}(i, S)$ we denote the total cost of the cheapest collection among them. Evidently,

$$
\begin{array}{r}
O P T=\min _{u_{1} \in V_{1}, u_{k} \in V_{k}} \min _{\{s, t\} \subset V_{2} \cup \ldots \cup V_{k-1}}\left\{f_{l}\left(k-1,\left\{\left(u_{1}, s\right)^{+},\left(t, u_{1}\right)^{-}\right\}\right)\right. \\
 \tag{1}\\
\left.+w\left(s, u_{k}\right)+w\left(u_{k}, t\right)\right\}
\end{array}
$$

To compute values of $f_{l}$ we use dynamic programming procedure as follows.
Case 1. Suppose $S$ contains a pair $p=(u, u)^{+}$(or $\left.p=(u, u)^{-}\right)$for some $u \in V_{i}$. In this case, $f_{l}(i, S)=f_{l}(i-1, S \backslash\{p\})$.

Case 2. Suppose there exist a pair $p=(u, v)^{+} \in S$ such that $u \in V_{i}$ and $v \in V_{j}$. Then, in the subtour $P$ induced by the pair $p$, there is a node $t$ succeeding the node $u$. Since the resulting tour should be $l$-pseudo-pyramidal

$$
f_{l}(i, S)=\min _{t \in \cup V_{\alpha}, \alpha \in[i-l, i) \backslash Q}\left\{f_{l}\left(i-1, S \cup\left\{(t, v)^{+}\right\} \backslash\{p\}\right)+w(u, t)\right\} .
$$

Case 3. Suppose $p=(u, v)^{-} \in S$, where $u \in V_{i}$ and $v \in V_{j}$. Then,

$$
f_{l}(i, S)=\min _{t \in \cup V_{\alpha}, \alpha \in[1, i) \backslash Q}\left\{f_{l}\left(i-1, S \cup\left\{(t, v)^{-}\right\} \backslash\{p\}\right)+w(u, t)\right\} .
$$

Cases 4 and 5, where $(v, u)^{+} \in S$ and $(v, u)^{-} \in S$ are similar to Case 3 and Case 4, respectively.

Case 6. For any $p=\left(u_{a}, v_{a}\right) \in S$, both nodes $u_{a}$ and $v a$ do not belong to $V_{i}$. in this case, to compute $f_{l}(i, S)$, we suppose that some node $u \in V_{i}$ is an inner vertex of some $P_{a}$ (defined by elements of $S$ ). Denote the predecessor and the successor of $u$ by $s$ and $t$, respectively. Then,

$$
\begin{aligned}
& f_{l}(i, S)=\min \{ \\
& \min _{\substack{\left(u_{a}, v_{a}\right)^{+} \in S, s \in \cup V_{\alpha}, \alpha[1, i) \backslash Q^{\prime} \\
t \in \cup V_{\beta}, \beta \in[i-l, i) \backslash Q^{\prime}}}\left\{f_{l}\left(i-1, S \cup\left\{\left(u_{a}, s\right)^{+},\left(t, v_{a}\right)^{+}\right\} \backslash\{p\}\right)+w(s, u)+w(u, t)\right\}, \\
& \left.\min _{\substack{\left.\left(u_{a}, v_{a}\right)^{-} \in S, s \in \cup V_{\alpha}, \alpha \in \in i-l, i\right) \backslash Q^{\prime} \\
t \in \cup V_{\beta}, \beta \in[1, i) \backslash Q^{\prime}}}\left\{f_{l}\left(i-1, S \cup\left\{\left(u_{a}, s\right)^{-},\left(t, v_{a}\right)^{-}\right\} \backslash\{p\}\right)+w(s, u)+w(u, t)\right\}\right\},
\end{aligned}
$$

for $Q^{\prime}=Q \backslash\left\{i_{a}, j_{a}\right\}$, where $u_{a} \in V_{i_{a}}$ and $v_{a} \in V_{j_{a}}$.
To estimate time complexity of the procedure proposed, we obtain upper bounds for the number of possible states $(i, S)$ and running time for each case, respectively.

The former bound comes from the following observation. By construction, for $i=1$, there is a unique feasible state $\left(1,\left\{(1,1)^{+},(1,1)^{-}\right\}\right)$. For any $i>1$, each possible $S$ consists of
(i) two pairs $\left(u_{1}, v_{1}\right)^{+}$and $\left(u_{2}, u_{1}\right)^{-}$exactly for some $u_{1} \in V_{1}, v_{1} \in V_{i_{1}}$, and $u_{2} \in V_{i_{2}}$, where $1 \neq i_{1} \neq i_{2}$;
(ii) at most one pair, whose one or both ends belong to $V_{i}$;
(iii) at most $l-1$ pairs featuring the representatives of clusters $V_{2}, \ldots, V_{i-1}$. Any pair of this kind has a form $(u, v)^{+}$or $(v, u)^{-}$for some $u \in V_{j}$, where $j \in[i-1-l, i)$.

Therefore, for any $1 \leq i<k$, the number of possible states $(i, S)$ is

$$
O\left(n^{3} \cdot n^{2} \cdot \sum_{z=0}^{l-1}(2 n)^{z}\binom{n}{z}\right)
$$

Since, for any $z$, the value $f_{l}(i, S)$ can be obtained in time $O\left(z \cdot n^{2}\right)$ and the final computations by formula (2) can be performed in time $O\left(n^{3}\right)$ the overall complexity bound is

$$
k \cdot O\left(n^{7}\right) \sum_{z=0}^{l-1} O\left(z \cdot(2 n)^{z}\binom{n}{z}\right)=O\left(k \ln ^{2 l+7}\right)=O(k \ln O(l))
$$

Theorem is proved.

## 4 Optimal Tours of EGTSP-GC( $h$ ) are $l(h)$-PseudoPyramidal

In this section, for any fixed $h$, we show that there exist a number $l=l(h)$, such that all optimal tours of any EGTSP-GC $(h)$ instance are $l(h)$-pseudo-pyramidal. The clusters are numbered left to right and down to up (Fig. 1).

We proceed with some necessary notation. Without loss of generality, we assume that the grid is axis-aligned. For any point $p$ in the plane, by $x(p)$ and $y(p)$ we denote coordinates of the point $p$. Then, anywhere, we do not distinguish the tour $\tau$ and the piece-wise linear curve in the plane induced by this tour. Further, suppose this curve contains some points $p$ and $q$, by $\tau(p, q)$ we denote a subtour of the $\tau$ connecting this points (and starting at the point $p$ ).

Theorem 2. For any instance of the EGTSP-GC(h), an arbitrary minimum cost tour is $\left(15 h^{3}+2 h\right)$-pseudo-pyramidal.


Fig. 1: Cluster numbering.

For the sake of brevity, we provide a short sketch of the proof, its full version will be published in a forthcoming paper.

The main idea of the proof is as follows. Suppose, we are given by an instance of EGTSP-GC $(h)$ defined by a grid of height $h$ and width $w$. Consider an arbitrary feasible tour $\tau$, which is obviously $l$-pseudo-pyramidal for some value $l$. We show that, if $l>15 h^{3}+2 h$, the tour $\tau$ can be transformed locally to some shorter $l^{\prime}$-pseudo-pyramidal tour $\tau^{\prime}$, for $l^{\prime} \leq l$.

Without loss a generality we assume that the edge $\{u, v\}$, for which

$$
\begin{equation*}
u \in V_{i_{1}}, v \in V_{i_{2}} \text { and } i_{1}-i_{2}=l \tag{2}
\end{equation*}
$$

belongs to the chain $\tau^{+}$of the tour $\tau$ and the smallest $t \times h$ subgrid $T$. Furthermore, we assume that in $T$, the chain $\tau^{+}$has the form as presented in Fig. 2.


Fig. 2: The subtour $\tau(1,4)$ and the subgrid $T$ containing the edge $\{u, v\}$.

Namely, for the first time, the chain $\tau^{+}$enters $T$ at point 1 and finally leaves it at point 4 . We denote this subtour by $\tau(1,4)$. Of course, the tour $\tau$ can leave $T$ before it visits $u$ or after visiting $v$, once or several times. Nevertheless, we assume that the segments $\tau(1,2)$ and $\tau(3,4)$ connecting points 1 and 2 and points 3 and 4 , respectively, belong to the subgrid $T$ completely. By virtue of our notation, Eq. (2) and the numbering of clusters $V_{1}, \ldots, V_{k}$, we have $t \geq l / h$.

Consider a horizontal projection of the line segment $[u, v]$ connecting the nodes $u$ and $v$. By construction, its length $s$ satisfies the equation $t-2 \leq s \leq t$.

Partition this projection onto 5 equal parts and consider the second and the fourth vertical stripes obtained (of width $s / 5$ ). We call these stripes $S_{2}$ and $S_{4}$, respectively (see Fig. 3). For any edge $\{p, q\}$ of the subtour $\tau(1,4)$ (and the corresponding line segment $[p, q])$, denote the length of $[p, q] \cap S_{j}$ by $C\left(p, q, S_{j}\right)$. Following to Assertion 1 we claim that
(i) in the subtour $\tau(1,2)$, there exists an edge $\left\{p_{1}, q_{1}\right\}$, such that $x\left(p_{1}\right) \leq x\left(q_{1}\right)$ and $C\left(p_{1}, q_{1}, S_{2}\right) \geq 1 / 4$;
(ii) in the subtour $\tau(3,4)$, there exists an edge $\left\{p_{2}, q_{2}\right\}$, such that $x\left(p_{2}\right) \leq x\left(q_{2}\right)$ and $C\left(p_{2}, q_{2}, S_{4}\right) \geq 1 / 4$;

Further, let $\left[p_{1}, q_{1}\right] \cap S_{2}=\left[\bar{p}_{1}, \bar{q}_{1}\right]$ and $\left[p_{2}, q_{2}\right] \cap S_{4}=\left[\bar{p}_{2}, \bar{q}_{2}\right]$. Excluding from the tour $\tau$ the edge $\{u, v\}$ and the segments $\left[\bar{p}_{1}, \bar{q}_{1}\right]$ and $\left[\bar{p}_{2}, \bar{q}_{2}\right]$ and connecting the points $\bar{p}_{1}$ with $v, \bar{p}_{2}$ with $\bar{q}_{1}$, and $u$ with $\bar{q}_{2}$ directly we obtain a new tour $\tau^{\prime}$, after shortcutting by the triangle inequality.

(a) the initial tour

(b) after the transformation

Fig. 3: Shortening the tour $\tau$

Comparing the lengths $C(\tau)$ and $C\left(\tau^{\prime}\right)$ of the tours $\tau$ and $\tau^{\prime}$, we obtain

$$
\begin{equation*}
\Delta C=C\left(\tau^{\prime}\right)-C(\tau) \leq \sum_{i=1}^{3} \sqrt{\left(\alpha_{i} s\right)^{2}+h^{2}}-s-1 / 2 \tag{3}
\end{equation*}
$$

In Eq. (3), we use notation $\alpha_{1} s, \ldots, \alpha_{3} s$ for the lengths of horizontal projections of the line segments $\left[\bar{p}_{1}, v\right],\left[\bar{p}_{2}, \bar{q}_{1}\right]$, and $\left[u, \bar{q}_{2}\right]$, respectively. Since, by construction, $\sum_{i=1}^{3} \alpha_{i} \leq 1$ and any $\alpha_{i} \geq 1 / 5$,

$$
\begin{aligned}
\Delta C \leq \sum_{i=1}^{3}\left(\sqrt{\left(\alpha_{i} s\right)^{2}+h^{2}}-\alpha_{i} s\right) & -1 / 2=\sum_{i=1}^{3} \frac{h^{2}}{\sqrt{\left(\alpha_{i} s\right)^{2}+h^{2}}+\alpha_{i} s}-1 / 2 \\
& \leq h^{2} \sum_{i=1}^{3}\left(2 \alpha_{i} s\right)^{-1}-1 / 2 \leq\left(15 h^{2} / s-1\right) / 2
\end{aligned}
$$

To obtain $\Delta C<0$, it is sufficient to ensure

$$
\begin{equation*}
s>15 h^{2} \tag{4}
\end{equation*}
$$

Since $s \geq t-2$, Eq. (4) is valid any time, when $t>15 h^{2}+2$, which follows from the equation

$$
\begin{equation*}
l>15 h^{3}+2 h \tag{5}
\end{equation*}
$$

Thus, we showed that for any l satisfying Eq. (5), $l$-pseudo-pyramidal tour $\tau$ can be shortened. Therefore, for any instance of the EGTSP-GC $(h)$, each optimal tour is $\left(15 h^{3}+2 h\right)$-pseudo-pyramidal. Theorem 2 is proved.

Our main result is a simple consequence of Theorems 1 and 2.
Corollary 1. For any fixed h, any instance of the EGTSP-GC(h) can be solved to optimality in time $O\left(k \cdot l(h) \cdot n^{O(l(h))}\right)$, where $l(h)=15 h^{3}+2 h$.

Employing the results of [11] together with Theorem 2, we obtain the similar result for the Euclidean TSP on Grid of height $h$ ETSP-GC $(h)$, which appears to be a special case of the EGTSP-GC $(h)$ with $k=n$.

Corollary 2. Any instance of the ETSP-GC(h) can be solved to optimality in time $O\left(2^{l(h)} n^{l(h)+3}\right)$, where $l(h)=15 h^{3}+2 h$.

## 5 Conclusion

In this paper, we showed that the Euclidean Generalized Traveling Salesman Problem in Grid Clusters (EGTSP-GC $(h)$ ) defined by a grid of the bounded height is polynomially solvable. The same result is valid for the special type of the Euclidean TSP on the plane.

The bound $l(h)$ obtained in Theorem 2 seems to be untight and possibly can be improved. In particular, the numerical evaluation carried out on random instances of height 3 and $n \in[100,750]$ shows that the maximum observed value of $l(3)$ is equal to 4 and does not depend on $n$.
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#### Abstract

The paper presents the worst-case analysis of a polynomialtime approximation algorithm for the maximum lateness scheduling problem with parallel identical machines, arbitrary processing times and arbitrary precedence constraints. The algorithm is a modification of the Brucker-Garey-Johnson algorithm originally developed as an exact algorithm for the case of the problem with unit execution time tasks and precedence constraints represented by an in-tree. For the case when the largest processing time does not exceed the number of machines, we obtain a worst-case performance guarantee which is tight for arbitrary large instances of the considered maximum lateness problem. It is shown that, if the largest processing time is greater than the number of machines, then the worst-case performance guarantee for the list algorithm, obtained by Hall and Shmoys, is tight.
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## 1 Introduction

The paper is concerned with the maximum lateness scheduling problem with parallel identical machines. It is assumed that the tasks are partially ordered, have arbitrary processing times, and the preemptions of tasks' processing are not allowed. Even a particular case of the considered problem where all due dates are equal to zero, the number of machines is two, and the processing times are equal to one or two units of time is NP-hard in a strong sense (see [1]).

For the case of the problem when the largest processing time does not exceed the number of machines we obtain a tight worst-case performance guarantee for a polynomial-time approximation algorithm that can be viewed as a modification of the Brucker-Garey-Johnson algorithm [2]. The Brucker-Garey-Johnson algorithm was originally developed as an exact algorithm for the unit execution time tasks and precedence constraints in the form of an in-tree. In order
to stress the origin of the presented approximation algorithm, in what follows, it will be referred to as the Brucker-Garey-Johnson algorithm or simply as the BGJ-algorithm. We also show that when the largest processing time is greater than the number of machines, the worst-case performance guarantee for the list algorithm, obtained in [3], is tight.

The considered scheduling problem can be stated as follows. A set $N=$ $\{1, \ldots, n\}$ of $n$ tasks is to be processed on $m>1$ identical machines subject to precedence constraints in the form of an anti-reflexive, anti-symmetric and transitive relation on $N$. If task $i$ precedes task $j$ in this relation, denoted by $i \rightarrow j$, then task $i$ must be completed before task $j$ can be processed. If $i \rightarrow j$, then $i$ is called a predecessor of $j$ and $j$ is called a successor of $i$. The processing of tasks commences at time $t=0$. Task $i \in N$ requires $p_{i}$ units of processing time, where $p_{i}$ is integer. Each task can be processed on any machine. Each machine can process at most one task at a time. If a machine starts processing task $i$, then it continues to process this task for $p_{i}$ units of time, i.e. till the completion. Each task $i \in N$ has an associated due date $d_{i}$, where $d_{i}$ is integer. The goal is to minimise the maximum lateness

$$
\begin{equation*}
L_{\max }(\sigma)=\max _{j \in N}\left[C_{j}(\sigma)-d_{j}\right] \tag{1}
\end{equation*}
$$

where $C_{j}(\sigma)$ is the completion time of task $j$ in schedule $\sigma$. In the threefiled notation (see, for example, $[4,6]$ ) the considered problem is denoted by $P \mid$ prec $\mid L_{\text {max }}$, where $P$ signifies parallel identical machines, prec indicates presence of precedence constraints, and $L_{\max }$ specifies the objective function, i.e. the criterion of maximum lateness. If all due dates are zero, the problem is known as the makespan problem and is denoted in the three-field notation by $P \mid$ prec $\mid C_{m a x}$; if all tasks have unit processing times, then the problem is denoted by $P \mid$ prec, $p_{j}=1 \mid L_{\max }$; if preemptions are allowed, then the problem is denoted by $P \mid$ prec, $p r m p \mid L_{\max }$.

## 2 The Existing Literature and Our Contribution

There are two important cases related to the considered problem, which received significant attention in the literature: the case where all tasks have unit execution times and the case where tasks have arbitrary processing times but can be processed with preemptions. Despite its role in the theory and practice (see, for example, [4-6]), much less is known about $P \mid$ prec $\mid L_{\text {max }}$, which is studied in this paper. The complexity of this problem is due to the presence of arbitrary precedence constraints, in particular even the $P \mid$ prec, $p_{j}=1 \mid C_{\text {max }}$ problem is NP-hard in the strong sense $[1,7]$. The $P \mid$ prec,$p_{j}=1 \mid C_{\max }$ problem remains NP-hard in the strong sense when the precedence constraints are in the form of a bipartite graph [8]. Furthermore, $P \mid$ prec, $p_{j}=1 \mid L_{\max }$ is NP-hard in the strong sense even if the precedence constraints are in the form of an out-tree [2]. Other contributors to the complexity are arbitrary processing times and the restriction that a task's processing cannot be preempted, for example $P \| C_{\max }$, which does not have precedence constraints, is NP-hard in the strong sense [9].

To the best of authors' knowledge, all known worst-case performance guarantee results, with the only exception of [3], were obtained for $P|p r e c| C_{\max }$ the particular case of the problem considered in this paper. For example, performance guarantees for the precedence constraints in the form of an in-tree can be found in $[10,11]$; for the constraints in the form of an out-tree and in the form of chains - in [11]; and for the list algorithm - in [12,13]. Results for $P \mid$ prec, $p_{j}=1 \mid L_{\text {max }}$ and for $P \mid$ prec, $\operatorname{prmp} \mid L_{\text {max }}$, related to that established below, were presented in [14] and [15], respectively. A modification of the Brucker-Garey-Johnson algorithm can be also found in [16], but [16] considers scheduling with preemptions, which makes it closer to the original publication [2].

Following [3], it is convenient to replace the problem of the minimization of the maximum lateness by the equivalent problem of the minimization of the criterion $G$, which will be introduced below. In terms of this new problem our results can be summarised as follows. If the largest processing time $p_{\max } \leq m$, then

$$
\begin{equation*}
G(\sigma) \leq\left(2-\frac{1}{m}\right) G\left(\sigma^{*}\right)+\frac{p_{\max }}{m}-p_{\min } \tag{2}
\end{equation*}
$$

where $\sigma$ is the schedule constructed by the BGJ-algorithm, $\sigma^{*}$ is an optimal schedule, $p_{\max }$ and $p_{\min }$ are the largest and the smallest task processing times, correspondingly. The performance guarantee $\left(2-\frac{1}{m}\right)$ refines for the BGJalgorithm the performance guarantee in [3]. Observe that if $p_{\max }=p_{\text {min }}=1$, then (2) gives the same worst-case performance guarantee as in [14].

If $p_{\max }>m$, we show that (2) does not hold and there exists a sequence of instances of the considered maximum lateness problem such that, for the corresponding sequence of optimal schedules $\sigma_{1}^{*}, \sigma_{2}^{*}, \ldots, \sigma_{k}^{*}, \ldots$ and the sequence of schedules $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{k}, \ldots$, constructed by the BGJ-algorithm, $G\left(\sigma_{k}\right) \rightarrow 2 G\left(\sigma_{k}^{*}\right)$. This complements the result in [17], which established that it is NP-hard to approximate $P \mid$ prec $\mid C_{\text {max }}$ problem within any factor strictly less than two even in the case of unit processing times.

In what follows we assume that task's largest processing time $p_{\max } \leq m$.

## 3 BGJ-Algorithm

For each task $i$, the set of all successors of $i$ will be denoted by $K(i)$. That is, $K(i)=\{j: i \rightarrow j\}$. Let $d=\max _{i \in N} d_{i}$. Then, the BGJ-algorithm can be described as follows. First, the BGJ-algorithm computes for each $i \in N$ the axillary priority $\mu_{i}$ :

1. For every task $i$ such that $K(i)=\emptyset$, set $\mu_{i}=d-d_{i}$.
2. If all tasks $i \in N$ have been assigned $\mu_{i}$, then stop. Otherwise, select $i \in N$ such that $\mu_{i}$ has not yet been specified and for each $j \in K(i), \mu_{j}$ has been specified.
3. Set

$$
\begin{equation*}
\mu_{i}=\max \left\{d-d_{i}, \max _{j \in K(i)}\left(p_{j}+\mu_{j}\right)\right\} \tag{3}
\end{equation*}
$$

and go to Step 2.

After obtaining all $\mu$ 's, the BGJ-algorithm constructs a schedule, say $\sigma$, using $\beta_{i}=p_{i}+\mu_{i}$ as a task's priority. Let $t$ be the earliest time when a machine is available for a task's processing, and $t_{k}$ signify the earliest time, when machine $k, 1 \leq k \leq m$, is available time for a task's processing.

1. Set $t=t_{1}=\ldots=t_{m}=0$.
2. If all tasks have been scheduled, then stop.
3. If no unscheduled task can be assigned for processing at time point $t$, or there is no machine $i$ such that $t_{i}=t$, then go to Step 6 .
4. Among all unscheduled tasks $j$, which can be assigned for processing at time point $t$, choose a task with the largest $\beta_{j}$. Let it be task $g$. Set $C_{g}(\sigma)=t+p_{g}$.
5. Choose any machine $i$ with $t_{i}=t$ and set $t_{i}=t+p_{g}$. Go to Step 2.
6. Set $t=\min _{i \in\left\{k: t_{k}>t\right\}} t_{i}$ and then set $t_{i}=\max \left\{t, t_{i}\right\}$ for all $1 \leq i \leq m$. Go to Step 3.

Let $S_{i}(\sigma)=C_{i}(\sigma)-p_{i}$ for $i \in N$, i.e. $S_{i}(\sigma)$ is the starting time of task $i$ in the schedule $\sigma$. Define $G(\sigma)$ as

$$
\begin{equation*}
G(\sigma)=\max _{i \in N}\left[S_{i}(\sigma)+\beta_{i}\right]=\max _{i \in N}\left[C_{i}(\sigma)+\mu_{i}\right] \tag{4}
\end{equation*}
$$

The following lemma is similar to Lemma 1 in [14] and shows that (1) can be replaced by (4).

Lemma 1. For any schedule $\sigma$,

$$
\begin{equation*}
G(\sigma)=L_{\max }(\sigma)+d \tag{5}
\end{equation*}
$$

Proof. Among all tasks $g$ such that $S_{g}(\sigma)+\beta_{g}=G(\sigma)$ select one with the largest $S_{g}(\sigma)$, say task $i$. If $\mu_{i} \neq d-d_{i}$, then by (3), there exists $j \in K(i)$ such that $\mu_{i}=p_{j}+\mu_{j}=\beta_{j}$. Observe that $S_{j}(\sigma) \geq S_{i}(\sigma)+p_{i}$. Hence for this $j$,

$$
G(\sigma)=S_{i}(\sigma)+\beta_{i}=S_{i}(\sigma)+p_{i}+\mu_{i} \leq S_{j}(\sigma)+\mu_{i}=S_{j}(\sigma)+\beta_{j}
$$

which contradicts the choice of $i$ because $S_{i}(\sigma)<S_{j}(\sigma)$. Hence, $\mu_{i}=d-d_{i}$. On the other hand, (3) implies that, for any $g, \mu_{g} \geq d-d_{g}$. Then,

$$
\begin{aligned}
& L_{\max }(\sigma)+d=\max _{g \in N}\left[C_{g}(\sigma)+d-d_{g}\right] \leq \max _{g \in N}\left[C_{g}(\sigma)+\mu_{g}\right] \\
& =G(\sigma)=C_{i}(\sigma)+\mu_{i}=C_{i}(\sigma)+d-d_{i} \leq L_{\max }(\sigma)+d,
\end{aligned}
$$

which completes the proof.

## 4 Schedule's Structure

For any integer $t$, the slot $t$ is the time interval $[t-1, t]$. Let $\sigma$ be a schedule, constructed by the BGJ-algorithm. Consider a task with the smallest $S_{j}(\sigma)$ among all $j$ such that $S_{j}(\sigma)+\beta_{j}=G(\sigma)$. Let it be task $g$. A task $i \in N$ is complete, if $\beta_{i} \geq \beta_{g}$. Otherwise, $i$ is incomplete. It is easy to see that $S_{j}(\sigma) \leq$ $S_{g}(\sigma)$ for any complete task $j$. A slot $t \leq S_{g}(\sigma)$ is complete if the number of complete tasks, processed in this slot, equals $m$. A slot $t \leq S_{g}(\sigma)$, which is not
complete, is incomplete. An incomplete slot $t$ is Type I if at least one of the following holds:
( $\boldsymbol{t 1}$ ) in the slot $t$, at least one machine is idle;
(t2) there exists an incomplete task $j$ such that $S(\sigma)=t-1$;
$(t 3)$ all tasks $j$, processed in the slot $t$, have the same starting times $S_{j}(\sigma)$.
An incomplete slot $t$, which is not Type I, is Type II.
Lemma 2. For any Type II slot t, there exists a Type I slot t' such that
(s1) $t^{\prime}<t$;
(s2) any slot $\tau$ such that $t^{\prime}<\tau \leq t$ is Type II;
(s3) any incomplete task, processed in slot $t$, is also processed in slot $t^{\prime}$.
Proof. By the definition of a Type II slot, all machines in slot $t$ are busy and at least one machine processes an incomplete task. Among all such incomplete tasks $i$ choose a task with the largest $S_{i}(\sigma)$. Let it be task $j$. Then, any incomplete task, processed in slot $t$, is also processed in slot $\bar{t}=S_{j}(\sigma)+1$. Furthermore, by the definition of a Type I slot, the slot $\bar{t}$ is Type I. Since slot $t$ is Type II, $\bar{t}<t$. The proof is concluded be repeating the procedure for every Type II time slot $\bar{t}<\tau<t$ and choosing $t^{\prime}$ as the largest integer among all integers $\bar{t}$ such that $\bar{t}<t$ and the slot $\bar{t}$ is Type I .

For any Type II slot $t$, the Type I slot $t^{\prime}$, specified by (s1)-(s2)-(s3), will be referred to as the supporting slot for the slot $t$.

Lemma 3. For any Type I slot $t$ and any complete task $j$ such that $S_{j}(\sigma) \geq t$, there exists a task q such that

$$
\begin{equation*}
C_{q}(\sigma) \geq t \quad \text { and } \quad q \rightarrow j \tag{6}
\end{equation*}
$$

Proof. Suppose that either (t1) or (t2) holds or both. Then, the existence of $q$ satisfying (6) follows from the fact that the BGJ-algorithm does not schedule $j$ at $t-1$. If ( t 1 ) and ( t 2 ) do not hold, then there are $m$ tasks processed in the slot $t$ and, by virtue of ( t 3 ), all these tasks commence their processing at same point in time $t^{\prime}<t-1$. Since at least one of these tasks is incomplete and $j$ is not scheduled by the BGJ-algorithm at $t^{\prime}$, then amongst these $m$ tasks there exists a task $q$ such that $C_{q}(\sigma) \geq t^{\prime}+1$ and $q \rightarrow j$. Because the same $m$ tasks are processed in slot $t^{\prime}$ and in slot $t, C_{q}(\sigma) \geq t$ which gives (6).

Corollary 1. For any Type I slot $t$ and any complete task $j$ such that $S_{j}(\sigma) \geq t$, there exists a complete task $i$ processed in the slot $t$ and $i \rightarrow j$.

Proof. Among all $q$, satisfying (6), select a task with the smallest $S_{q}(\sigma)$, let it be task $i$. Since $i \rightarrow j$, by virtue of (3), $\beta_{i} \geq p_{i}+\beta_{j}>\beta_{g}$, thus $i$ is a complete task. The proof is concluded by the observation that $S_{i}(\sigma)<t$, because otherwise by Lemma 3 there exists $q$ such that $C_{q}(\sigma) \geq t$ and $q \rightarrow i \rightarrow j$, and therefore $q \rightarrow j$, which contradicts the selection of $i$.

A sequence of tasks $j_{1}, \ldots, j_{k}$ is a chain if, for each $1 \leq i<k, j_{i} \rightarrow j_{i+1}$. The following corollary is a direct consequence of Corollary 1 and the fact that $g$ is complete.

Corollary 2. There exists a chain of tasks $j_{1}, \ldots, j_{r}$ such that $j_{r} \rightarrow g$ and, for any Type I incomplete slot, the chain has a task that is processed in this time slot.

Lemma 4. At least one complete task is processed in each slot $t$ such that $1 \leq$ $t \leq S_{g}(\sigma)$.

Proof. If the slot $t$ is complete, then the lemma follows from the definition of a complete slot. If the slot $t$ is a Type I incomplete slot, the lemma follows from Corollary 1 and the fact that $g$ is a complete task. If the slot $t$ is a Type II incomplete slot, then any incomplete task, processed in slot $t$, is also processed in its supporting slot (see Lemma 2), which by the definition is a Type I slot. As it has been proven above, at least one complete task is processed in it. Hence, the number of incomplete tasks, processed in the supporting slot and therefore in slot $t$, is less than $m$, and the lemma follows from the definition of a Type II slot which implies that in this slot all $m$ machines are busy.

Let $Z$ be the set of all Type II slots and $l^{z}=|Z|$. Denote the set of all supporting Type I slots by $Y$, and let $l^{y}=|Y|$. Denote by $X$ the set of Type I slots $t$ which are not in $Y$, and let $l^{x}=|X|$. Let $c^{x}, c^{y}$ and $c^{z}$ be the total processing time allocated to complete tasks in the slots of sets $X, Y$ and $Z$, respectively. Similarly, let $e^{y}$ and $e^{z}$ be the total processing time allocated to incomplete tasks in the slots of sets $Y$ and $Z$, respectively.

Lemma 5. The following statements hold:

$$
\begin{array}{r}
c^{z}+e^{z}=m l^{z} \\
e^{z} \leq e^{y}(m-1) \tag{8}
\end{array}
$$

Proof. By the definition, there is no idle machine in each Type II slot, i.e. the number of tasks processed in the slot is $m$. Hence the total processing time allocated to complete and incomplete tasks in the $l^{z}$ Type II slots is $m l^{z}$, and (7) holds. Consider a slot $t$ in $Y$. The slot is associated with a number of consecutive Type II slots, for which $t$ is a supporting slot. By virtue of Lemma 2, each incomplete task processed in each of these Type II slots is also processed in $t$. Thus the number of these Type II slots does not exceed $p_{\max }-1$. Furthermore, the number of incomplete tasks processed in each of the Type II slots, is not greater than the number of incomplete tasks processed in $t$. Thus $e^{z} \leq e^{y}\left(p_{\max }-\right.$ $1) \leq e^{y}(m-1)$.

## 5 Lower Bounds on the Optimal Value of $G(\sigma)$

Denote by $\sigma^{*}$ the optimal schedule for $G(\sigma)$. Let $a$ be the task with the maximum completion time among all complete tasks in $\sigma^{*}$. The total time allocated to
incomplete tasks in $\sigma$ in slots $t \leq S_{g}(\sigma)$ is at least $e^{y}+e^{z}$. Denote by $e^{*}$ the part of this time, which is allocated in slots $t^{\prime} \leq C_{a}\left(\sigma^{*}\right)$ in $\sigma^{*}$. It is easy to see that

$$
\max _{j \in N} C_{j}\left(\sigma^{*}\right) \geq C_{a}\left(\sigma^{*}\right)+\frac{e^{y}+e^{z}-e^{*}}{m}
$$

Denote by $\eta=\frac{e^{y}+e^{z}-e^{*}}{m}$ and by $\delta=\min \left\{p_{a}-p_{g}, C_{a}\left(\sigma^{*}\right)-C_{g}\left(\sigma^{*}\right)\right\}$. Since $a$ is complete, $\beta_{a} \geq \beta_{g}$ and $\mu_{a} \geq \mu_{g}-\left(p_{a}-p_{g}\right)$. Thus

$$
\begin{align*}
& G\left(\sigma^{*}\right) \geq \max \left\{C_{a}\left(\sigma^{*}\right)+\mu_{a}, C_{g}\left(\sigma^{*}\right)+\mu_{g}, C_{a}\left(\sigma^{*}\right)+\eta\right\} \\
& \geq C_{a}\left(\sigma^{*}\right)+\max \left\{\mu_{g}-\left(p_{a}-p_{g}\right), \mu_{g}-\left(C_{a}\left(\sigma^{*}\right)-C_{g}\right), \eta\right\} \\
& \geq C_{a}\left(\sigma^{*}\right)+\max \left\{\mu_{g}-\delta, \eta\right\} . \tag{9}
\end{align*}
$$

Let $l^{c}$ be the number of complete slots in $\sigma$. By virtue of (9), Lemmas 4 and 5 ,

$$
\begin{align*}
& G\left(\sigma^{*}\right) \geq C_{a}\left(\sigma^{*}\right)+\max \left\{\mu_{g}-\delta, \eta\right\} \\
& \geq l^{c}+\frac{c^{x}+c^{y}+c^{z}+e^{*}+p_{g}}{m}+\eta+\max \left\{\mu_{g}-\delta-\eta, 0\right\} \\
& \geq l^{c}+\frac{l^{x}+l^{y}+c^{2}+e^{*}+p_{g}}{m}+\eta+\max \left\{\mu_{g}-\delta-\eta, 0\right\} \\
& =l^{c}+\frac{l^{x}+l^{y}+p_{g}}{m}+l^{z}+\frac{e^{y}}{m}+\max \left\{\mu_{g}-\delta-\eta, 0\right\} . \tag{10}
\end{align*}
$$

Assume that the first slot in $\sigma$ is incomplete. Then (10) can be tightened. Let $\varrho$ be the minimum processing time among all $j$ such that $S_{j}(\sigma)=0$. All slots $t$, such that $1 \leq t \leq \varrho$, are Type I slots, since they satisfy the condition (t3). By virtue of Corollary $1, S_{j}\left(\sigma^{*}\right) \geq \varrho$ for any complete task $j$ with $S_{j}(\sigma) \geq \varrho$. Denote by $c^{\varrho}$ the processing time allocated to complete tasks in Type I slots after point of time $\varrho$. Then

$$
\begin{align*}
& C_{a}\left(\sigma^{*}\right) \geq \varrho+l^{c}+\frac{c^{\varrho}+c^{z}+e^{*}+p_{g}}{m} \geq \varrho+l^{c}+\frac{l^{x}+l^{y}-\varrho+p_{g}}{m}+\frac{c^{z}+e^{*}}{m} \\
& \geq p_{\min }\left(1-\frac{1}{m}\right)+l^{c}+\frac{l^{x}+l^{y}+p_{g}}{m}+\frac{c^{z}+e^{*}}{m} . \tag{11}
\end{align*}
$$

Thus, (9) and (11) imply that

$$
\begin{align*}
& G\left(\sigma^{*}\right) \geq p_{\min }\left(1-\frac{1}{m}\right)+l^{c}+\frac{l^{x}+l^{y}+p_{g}}{m}+\frac{c^{z}+e^{*}}{m}+\eta+\max \left\{\mu_{g}-\delta-\eta, 0\right\} \\
& =p_{\min }\left(1-\frac{1}{m}\right)+l^{c}+\frac{l^{x}+l^{y}+p_{g}}{m}+l^{z}+\frac{e^{y}}{m}+\max \left\{\mu_{g}-\delta-\eta, 0\right\} . \tag{12}
\end{align*}
$$

Consider a chain $j_{1} \rightarrow j_{2} \rightarrow \ldots \rightarrow j_{r} \rightarrow g$, satisfying Corollary 2. Then (9) can be presented as:

$$
\begin{align*}
& G\left(\sigma_{r}^{*}\right) \geq C_{a}\left(\sigma^{*}\right)+\max \left\{\mu_{g}-\delta, \eta\right\}=C_{g}\left(\sigma^{*}\right)+\left(C_{a}\left(\sigma^{*}\right)-C_{g}\left(\sigma^{*}\right)\right)+\max \left\{\mu_{g}-\delta, \eta\right\} \\
& \geq \sum_{k=1} p_{j_{k}}+p_{g}+\delta+\max \left\{\mu_{g}-\delta, \eta\right\} \geq l^{x}+l^{y}+p_{g}+\max \left\{\mu_{g}, \eta+\delta\right\} . \tag{13}
\end{align*}
$$

If the first slot in $\sigma$ is complete, then (13) can be tightened. Observe that in this case at least $p_{\text {min }}$ first time slots in $\sigma$ are complete. If $S_{j_{1}}(\sigma)=0$, then

$$
G\left(\sigma^{*}\right) \geq C_{g}\left(\sigma^{*}\right)+\beta_{g} \geq \sum_{k=1}^{r} p_{j_{k}}+\beta_{g} \geq p_{\text {min }}+l^{x}+l^{y}+\beta_{g} .
$$

If $S_{j_{1}}(\sigma)>0$, then according to the BGJ-algorithm either there exists $h \rightarrow j_{1}$ or there exist another $m$ tasks $q$ with $\beta_{q} \geq \beta_{j_{1}}$ and $S_{q}(\sigma)<S_{j_{1}}(\sigma)$. Observe that $\beta_{j_{1}} \geq \sum_{k=1}^{r} p_{j_{k}}+\beta_{g}$, thus in these two cases

$$
G\left(\sigma^{*}\right) \geq \max _{j \in\left\{k: \beta_{k} \geq \beta_{j_{1}}\right\}} S_{j}\left(\sigma^{*}\right)+\beta_{j_{1}} \geq p_{\text {min }}+\beta_{j_{1}} \geq p_{\min }+l^{x}+l^{y}+\beta_{g} .
$$

The last two inequalities and (13) imply that

$$
\begin{align*}
G\left(\sigma^{*}\right) & \geq \max \left\{p_{\min }+l^{x}+l^{y}+\beta_{g}, l^{x}+l^{y}+p_{g}+\delta+\eta\right\} \\
& =l^{x}+l^{y}+p_{g}+\max \left\{\mu_{g}+p_{\text {min }}, \delta+\eta\right\} . \tag{14}
\end{align*}
$$

## 6 Worst-Case Performance Guarantee

This lemma helps to simplify the proofs that follow.
Lemma 6. For nonnegative numbers $a, b, h$ and $\alpha$, where $\alpha<1$,

$$
\begin{equation*}
\min \{a, b\}-(1-\alpha) \max \{a+h, b\} \leq b \alpha-(1-\alpha) h \tag{15}
\end{equation*}
$$

Proof. Denote by LHS the left hand side of (15) and consider the following cases: If $a \leq b-h$, then $L H S=a-(1-\alpha) b$ and

$$
a-(1-\alpha) b \leq b \alpha-h \leq b \alpha-(1-\alpha) h .
$$

If $b-h<a \leq b$, then $L H S=a-(1-\alpha)(a+h)$ and
$a-(1-\alpha)(a+h)=a \alpha-(1-\alpha) h \leq b \alpha-(1-\alpha) h$.
If $a>b$, then $L H S=b-(1-\alpha)(a+h)$ and

$$
b-(1-\alpha)(a+h)<b-(1-\alpha)(b+h)=b \alpha-(1-\alpha) h .
$$

## Theorem 1.

$$
\begin{equation*}
G(\sigma) \leq\left(2-\frac{1}{m}\right) G\left(\sigma^{*}\right)+\frac{p_{\max }}{m}-p_{\min } \tag{16}
\end{equation*}
$$

and the bound is tight.
Proof. The value of $G(\sigma)$ can be expressed as:

$$
\begin{equation*}
G(\sigma)=C_{g}(\sigma)+\mu_{g}=l^{c}+l^{x}+l^{y}+l^{z}+p_{g}+\mu_{g} . \tag{17}
\end{equation*}
$$

If the first slot in $\sigma$ is complete, then by (10) and (17)

$$
\begin{align*}
& G(\sigma)-G\left(\sigma^{*}\right) \\
& \leq\left(1-\frac{1}{m}\right)\left(l^{x}+l^{y}+p_{g}\right)+\mu_{g}-\frac{e^{y}}{m}-\max \left\{\mu_{g}-\delta-\eta, 0\right\} \\
& =\left(1-\frac{1}{m}\right)\left(l^{x}+l^{y}+p_{g}\right)-\frac{e^{y}}{m}+\min \left\{\delta+\eta, \mu_{g}\right\} . \tag{18}
\end{align*}
$$

Furthermore, if the first slot in $\sigma$ is complete, (14) and (18) imply that

$$
\begin{align*}
& G(\sigma)  \tag{19}\\
& \leq\left(2-\frac{1}{m}\right) G\left(\sigma^{*}\right)-\frac{e^{y}}{m}+\min \left\{\delta+\eta, \mu_{g}\right\}-\left(1-\frac{1}{m}\right) \max \left\{\mu_{g}+p_{\min }, \delta+\eta\right\} .
\end{align*}
$$

If the first slot in $\sigma$ is incomplete, then by (12) and (17)

$$
\begin{align*}
& G(\sigma)-G\left(\sigma^{*}\right) \\
& \leq\left(1-\frac{1}{m}\right)\left(l^{x}+l^{y}+p_{g}-p_{\text {min }}\right)+\mu_{g}-\frac{e^{y}}{m}-\max \left\{\mu_{g}-\delta-\eta, 0\right\} \\
& =\left(1-\frac{1}{m}\right)\left(l^{x}+l^{y}+p_{g}-p_{\text {min }}\right)-\frac{e^{y}}{m}+\min \left\{\delta+\eta, \mu_{g}\right\} . \tag{20}
\end{align*}
$$

It is easy to see that if the first slot in $\sigma$ is incomplete, (13) and (20) imply the same result as (19):

$$
\begin{aligned}
& G(\sigma) \leq\left(2-\frac{1}{m}\right) G\left(\sigma^{*}\right)-\frac{e^{y}}{m}+\min \left\{\delta+\eta, \mu_{g}\right\}-\left(1-\frac{1}{m}\right)\left(p_{\min }+\max \left\{\mu_{g}, \delta+\eta\right\}\right) \\
& \leq\left(2-\frac{1}{m}\right) G\left(\sigma^{*}\right)-\frac{e^{y}}{m}+\min \left\{\delta+\eta, \mu_{g}\right\}-\left(1-\frac{1}{m}\right) \max \left\{\mu_{g}+p_{\min }, \delta+\eta\right\}
\end{aligned}
$$

Let $a=\mu_{g}, b=\delta+\eta, h=p_{\text {min }}, \alpha=\frac{1}{m}$. Then by virtue of (19) and Lemma 6 ,

$$
\begin{equation*}
G(\sigma) \leq\left(2-\frac{1}{m}\right) G\left(\sigma^{*}\right)-\frac{e^{y}}{m}+\frac{\delta}{m}+\frac{\eta}{m}-p_{\min }\left(1-\frac{1}{m}\right) . \tag{21}
\end{equation*}
$$

Taking into account (8),

$$
\begin{equation*}
\frac{\eta}{m}-\frac{e^{y}}{m}=\frac{e^{y}+e^{z}-e^{*}}{m^{2}}-\frac{e^{y}}{m} \leq \frac{e^{y}+e^{y}(m-1)}{m^{2}}-\frac{e^{y} \times m}{m^{2}}=0 . \tag{22}
\end{equation*}
$$

Finally, by virtue of (22) and the fact that $\delta \leq p_{\max }-p_{\min }$, we obtain (16):

$$
\begin{aligned}
& G(\sigma) \leq\left(2-\frac{1}{m}\right) G\left(\sigma^{*}\right)+\frac{p_{\max }-p_{\min }}{m}-p_{\min }\left(1-\frac{1}{m}\right) \\
& =\left(2-\frac{1}{m}\right) G\left(\sigma^{*}\right)+\frac{p_{\max }}{m}-p_{\min } .
\end{aligned}
$$

Observe that by direct substitution of (5) in (16) we obtain the equivalent bound for the criterion of maximum lateness:

$$
L_{\max }(\sigma) \leq\left(2-\frac{1}{m}\right) L_{\max }\left(\sigma^{*}\right)+\left(1-\frac{1}{m}\right) d+\frac{p_{\max }}{m}-p_{\min }
$$

To show that (16) is tight, we consider the partially ordered set of tasks depicted by Fig. 1. The graph constitutes of $k m-1$ identical sections and the last section. The schedule $\sigma$ constructed by the BGJ-algorithm and the optimal schedule $\sigma^{*}$ are depicted by Fig. 2. The values of $G(\sigma)$ and $G\left(\sigma^{*}\right)$ are the following

$$
\begin{align*}
& G(\sigma)=C_{g}(\sigma)+\mu_{g}=\underbrace{\left[2 p_{\min }(m-1)+p_{\min }\right]}_{\text {per section }} \underbrace{(k m-1)}_{\text {km-1sections }} \\
& +\underbrace{2 p_{\min }(m-1)+p_{\max }+p_{\min }}_{\begin{array}{l}
\text { last section }
\end{array}}+\underbrace{p_{\max }-p_{\min }}_{\mu_{g}} \\
& =2 p_{\min } \mathrm{km}^{2}-p_{\min } k m+2 p_{\max }-p_{\min }  \tag{23}\\
& G\left(\sigma^{*}\right)=C_{a}\left(\sigma^{*}\right)+\mu_{a}=\underbrace{m p_{\min }}_{\text {per section }} \underbrace{(k m-1)}_{\text {km-1 sections }}+\underbrace{m p_{\min }+p_{\max }}_{\text {last section }}+\underbrace{0}_{\mu_{a}=0} \\
& =k p_{\min } m^{2}+p_{\max } \tag{24}
\end{align*}
$$

By substituting (23) and (24) in (16), we show that the bound is tight:

$$
\begin{aligned}
& \left(2-\frac{1}{m}\right) G\left(\sigma^{*}\right)+\frac{p_{\max }}{m}-p_{\min }=\left(2-\frac{1}{m}\right)\left(k p_{\min } m^{2}+p_{\max }\right)+\frac{p_{\max }}{m}-p_{\min } \\
& =2 k p_{\min } m^{2}+2 p_{\max }-k p_{\min } m-\frac{p_{\max }}{m}+\frac{p_{\max }}{m}-p_{\min }=G(\sigma) .
\end{aligned}
$$

A $p_{\text {min }}$ units task is denoted by $p$

Each section constitutes of $m-1$ rows
with $m+1 p_{\text {min }}$ unit tasks and for the first $k m-1$ sections the $m^{t h}$ row is one $p_{\text {min }}$ unit task and for last section the $m^{t h}$ row is one $p_{\text {min }}$ unit task and $m p_{\max }$ units tasks

For $p_{\text {min }}$ units tasks in row $j$ from the top:
$\mu=p_{\text {max }}+\left(k m^{2}-j-1\right) p_{\text {min }}$
$\beta=p_{\text {max }}+\left(k m^{2}-j\right) p_{\text {min }}$

For the $p_{\text {min }}$ units task in
the last row:
$\mu=p_{\text {max }}-p_{\text {min }}$
$\beta=p_{\text {max }}$
For the $p_{\max }$ units tasks in
the last row:
$\mu=0$
$\beta=p_{\text {max }}$


Fig. 1. Set of tasks: $p_{\max } \leq m$

## 7 The Case When $\boldsymbol{p}_{\text {max }}>\boldsymbol{m}$

To show that (16) does not hold when $p_{\max }>m$ we consider the partially ordered set of tasks depicted by Fig. 3. The graph constitutes of $m$ identical


Schedule $\sigma$,
constructed by the BGJ-algorithm


[^3]sections and the last section. Let $p_{\max }=m+1$ and $p_{\min }=1$. The schedule $\sigma$ constructed by the BGJ-algorithm and the optimal schedule $\sigma^{*}$ are depicted by Fig. 4.
\[

$$
\begin{align*}
& G(\sigma)=C_{g}(\sigma)+\mu_{g}=\underbrace{2(m-1)+1}_{1^{\text {st }}}+\underbrace{[m+1+2(m-2)+1](m-1)}_{\text {section }} \\
& +\underbrace{m+1+2(m-2)+m+1+1}_{2^{\text {nd }}-m^{t h} \text { sections }}+\underbrace{m^{2}-1+m}_{\mu_{g}}=4 m^{2}+2 m-1  \tag{25}\\
& G\left(\sigma^{*}\right)=C_{a}^{\text {the last section }}\left(\sigma^{*}\right)+\mu_{a} \\
& =\underbrace{m}_{\text {per section }} \times \underbrace{(m+1)}_{m+1 \text { sections }}+\underbrace{m+1}_{\text {long tasks of last section }}+\underbrace{m+1}_{\mu_{a}=\underbrace{m}_{\text {of incomplete tasks }}} \\
& =2 m^{2}+2 m \tag{26}
\end{align*}
$$
\]

When we substitute (25) and (26) in (16), the bound does not hold:

$$
\begin{aligned}
& \left(2-\frac{1}{m}\right) G\left(\sigma^{*}\right)+\frac{p_{\max }}{m}-p_{\min }=\left(2-\frac{1}{m}\right)\left(2 m^{2}+2 m\right)+\frac{m+1}{m}-1 \\
& =4 m^{2}+4 m-2 m-2+1+\frac{1}{m}-1=G(\sigma)-\left(1-\frac{1}{m}\right)<G(\sigma) .
\end{aligned}
$$

If $p_{\max }>m$, we show that there exists a sequence of instances of the considered maximum lateness problem such that, for the corresponding sequence of optimal schedules $\sigma_{1}^{*}, \sigma_{2}^{*}, \ldots, \sigma_{k}^{*}, \ldots$ and the sequence of schedules $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{k}, \ldots$, constructed by the BGJ-algorithm, $G\left(\sigma_{k}\right) \rightarrow 2 G\left(\sigma_{k}^{*}\right)$. Consider the set of tasks constituting of $m p_{\max }$ units tasks and one $p_{\min }$ units task. For any task $j$ such that $p_{j}=p_{\text {max }}$ let $\mu_{j}=0$, then $\beta_{j}=p_{\text {max }}$. Denote $p_{\text {min }}$ units task by $g$ and let $\mu_{g}=p_{\max }-p_{\min }$, then $\beta_{g}=p_{\max }$. The BGJ-algorithm could assign $S_{j}(\sigma)=0$ for any task $j$ such that $p_{j}=p_{\max }$ and $S_{g}(\sigma)=p_{\max }$. Then

$$
G(\sigma)=C_{g}(\sigma)+\mu_{g}=\underbrace{p_{\max }+p_{\min }}_{C_{g}(\sigma)}+\underbrace{p_{\max }-p_{\min }}_{\mu_{g}}=2 p_{\max }
$$

In the optimal schedule $\sigma^{*} S_{g}\left(\sigma^{*}\right)=0$, and $S_{j}\left(\sigma^{*}\right)=0$ for $m-1$ tasks $j$ such that $p_{j}=p_{\max }$. For one task $i$ such that $p_{i}=p_{\max } S_{i}\left(\sigma^{*}\right)=p_{\text {min }}$. Then

$$
\begin{aligned}
& G\left(\sigma^{*}\right)=C_{a}\left(\sigma^{*}\right)+\mu_{a}=p_{\min }+p_{\max } \\
& G(\sigma)=\frac{2 p_{\max }}{p_{\max }+p_{\min }} G\left(\sigma^{*}\right)=\left(2-\frac{2 p_{\min }}{p_{\max }+p_{\min }}\right) G\left(\sigma^{*}\right) \rightarrow 2 G\left(\sigma^{*}\right) .
\end{aligned}
$$
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Each of the $1^{\text {st }}-m^{\text {th }}$ sections constitutes of $m-1$ rows with $m+1$ unit tasks and the $m^{\text {th }}$ row is one unit task and $m-1(m+1)$ units tasks

For unit tasks in row $j$
from the top:
$\mu=2 m^{2}+2 m-j-1$
$\beta=2 m^{2}+2 m-j$
For all $(m+1)$ units tasks except except those in the last row:
$\mu=0$
$\beta=m+1$


Fig. 3. Set of tasks: $p_{\max }>m$


Schedule $\sigma$,
constructed by the BGJ-algorithm


Fig. 4. Schedules: $p_{\max }>m$
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#### Abstract

We consider the bicriteria asymmetric traveling salesman problem (bi-ATSP). Optimal solution to a multicriteria problem is usually supposed to be the Pareto set, which is rather wide in real-world problems. We apply to the bi-ATSP the axiomatic approach of the Pareto set reduction proposed by V. Noghin. We identify series of "quanta of information" that guarantee the reduction of the Pareto set for particular cases of the bi-ATSP. An approximation of the Pareto set to the bi-ATSP is constructed by a new multi-objective genetic algorithm. The experimental evaluation carried out in this paper shows the degree of reduction of the Pareto set approximation for various "quanta of information" and various structures of the bi-ATSP instances generated randomly.
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## 1 Introduction

The asymmetric traveling salesman problem (ATSP) is one of the most popular problems in combinatorial optimization [2]. Given a complete directed graph where each arc is associated with a positive weight, we search for a circuit visiting every vertex of the graph exactly once and minimizing the total weight. In this paper, we consider the bicriteria ATSP (bi-ATSP) which is a special case of the multicriteria ATSP [5], where an arc is associated to a couple of weights.

The best possible solution to a multicriteria optimization problem (MOP) is usually supposed to be the Pareto set [5,21], which is rather wide in real-world problems, and difficulties arise in choosing the final variant. For that reason numerous methods introduce some mechanism to treat the MOP: utility function, rule, or binary relation, so that methods are aimed at finding an "optimal" solution with respect to this mechanism. However, some approaches do
not guarantee that the obtained solution will be from the Pareto set. State-of-the-art methods are the following [8]: multiattribute utility theory, outranking approaches, verbal decision analysis, various iterative procedures with manmachine interface, etc. In this paper, we investigate the axiomatic approach of the Pareto set reduction proposed in [19] which has an alternative idea. Here the author introduced an additional information about the decision maker (DM) preferences in terms of the so-called "quantum of information". The method shows how to construct a new bound of the optimal choice, which is narrower than the Pareto set. Practical applications of the approach could be found in [11,20].

As far as we know, the axiomatic approach of the Pareto set reduction has not been widely investigated in the case of discrete optimization problems, and an experimental evaluation has not been carried out on real-world instances. We apply this approach to the bi-ATSP in order to estimate its effectiveness, i.e. the degree of the Pareto set reduction and how it depends on the parameters of the information about DM's preferences. We identify series of "quanta of information" that guarantee the reduction of the Pareto set for particular cases of the bi-ATSP.

Originally the reduction is constructed with respect the Pareto set of the considered problem. Due to the strongly NP-hardness of the bi-ATSP we take an approximation of the Pareto set in computational experiments. The ATSP cannot be approximated with any constant or exponential approximation factor already with a single objective function [2]. Moreover, in [1], the non-approximability bounds were obtained for the multicriteria ATSP with weights 1 and 2. The results are based on the non-existence of a small size approximating set. Therefore, metaheuristics, in particular multi-objective evolutionary algorithms (MOEAs), are appropriate to approximate the Pareto set of the bi-ATSP.

Numerous MOEAs have been proposed to MOPs (see e.g. [3, 4, 14, 28, 30, 31]). There are three main classes of approaches to develop MOEAs, which are known as Pareto-dominance based (see e.g. SPEA2 [31], NSGA-II [3,4], NSGA-III [28]), decomposition based (see e.g. MOEA/D [14]) and indicator based approaches (see e.g. SIBEA [30]). NSGA-II [4] has one of the best results in the literature on multi-objective genetic algorithms (MOGAs) for the MOPs with two or three objectives. In [3], a fast implementation of a steady-state version of NSGA-II is proposed for two dimensions.

In $[9,22]$, NSGA-II was adopted to the multicriteria symmetric traveling salesman problem, and the experimental evaluation was performed on symmetric instances from TSPLIB library [25]. To the best of our knowledge, there is no adaptation of NSGA-II to the more general problem, where arc weights are non-symmetric. In this paper, we propose a new MOGA based on NSGA-II to solve the bi-ATSP using adjacency-based representation of solutions. A computational experiment is carried out on randomly generated instances. The results of the experiment show the degree of the reduction of the Pareto set approximation for various "quanta of information" and various structures of the problem instances.

## 2 Problem Statement

An instance of the traveling salesman problem [2] (TSP) is given by a complete graph $G=(V, E)$, where $V=\left\{v_{1}, \ldots, v_{n}\right\}$ is the set of vertices and set $E$ contains arcs (or edges) between every pair of vertices in $V$. Each arc (or edge) $e \in E$ is associated with a weight $d(e)$. The aim is to find a Hamiltonian circuit (also called a tour) of minimum weight, where the weight of a tour $C$ is the sum of its arc (or edge) weights $\sum_{e \in C} d(e)$. We denote by $\mathcal{C}$ all possible $(n-1)$ ! tours of graph $G$. If graph $G$ is undirected, we have Symmetric TSP (STSP). If $G$ is a directed graph, then we have Asymmetric TSP (ATSP).

In many situations, however, there is more than one objective function (criterion) to optimize $[5,21]$. In case of the TSP, we might want to minimize the travel distance, the travel time, the expenses, the number of flight changes, etc. This gives rise to a multicriteria TSP, where Hamiltonian circuits are sought that optimize several objectives simultaneously. For the $m$-criteria TSP, each arc (or edge) $e$ has a weight $d(e)=\left(d_{1}(e), \ldots, d_{m}(e)\right)$, which is a vector of length $m$ (instead of a scalar). The total weight of a tour $C$ is also a vector $D(C)=\left(D_{1}(C), \ldots, D_{m}(C)\right)$, where $D_{j}(C)=\sum_{e \in C} d_{j}(e), j=1, \ldots, m$. Given this, the goal of the optimization problem could be the following: find a feasible solution which simultaneously minimizes each coordinate. Unfortunately, such an ideal solution rarely exists since objective functions are normally in conflict.

We say that one solution (tour) $C^{*}$ dominates another solution $C$ if the inequality $D\left(C^{*}\right) \leq D(C)$ holds. The notation $D\left(C^{*}\right) \leq D(C)$ means that $D\left(C^{*}\right) \neq D(C)$ and $D_{i}\left(C^{*}\right) \leqslant D_{i}(C)$ for all $i \in I$, where $I=\{1,2, \ldots, m\}$. This relation $\leq$ is also called the Pareto relation. A set of non-dominated solutions is called the set of pareto-optimal solutions $[5,21] P_{D}(\mathcal{C})=\left\{C \in \mathcal{C} \mid \nexists C^{*} \in\right.$ $\left.\mathcal{C}: D\left(C^{*}\right) \leq D(C)\right\}$. In discrete problems, the set of pareto-optimal solutions is non-empty if the set of feasible solutions is non-empty, which is true for the multicriteria TSP. If we denote $\mathcal{D}=D(\mathcal{C})$, then the Pareto set is defined as $P(\mathcal{D})=\left\{y \in \mathcal{D} \mid \nexists y^{*} \in \mathcal{D}: y^{*} \leq y\right\}$. We assume that the Pareto set is specified except for a collection of equivalence classes, generated by equivalence relation $C^{\prime} \sim C^{\prime \prime}$ iff $D\left(C^{\prime}\right)=D\left(C^{\prime \prime}\right)$.

In this paper, we investigate the issue of the Pareto set reduction for the bi-ATSP.

## 3 Pareto Set Reduction

Axiomatic approach of the Pareto set reduction is applied to both discrete and continuous problems. Due to consideration of the multicriteria ATSP we formulate the basic concepts and results of the approach in terms of notations introduced in Sect. 2. Further, we investigate properties of the bi-ATSP in the scope of the Pareto set reduction.

### 3.1 Main Approach

According to [19] we consider the extended multicriteria problem $<\mathcal{C}, D, \prec>$ :

- a set of all possible $(n-1)$ ! tours $\mathcal{C}$;
- a vector criterion $D=\left(D_{1}, D_{2}, \ldots, D_{m}\right)$ defined on set $\mathcal{C}$;
- an asymmetric binary preference relation of the $\mathrm{DM} \prec$ defined on set $\mathcal{D}$.

The notation $D\left(C^{\prime}\right) \prec D\left(C^{\prime \prime}\right)$ means that the DM prefers the solution $C^{\prime}$ to $C^{\prime \prime}$.
Binary relation $\prec$ satisfies some axioms of the so-called "reasonable" choice, according which it is irreflexive, transitive, invariant with respect to a linear positive transformation and compatible with each criteria $D_{1}, D_{2}, \ldots, D_{m}$. The compatibility means that the DM is interested in decreasing value of each criterion when values of other criteria are constant. Also, if for some feasible solutions $C^{\prime}, C^{\prime \prime} \in \mathcal{C}$ the relation $D\left(C^{\prime}\right) \prec D\left(C^{\prime \prime}\right)$ holds, then tour $C^{\prime \prime}$ does not belong to the optimal choice within the whole set $\mathcal{C}$.

In [19], the author established the Edgeworth-Pareto principle: under axioms of "reasonable" choice any set of selected outcomes $\operatorname{Ch}(\mathcal{D})$ belongs to the Pareto set $P(\mathcal{D})$. Here the set of selected outcomes is interpreted as some abstract set corresponded to the set of tours, that satisfy all hypothetic preferences of the DM. So, the optimal choice should be done within the Pareto set only if preference relation $\prec$ fulfills the axioms of "reasonable" choice.

In real-life multicriteria problems the Pareto set is rather wide. For this reason V. Noghin proposed a specific information on the DM's preference relation $\prec$ to reduce the Pareto set staying within the set of selected outcomes [18, 19]:

Definition 1. We say that there exists a "quantum of information" about the DM's preference relation $\prec$ if vector $y^{\prime} \in \mathbb{R}^{m}$ such that $y_{i}^{\prime}=-w_{i}<0, y_{j}^{\prime}=$ $w_{j}>0, y_{s}^{\prime}=0$ for all $s \in I \backslash\{i, j\}$ satisfies the expression $y^{\prime} \prec 0_{m}$. In such case we will say, that the component of criteria $i$ is more important than the component $j$ with given positive parameters $w_{i}, w_{j}$.

Thus, "quantum of information" shows that the DM is ready to compromise by increasing the criterion $D_{j}$ by amount $w_{j}$ for decreasing the criterion $D_{i}$ by amount $w_{i}$. The quantity of relative loss is set by the so-called coefficient of relative importance $\theta=w_{j} /\left(w_{i}+w_{j}\right)$, therefore $\theta \in(0,1)$.

As mentioned before the relation $\prec$ is invariant with respect to a linear positive transformation. Hence Definition 1 is equivalent to the existence of such vector $y^{\prime \prime} \in \mathbb{R}^{m}$ with components $y_{i}^{\prime \prime}=\theta-1, y_{j}^{\prime \prime}=\theta, y_{s}^{\prime \prime}=0$ for all $s \in I \backslash\{i, j\}$ that the relation $y^{\prime \prime} \prec 0_{m}$ holds. Further, in experimental study (Sect.5) we consider "quantum of information" exactly in terms of coefficient $\theta$.

In [19], the author established the rule of taking into account "quantum of information". This rule consists in constructing a "new" vector criterion using the components of the "old" one and parameters of the information $w_{i}, w_{j}$. Then one should find the Pareto set of "new" multicriteria problem with the same set of feasible solutions and "new" vector criterion. The obtained set will belong to the Pareto set of the initial problem and give a narrower upper bound on the optimal choice, as a result the Pareto set will be reduced.

The following theorem states the rule of applying "quantum of information" and specifies how to evaluate "new" vector criterion upon the "old" one.

Theorem 1 [19]. Given a "quantum of information" by Definition 1, the inclusions $C h(\mathcal{D}) \subseteq \hat{P}(\mathcal{D}) \subseteq P(\mathcal{D})$ are valid for any set of selected outcomes $C h(\mathcal{D})$. Here $\hat{P}(\mathcal{D})=D\left(P_{\hat{D}}(\mathcal{C})\right)$, and $P_{\hat{D}}(\mathcal{C})$ is the set of pareto-optimal solutions with respect to $m$-dimensional vector criterion $\hat{D}=\left(\hat{D}_{1}, \ldots, \hat{D}_{m}\right)$, where $\hat{D}_{j}=\theta D_{i}+(1-\theta) D_{j}, \hat{D}_{s}=D_{s}$ for all $s \neq j$.

Thus, "new" vector criterion $\hat{D}$ differs from the "old" one only by less important component $j$. In $[12,17,29]$ one can find results on applying particular collections of "quanta of information" and scheme to arbitrary collection.

### 3.2 Pareto Set Reduction in Bi-ATSP

Here we consider the bi-ATSP and its properties with respect to reduction of the Pareto set.

Obviously, the upper bound on the cardinality of the Pareto set $P(\mathcal{D})$ is ( $n-1$ )!, and this bound is tight [6]. In [26] authors established the maximum number of elements in the Pareto set for any multicriteria discrete problem, that in the case of the bi-ATSP gives the following upper bound: $|P(\mathcal{D})| \leqslant \min \left\{l_{1}, l_{2}\right\}$, where $l_{i}$ is the number of different values in the set $\mathcal{D}_{i}=D_{i}(\mathcal{C}), i=1,2$. In the case of the bi-ATSP with integer weights we get $l_{i} \leqslant \max \left\{\mathcal{D}_{i}\right\}-\min \left\{\mathcal{D}_{i}\right\}+1$, where values $\max \left\{\mathcal{D}_{i}\right\}$ and $\min \left\{\mathcal{D}_{i}\right\}$ can be replaced by upper and lower bounds on the objective function $D_{i}, i=1,2$.

Now, we go to establish theoretical results estimating the degree of the Pareto set reduction. Let us consider the case when all elements of the Pareto set lay on principal diagonal of some rectangle in the criterion space.

Theorem 2. Let $P(\mathcal{D})=\left\{\left(y_{1}, y_{2}\right): y_{2}=a-k y_{1}, y_{1} \in \mathcal{D}_{1}, y_{2} \in \mathcal{D}_{2}\right\}$, where $a$ and $k$ are arbitrary positive constants. Suppose the 1 st criterion $D_{1}$ is more important than the 2nd one $D_{2}$ with coefficient of relative importance $\theta^{\prime}$. If $\theta^{\prime} \geqslant$ $k /(k+1)$, then the reduction of the Pareto set $\hat{P}(\mathcal{D})$ consists of only one element. In the case of $\theta^{\prime}<k /(k+1)$ the reduction does not hold, i.e. $\hat{P}(\mathcal{D})=P(\mathcal{D})$.

Theorem 3. Let in Theorem 2, otherwise, the 2nd criterion $D_{2}$ is more important than the 1 st one $D_{1}$ with coefficient of relative importance $\theta^{\prime \prime}$. Then the reduction of the Pareto set $\hat{P}(\mathcal{D})$ has only one element if $\theta^{\prime \prime} \geqslant 1 /(k+1)$, and $\hat{P}(\mathcal{D})=P(\mathcal{D})$ if $\theta^{\prime \prime}<1 /(k+1)$.

Particularly, if the feasible set $\mathcal{D}$ lay on the line $y_{2}=a-k y_{1}$, we have $P(\mathcal{D})=\mathcal{D}$, and the conditions of Theorems 2 and 3 hold. In such case we say, that criteria $D_{1}$ and $D_{2}$ contradict each other with coefficient $k$.

Obviously, for any bi-ATSP instance there exists the minimum number of parallel lines with a negative slope, that all elements of the Pareto set belong to them. Thus we have

Corollary 1. Let $P(\mathcal{D})=\bigcup_{i=1}^{p}\left\{\left(y_{1}, y_{2}\right): y_{2}=a_{i}-k y_{1}, y_{1} \in \mathcal{D}_{1}, y_{2} \in \mathcal{D}_{2}\right\}$, where $a_{i}, i=1, \ldots, p$, and $k$ are arbitrary positive constants. If criterion $D_{1}$ is more important than criterion $D_{2}$ with coefficient of relative importance $\theta^{\prime}$ and $\theta^{\prime} \geqslant k /(k+1)$, or criterion $D_{2}$ is more important than criterion $D_{1}$ with coefficient of relative importance $\theta^{\prime \prime}$ and $\theta^{\prime \prime} \geqslant 1 /(k+1)$, then $|\hat{P}(\mathcal{D})| \leqslant p$.

Further, we identify the condition that guarantees excluding at least one element from the Pareto set.

Proposition 1. Let the criterion $D_{i}$ is more important than the criterion $D_{j}$ with coefficient of relative importance $\theta$. Suppose that there exist such tours $C^{\prime}, C^{\prime \prime} \in P_{D}(\mathcal{C})$ that the following inequality holds:

$$
\begin{equation*}
\frac{D_{i}\left(C^{\prime}\right)-D_{i}\left(C^{\prime \prime}\right)}{D_{j}\left(C^{\prime \prime}\right)-D_{j}\left(C^{\prime}\right)} \geqslant \frac{1-\theta}{\theta} \tag{1}
\end{equation*}
$$

then $|P(\mathcal{D})|-|\hat{P}(\mathcal{D})| \geqslant 1$. Here $i, j \in\{1,2\}, i \neq j$.
The difficulty in checking inequality (1) is that we should know two elements of the Pareto set. Meanwhile the tours $C_{\text {min }_{1}}=\operatorname{argmin}\left\{D_{1}(C), C \in \mathcal{C}\right\}$, $C_{\text {min }_{2}}=\operatorname{argmin}\left\{D_{2}(C), C \in \mathcal{C}\right\}$ are pareto-optimal by definition.

The proofs of Theorems 2, 3 and Proposition 1 are based on geometrical representation of the Pareto set reduction [19]. The results of this subsection are true for any discrete bicriteria problem.

## 4 Multi-Objective Genetic Algorithm

The genetic algorithm is a random search method that models a process of evolution of a population of individuals [24]. Each individual is a sample solution to the optimization problem being solved. Individuals of a new population are built by means of reproduction operators (crossover and/or mutation).

### 4.1 NSGA-II Scheme

To construct an approximation of the Pareto set to the bi-ATSP we develop a MOGA based on Non-dominated Sorting Genetic Algorithm II (NSGA-II) [4]. The NSGA-II is initiated by generating $N$ random solutions of the initial population. Then the population is sorted based on the non-domination relation (the Pareto relation). All individuals of the population which are not dominated by any other individual compose the first non-dominated level and are marked with the rank of 1 , all individuals which are dominated by at least one individual of the rank $i-1$ compose the $i$-th non-dominated level and are marked with the rank of $i$, $i=2,3, \ldots$ To get an estimate of the density of solutions surrounding a solution $x$ in a non-dominated level of the population, two nearest solutions on each side of this solution are identified for each of the objectives. The estimation of solution $x$ is called crowding distance and it is computed as a normalized perimeter of the cuboid formed in the criterion space by the nearest neighbors.

The NSGA-II is characterized by the population management strategy known as generational model [24]. Here the next population $P_{t}$ is constructed from the best $N$ solutions of the current population $P_{t-1}$ and an offspring population $Q_{t-1}$ created from $P_{t-1}$ by applying selection, crossover, and mutation. The best solutions are selected using the rank and the crowding distance. Between two solutions with differing non-domination ranks, we prefer the solution with the lower rank. If both solutions belong to the same level, then we prefer the solution with the bigger crowding distance. The formal scheme of the NSGA-II is as follows:

## Non-dominated Sorting Genetic Algorithm II

Step 1. Construct the initial population $P_{0}$ of size $N$ and assign $t:=1$. The population $P_{0}$ is sorted based on the non-domination relation. The crowding distances of individuals are calculated.
STEP 2. Repeat steps 2.1-2.4 until some stopping criterion is satisfied:
2.1. Create offspring population $Q_{t-1}$.

Steps 2.1.1-2.1.4 are performed $N$ times:
2.1.1. Choose two parent individuals $\mathbf{p}_{1}, \mathbf{p}_{2}$ from the population.
2.1.2. Apply mutation to $\mathbf{p}_{1}$ and $\mathbf{p}_{2}$ and obtain individuals $\mathbf{p}_{1}^{\prime}, \mathbf{p}_{2}^{\prime}$.
2.1.3. Create an offspring $\mathbf{p}^{\prime}$, applying a crossover to $\mathbf{p}_{1}^{\prime}$ and $\mathbf{p}_{2}^{\prime}$.
2.1.4. Put individual $\mathbf{p}^{\prime}$ into population $Q_{t-1}$.
2.2. Form a combined population $R_{t-1}:=P_{t-1} \cup Q_{t-1}$. The population $R_{t-1}$ is sorted based on the non-domination relation. The crowding distances of individuals are calculated.
2.3. Construct population $P_{t}$ from the best individuals of population $R_{t-1}$ using the rank and the crowding distance to select solutions.
2.4. Set $t:=t+1$.

One iteration of the presented NSGA-II is performed in $O\left(m N^{2}\right)$ time as shown in [4]. In our implementation of the NSGA-II four individuals of the initial population are constructed by a problem-specific heuristic presented in [7] for the ATSP with one criterion. The heuristic first solves the Assignment Problem, and then patches the circuits of the optimum assignment together to form a feasible tour in two ways. So, we create two solutions with each of the objectives. All other individuals of the initial population are generated randomly.

Each parent on Step 2.1.1 is chosen by s-tournament selection: sample randomly $s$ individuals from the current population and select the best one by means of the rank and the crowding distance.

### 4.2 Recombination and Mutation Operators

The experimental results of $[7,27]$ for the TSP indicate that reproduction operators with the adjacency-based representation of solutions have an advantage over operators, which emphasize the order or position of the vertices in parent solutions. We suppose that a feasible solution to the bi-ATSP is encoded as a list of arcs. In the recombination operator on Step 2.1.3 we use a variant of the Directed Edge Crossover (DEC), which may be considered as a "direct descendant" of Edge Crossover [27] originally developed for the STSP.

The DEC operator is respectful [23], i.e. all arcs shared by both parents are copied into the offspring. The remaining arcs are selected so as the preference is given to those arcs that are contained in at least one of the parents. Arcs are inserted taking into account the non-violation of sub-tour elimination constraints. If the obtained offspring is equal to one of the parents, then the result of the recombination is calculated by applying the well-known shift mutation [23] to one of the two parents with equal probability. This approach allows us to avoid creating a clone of parents and to maintain a diverse set of solutions in the population.

The mutation is also applied to each parent on Step 2.1 .2 with probability $p_{m u t}$, which is a tunable parameter of the MOGA. We use a mutation operator proposed in [7] for the one-criteria ATSP. It performs a random jump within 3-opt neighborhood, trying to improve a parent solution in terms of one of the criteria. Each time one of two objectives is used in mutation with equal probability.

## 5 Computational Experiment

This section presents the results of the computational experiment on the biATSP instances. Our MOGA (NSGA-II-biATSP) was programmed in C++ and tested on a computer with Intel Core i 534703.20 GHz processor, 4 Gb RAM.

Various meta-heuristics and heuristics have been developed for the multicriteria STSP, such as Pareto local search algorithms, MOEAs, multi-objective ant colony optimization methods, memetic algorithms and others (see, e.g., $[9,10,13,15,22])$. However, we have not found in the literature any multiobjective metaheuristic proposed specifically to the multicriteria ATSP and experimentally tested on instances with non-symmetric weights of arcs.

We carried out the preliminary study to evaluate the performance of our GA on bi-ATSP instances generated randomly with $n=12$. The Pareto sets were found by an exact algorithm [19]. The generational distance [28] and the inverted generational distance [28] were involved as performance metrics. The experimental evaluation showed that the proposed MOGA yields competitive results. The values of metrics decrease not less than 7 times during 5000 iterations, and the final values are approximately 0.6 on average. The number of elements in the final approximation is at least $80 \%$ of $|P(\mathcal{D})|$. This indicates the convergence of the approximation obtained by NSGA-II-biATSP to the Pareto set and its diversity. Here the detailed description of the preliminary study is omitted, as the main goal of the paper is to investigate the axiomatic approach of the Pareto set reduction in the case of bi-ATSP.

Note that there exists MOOLIBRARY library [16], which contains instances of some discrete multicriteria problems. However, the multicriteria TSP is not presented in this library, so we generate the bi-ATSP test instances randomly and construct them from the ATSP instances of TSPLIB library, as well.

The reduction of the Pareto set approximation was tested on the following medium-size problem instances of four series with $n=50$ : $\mathrm{S} 50[1,10][1,10]$, S50[1,20][1,20], $\operatorname{S50}[1,10][1,20]$, $S 50 \operatorname{contr}[1,2][1,2]$. Each series consists of five
problems with integer weights $d_{1}(\cdot)$ and $d_{2}(\cdot)$ of arcs randomly generated from intervals specified at the ending of the series name. In series S50contr[1,2][1,2] the criteria contradict each other with coefficient 1, i.e. weights are generated so that $d_{2}(e)=3-d_{1}(e)$ for all $e \in E$. We also took seven ATSP instances of series ftv from TSPLIB library [25]: ftv33, ftv35, ftv38, ftv44, ftv47, ftv55, ftv64. The ftv collection includes instances from vehicle routing applications [25]. These instances compose series denoted by SftvRand, and their arc weights are used for the first criterion. The arc weights for the second criterion are generated randomly from interval $\left[1, d_{1}^{\max }\right]$, where $d_{1}^{\max }$ is the maximum arc weight on the first criterion. We set the population size $N=100$, the tournament size $s=10$, and the mutation probability $p_{m u t}=0.1$. To construct an approximation of the Pareto set $A$ for each instance we run NSGA-II-bi-ATSP once and the run continued for 5000 iterations.

We compare two cases when the 1 st criterion is more important than the 2nd criterion (1st-2nd case), and vice versa (2nd-1st case). The degree of the reduction of the Pareto set approximation was investigated with respect to coefficient of relative importance varying from 0.1 to 0.9 by step 0.1 . On all instances for each value of $\theta$ we re-evaluate the obtained approximation in terms of "new" vector criterion $\hat{D}$ upon the formulae from Theorem 1. Then by the complete enumeration we find the Pareto set approximation in "new" criterion space that gives us the reduction of the Pareto set approximation in the initial criterion space.

The number $N^{A}$ of elements of the Pareto set approximation $A$ and the percentage of the excluded elements from set $A$ are presented on average over series in Tables 1 and 2. Let $\Delta_{i}$ be the difference between the maximum and minimum values of the Pareto set approximation on the $i$-th criterion, $i=1,2$. The value $\delta_{21}=\Delta_{2} / \Delta_{1}$ indicates the ratio between diversities of criteria of set $A$.

Table 1. Reduction of the Pareto set approximation in the 1st-2nd case

| Series | $N^{A}$ aver |  |  |  |  |  |  |  |  |  | $\delta_{21}$ aver |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 0.1 | 0.2 | 0.3 | 0.4 | $\mathbf{0 . 5}$ | 0.6 | 0.7 | 0.8 | 0.9 |  |  |
| S50contr $[1,2][1,2]$ | 0 | 0 | 0 | 0 | $\mathbf{9 8 . 0 4}$ | 98.04 | 98.04 | 98.04 | 98.04 | 51 | 1 |
| S50 $[1,10][1,10]$ | 4.42 | 17.76 | 41.64 | 60.43 | $\mathbf{7 2 . 3 2}$ | 78.61 | 90.29 | 95.92 | 97.78 | 45.8 | 1.02 |
| S50 $[1,20][1,20]$ | 5.97 | 23.09 | 38.15 | 59.92 | $\mathbf{7 3 . 6 9}$ | 79.91 | 90.18 | 94.71 | 98.05 | 57.4 | 1.07 |
| SftvRand | 6.63 | 16.47 | 27.99 | 41.31 | $\mathbf{5 8 . 3 1}$ | 72.96 | 86.24 | 93.7 | 96.71 | 61.86 | 1.56 |
| S50 $[1,10][1,20]$ | 2.19 | 9.02 | 19.18 | 28.3 | $\mathbf{4 5 . 9 1}$ | 61.69 | 71.79 | 83.39 | 95.46 | 51.6 | 2.08 |

For series $\mathrm{S} 50[1,10][1,10], \mathrm{S} 50[1,20][1,20]$ when $\theta=0.5$ approximately $70 \%$ of elements of the set $A$ are excluded, and when $\theta=0.7$ less than $10 \%$ of elements are remained. The statement is valid for both 1 st- 2 nd and 2 nd -1 st cases. Series SftvRand shows different results: in the 1st-2nd case the reduction occurs "almost uniformly", i.e. the value of $\theta$ is almost proportional to the degree of the reduction, in the 2 nd -1 st case the condition $\theta=0.5$ gives approximately $90 \%$ of the excluded elements. On series $\mathrm{S} 50[1,10][1,20]$ in the 1 st-2nd case the

Table 2. Reduction of the Pareto set approximation in the 2nd-1st case

| Series | $\theta$ |  |  |  |  |  |  |  |  | $N^{A}$ aver | $\delta_{21}$ aver |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |  |  |
| S50contr [1,2][1,2] | 0 | 0 | 0 | 0 | 98.04 | 98.04 | 98.04 | 98.04 | 98.04 | 51 | 1 |
| S50[1,10][1,10] | 3.7 | 19.8 | 37.92 | 52.85 | 67.38 | 80.58 | 92.92 | 97.32 | 97.32 | 45.8 | 1.02 |
| S50[1,20][1,20] | 7.79 | 21.1 | 36.73 | 54.5 | 69.8 | 82.93 | 93.34 | 97.2 | 97.91 | 57.4 | 1.07 |
| SftvRand | 17.42 | 36.73 | 59 | 74.33 | 87.37 | 92.04 | 97.67 | 98.11 | 98.36 | 61.86 | 1.56 |
| S50[1,10][1,20] | 19.91 | 42.97 | 62.21 | 77.39 | 92.41 | 95.54 | 97.15 | 98.02 | 98.02 | 51.6 | 2.08 |

degree of the reduction grows slowly as $\theta$ tends to 1 in comparison to other series, and in the 2 nd -1 st case more than $90 \%$ of elements are eliminated at $\theta=0.5$.

Also, we note that on series $S 50[1,10][1,20]$ (SftvRand) for $\theta=0.5$ the percentage of the excluded elements in the $2 \mathrm{nd}-1$ st case is approximately 2 (1.5) times greater than the percentage of the excluded elements in the 1st-2nd case. Note that $\delta_{21} \approx 2$ for series $S 50[1,10][1,20]$ and $\delta_{21} \approx 1.5$ for series SftvRand. Therefore, the ratio between diversities of values of the Pareto set approximation on components of criterion influences on the degree of the reduction in the same proportion when $\theta=0.5$ (each criterion has relatively the same importance).

On series S50contr[1,2][1,2], where the components of criterion contradict each other with coefficient 1 , we do not have a reduction when $\theta<0.5$, and the reduction up to one element takes place when $\theta \geqslant 0.5$. Thus, the results of the experiment confirm the theoretical results of Subsect.3.2. Moreover, identical character of the reduction for both 1 st- 2 nd and 2 nd -1 st cases occurs only on series $\mathrm{S} 50[1,10][1,10], \mathrm{S} 50[1,20][1,20]$, and S 50 contr $[1,2][1,2]$, which have the same diversity and distribution with respect to both criteria.

Based on the results of the experiment we suppose that the degree of the reduction of the Pareto set approximation will be similar for the large-size problems with the same structure as the considered instances.

## 6 Conclusion

We applied to the bicriteria ATSP the axiomatic approach of the Pareto set reduction proposed by V. Noghin. For particular cases the series of "quanta of information" that guarantee the reduction of the Pareto set were identified. An approximation of the Pareto set to the bicriteria ATSP was found by a new generational multi-objective genetic algorithm. The experimental evaluation indicated the degree of reduction of the Pareto set approximation for various "quanta of information" and various problem structures.

Further research may include construction and analysis of new classes of multicriteria ATSP instances with complex structures of the Pareto set. It is also important to consider real-life ATSP instances with real-life decision maker and investigate effectiveness of the axiomatic approach for them. Moreover, developing a faster implementation of the multi-objective genetic algorithm with steadystate replacement and local search procedures has great interest.
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#### Abstract

We consider two strongly NP-hard problems of clustering a finite set of points in Euclidean Space. Both problems have applications, in particular, in data analysis, data mining, pattern recognition, and machine learning. In the first problem, an input set is given and we need to find a cluster (i.e., a subset) of a given size which minimizes the sum of squared distances between the elements of this cluster and its centroid (the geometric center). Every point outside this cluster is considered as singleton cluster. In the second problem, we need to partition a finite set into two clusters minimizing the sum over both clusters of the weighted intracluster sums of the squared distances between the elements of the clusters and their centers. The center of the first cluster is unknown and determined as the centroid, while the center of the second one is the origin. The weight factors for both intracluster sums are the given clusters sizes. In this paper, we present parameterized randomized algorithms for these problems. For given upper bounds of the relative error and failure probability, the parameter value is defined for which both our algorithms find approximate solutions in a polynomial time. This running time is linear on the space dimension and on the input set size. The conditions are found under which these algorithms are asymptotically exact and have the time complexity that is linear on the space dimension and quadratic on the size of the input set.
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## 1 Introduction

In the paper, we study two strongly NP-hard problems. The line of the study is the questions of the algorithmic approximability of these problems. Our goal is to construct fast approximation algorithms providing the solution in a linear time and also to find the conditions under which the algorithms guarantee the asymptotically exact solutions.

Despite the intensive research of the concerned problems during the last years and despite the fact that there are effective algorithms with performance guarantees (see the next section) for these problems, there have been no fast algorithms
with the linear time complexity until now. Meanwhile, such algorithms are necessary and demanded (especially in recent years) tools for solving the Big-scaling problems arising, particularly, in Data science, Data mining, Machine learning, Pattern recognition.

The paper has the following structure. Section 2 contains the problems formulation, their interpretation and known algorithmic results. In the same section we announce the obtained results. In Sect. 3, we formulate some statements to justify the algorithms and their properties. Finally, Sect. 4 contains the step-bystep description of the algorithms and justification of their properties (accuracy, time complexity, failure probability). Conditions under which the algorithms are asymptotically exact are established in the same section.

## 2 Problems Formulation and Related Problems, Known and Obtained Results

Everywhere below $\mathbb{R}$ denotes the set of real numbers, $\|\cdot\|$ denotes the Euclidean norm, and $\langle\cdot, \cdot\rangle$ denotes the scalar product.

The problems under consideration are stated as follows.
Problem 1. Given a set $\mathcal{Y}=\left\{y_{1}, \ldots, y_{N}\right\}$ in Euclidean space of dimension $d$ and a positive integer $M$. Find a subset $\mathcal{C} \subseteq \mathcal{Y}$ of size $M$ minimizing the value of

$$
f(\mathcal{C})=\sum_{y \in \mathcal{C}}\|y-\bar{y}(\mathcal{C})\|^{2}
$$

where $\bar{y}(\mathcal{C})=\frac{1}{|\mathcal{C}|} \sum_{y \in \mathcal{C}} y$ is the centroid of $\mathcal{C}$.
Problem 2. Given an $N$-element set $\mathcal{Y}$ of points in $d$-dimensional Euclidean space and a positive integer number $M \leq N$. Find a partition of $\mathcal{Y}$ into two non-empty clusters $\mathcal{C}$ and $\mathcal{Y} \backslash \mathcal{C}$ such that

$$
\begin{equation*}
g(\mathcal{C})=|\mathcal{C}| \sum_{y \in \mathcal{C}}\|y-\bar{y}(\mathcal{C})\|^{2}+|\mathcal{Y} \backslash \mathcal{C}| \sum_{y \in \mathcal{Y} \backslash \mathcal{C}}\|y\|^{2} \rightarrow \min \tag{1}
\end{equation*}
$$

subject to constraint $|\mathcal{C}|=M$.
Problem 1 can be treated as a search in the set $\mathcal{Y}$ for the subset in the form of spherical concentration of $M$ points having the minimum total quadratic variation with respect to their centroid. Since the centroid of a singleton set is equal to the unique element of this set, the problem can be also treated as a partition of $\mathcal{Y}$ into $N-M+1$ clusters such that the size of one of the clusters is equal to $M$ and the sizes of other clusters are equal to 1 .

In Problem 2, it is required to find a 2-partition of $\mathcal{Y}$ so as to minimize the sum of cardinality-weighted intracluster sums of squared distances between the points of the clusters and their centers; the center of cluster $\mathcal{Y} \backslash \mathcal{C}$ is the origin and the center of cluster $\mathcal{C}$ is the unknown centroid $\bar{y}(\mathcal{C})$.

One can treat both problems, in particular, as the problems of Data editing, Data cleaning, Data mining, and Machine learning (see, for example, [1-8] and papers cited therein). Some meaningful interpretations of Problems 1 and 2 can be found in [9-14,16-18].

The interpretation of Problem 1 in the terms of data analysis is the following. There is a table $\mathcal{Y}$ containing the results $\left\{y_{1}, \ldots, y_{N}\right\}$ of measurements of a tuple $y$ of $d$ significant digital informational characteristics for a family of some objects. Several objects are identical and have the same characteristics; the number $M$ of these objects is known. The remaining objects are various and have different characteristics. There is some error in each measurement result in the table. Moreover, no correspondence between the objects and the table elements is available. It is required, by using a criterium of total quadratic variation, to find a subset $\mathcal{C}$ of the input set $\mathcal{Y}$ corresponding to the set of identical objects and evaluate the tuple $\bar{y}(\mathcal{C})$ of characteristics of these objects based on the measurement results (taking into account that the data have some measurement errors).

Problem 2 can also be treated in a similar way. There is a table $\mathcal{Y}$ containing measurement results for two groups of objects. Each group consists of the homogeneous (in terms of a certain tuple of characteristics) objects. The first group $\mathcal{C}$ contains $M$ objects and the second group $\mathcal{Y} \backslash \mathcal{C}$ contains $(N-M)$ objects. The objects in the first group have unknown characteristics, while the objects in the second group have the given characteristics (in particular, one can consider that all characteristics are equal to zero). It is required, by using the criterium (1), to partition the family $\mathcal{Y}$ into two parts and to evaluate the characteristics of the objects in the first group (taking into account that there is some error in each measurement result).

First, let us recall the known results for each problem. Problem 1 is also known as $M$-Variance [19]. Strong NP-hardness of this problem is substantiated in [9]. In the same paper, it was shown that there does not exist a fully polynomial time approximation scheme (FPTAS) for this problem unless $P=N P$. The exact algorithms with time complexity $\mathcal{O}\left(d N^{d+1}\right)$ were proposed in [19, 20]. If the space dimension $d$ is fixed, these algorithms are polynomial and their time complexity is $\mathcal{O}\left(N^{d+1}\right)$.

An exact algorithm for the case of integer inputs was presented in [10]. The time complexity of the algorithm is $\mathcal{O}\left(d N(2 M B+1)^{d}\right)$, where $B$ is the maximum absolute coordinate value in the input set. If the space dimension is fixed, the algorithm is pseudopolynomial and its time complexity is $\mathcal{O}\left(N(M B)^{d}\right)$.

In [11], a 2 -approximation polynomial algorithm with time complexity $\mathcal{O}\left(d N^{2}\right)$ was presented for the general case of the problem. A polynomial time approximation scheme (PTAS) was proposed in [21]. The time complexity of the scheme is $\mathcal{O}\left(d N^{2 / \varepsilon+1}(9 / \varepsilon)^{3 / \varepsilon}\right)$, where $\varepsilon>0$ is a relative error.

In [12], the algorithm was proposed which allows finding a $(1+\varepsilon)$-approximate solution in $\mathcal{O}\left(d N^{2}(2 \sqrt{d} M / \varepsilon+2)^{d}\right)$ time for given $\varepsilon \in(0,1)$. For fixed space dimension $d$, the algorithm runs in $\mathcal{O}\left(N^{2}(M / \varepsilon)^{d}\right)$ time and implements an FPTAS.

An improved approximation scheme that allows finding a $(1+\varepsilon)$-approximate solution in $\mathcal{O}\left(d N^{2}\left(\sqrt{\frac{2 d}{\varepsilon}}+2\right)^{d}\right)$ time was proposed in [13]. If the space dimension is fixed, the algorithm implements an FPTAS, since its time complexity in this case is $\mathcal{O}\left(N^{2}(1 / \varepsilon)^{d / 2}\right)$. In the same work, an improved approximation scheme were proposed. The time complexity of this scheme is $\mathcal{O}\left(\sqrt{d} N^{2}\left(\frac{\pi e}{2}\right)^{d / 2}\left(\sqrt{\frac{2}{\varepsilon}}+\right.\right.$ $2)^{d}$ ). In the case of dimension $d=\mathcal{O}(\log N)$, the improved scheme remains polynomial. In this case it implements a PTAS with $\mathcal{O}\left(N^{C\left(1.05+\log \left(2+\sqrt{\frac{2}{\varepsilon}}\right)\right)}\right)$ time, where $C$ is a positive constant.

The following results were obtained for Problem 2. First, Problem 2 is close to the known [22-25] Mini-Sum 2-clustering problem. In this problem, it is required to find a 2 -partition minimizing the value of

$$
|\mathcal{C}| \sum_{y \in \mathcal{C}}\|y-\bar{y}(\mathcal{C})\|^{2}+|\mathcal{Y} \backslash \mathcal{C}| \sum_{y \in \mathcal{Y} \backslash \mathcal{C}}\|y-\bar{y}(\mathcal{Y} \backslash \mathcal{C})\|^{2}
$$

where the both centroids are unknown (in Problem 2, only one centroid is unknown). Note that Problem 2 and Mini-Sum 2-clustering problem are not equivalent. The strong NP-hardness of the both problems was proved in [14, 15]. In addition, in the cited papers it was shown that there are no FPTAS for these problems unless $P=N P$.

In [16], an exact algorithm was constructed for the case of Problem 2. In this case, the input points have integer components. The running time of the algorithm is $\mathcal{O}\left(d N(2 M B+1)^{d}\right)$, where $B$ is the maximum absolute value of coordinates of the input points. If the dimension $d$ of the space is fixed, the algorithm is pseudopolynomial and its running time is $\mathcal{O}\left(N(M B)^{d}\right)$.

An approximation algorithm that allows one to find a 2-approximate solution of the general case of the problem in $\mathcal{O}\left(d N^{2}\right)$ time was constructed in [17].

In [18], an approximation scheme that allows finding a $(1+\varepsilon)$-approximate solution in $\mathcal{O}\left(d N^{2}\left(\sqrt{\frac{2 d}{\varepsilon}}+2\right)^{d}\right)$ time was proposed. It implements an FPTAS in the case of the fixed space dimension, since its time complexity in that case is $\mathcal{O}\left(N^{2}(1 / \varepsilon)^{d / 2}\right)$.

Moreover, in [13], the modification of this algorithm with improved running time $\mathcal{O}\left(\sqrt{d} N^{2}\left(\frac{\pi e}{2}\right)^{d / 2}\left(\sqrt{\frac{2}{\varepsilon}}+2\right)^{d}\right)$ was proposed. The algorithm implements an FPTAS with $\mathcal{O}\left(N^{2}(1 / \varepsilon)^{d / 2}\right)$ running time in the case of fixed space dimension and remains polynomial for instances of dimension $d=\mathcal{O}(\log N)$. In this case it implements a PTAS with $\mathcal{O}\left(N^{C\left(1.05+\log \left(2+\sqrt{\frac{2}{\varepsilon}}\right)\right)}\right)$ time, where $C$ is a positive constant.

In this paper, we present randomized algorithms for Problems 1 and 2. Under assumption $M \geq \beta N$, where $\beta \in(0,1)$ is some constant, and given $\varepsilon>0$ and $\gamma \in(0,1)$, our algorithms find $(1+\varepsilon)$-approximate solutions of the problems with probability not less than $1-\gamma$ in $\mathcal{O}(d N)$ time. The conditions are found
under which the algorithms find $\left(1+\varepsilon_{N}\right)$-approximate solutions of the problems in $\mathcal{O}\left(d N^{2}\right)$ time with probability not less than $1-\gamma_{N}$, where $\varepsilon_{N} \rightarrow 0$ and $\gamma_{N} \rightarrow 0$ as $N \rightarrow \infty$, i.e., the conditions under which the algorithms are asymptotically exact.

## 3 Algorithms Foundations

In order to justify our algorithm we need a few auxiliary assertions.
The probabilistic basis of the algorithms is the following two lemmas [26]. The former is based on Markov inequality; the latter - on Chernoff bound.

Lemma 1. Let $\mathcal{Z}$ be an $N$-element set of points in d-dimensional Euclidean space, $\mathcal{C} \subseteq \mathcal{Z},|\mathcal{C}|=M$. Let $\mathcal{T}$ be a multiset obtained by randomly and independently choosing $k$ elements from $\mathcal{Z}$ with replacement. Moreover, let $\bar{z}(\mathcal{C})=\frac{1}{M} \sum_{z \in \mathcal{C}} z$ and $\bar{z}(\mathcal{T} \cap \mathcal{C})=\frac{1}{|\mathcal{T} \cap \mathcal{C}|} \sum_{z \in \mathcal{T} \cap \mathcal{C}} z$ be the centroids of set $\mathcal{C}$ and multiset $\mathcal{T} \cap \mathcal{C}$, respectively. Then

$$
\operatorname{Pr}\left(\left.\sum_{z \in \mathcal{C}}\|z-\bar{z}(\mathcal{T} \cap \mathcal{C})\|^{2} \geq\left(1+\frac{1}{\delta t}\right) \sum_{z \in \mathcal{C}}\|z-\bar{z}(\mathcal{C})\|^{2}| | \mathcal{T} \cap \mathcal{C} \right\rvert\, \geq t\right) \leq \delta
$$

for any positive integer $t \leq k$ and real $\delta \in(0,1)$.
Lemma 2. Let the conditions of Lemma 1 hold. Then

$$
\operatorname{Pr}\left(|\mathcal{T} \cap \mathcal{C}| \leq(1-\nu) \frac{M}{N} k\right) \leq e^{-\frac{\nu^{2} M k}{2 N}}
$$

for arbitrary $\nu \in(0,1)$.
The proof of the following lemma can be found in [16].
Lemma 3. Let

$$
S(\mathcal{C}, x)=|\mathcal{C}| \sum_{y \in \mathcal{C}}\|y-x\|^{2}+|\mathcal{Y} \backslash \mathcal{C}| \sum_{y \in \mathcal{Y} \backslash \mathcal{C}}\|y\|^{2}, \mathcal{C} \subseteq \mathcal{Y}, x \in \mathbb{R}^{d}
$$

Then the next statements are true:
(1) for any nonempty fixed set $\mathcal{C} \subseteq \mathcal{Y}$ the minimum of $S(\mathcal{C}, x)$ over $x \in \mathbb{R}^{d}$ is reached at the point $x=\bar{y}(\mathcal{C})$;
(2) if $|\mathcal{C}|=M=$ const, then for any fixed point $x \in \mathbb{R}^{d}$ the minimum of $S(\mathcal{C}, x)$ over $\mathcal{C} \subseteq \mathcal{Y}$ is reached at the subset $\mathcal{B}^{x}$ that consists of $M$ points of $\mathcal{Y}$ at which the function

$$
\begin{equation*}
h^{x}(y)=(2 M-N)\|y\|^{2}-2 M\langle y, x\rangle, \quad y \in \mathcal{Y}, \tag{2}
\end{equation*}
$$

has the smallest values.

## 4 Randomized Algorithms

Let us formulate the following algorithm for solving Problem 1.
Algorithm $\mathcal{A}_{1}$.
Input: a set $\mathcal{Y}$, a positive integer $M$, a parameter $k$.
Step 1. Generate a multiset $\mathcal{T}$ by independently and randomly choosing $k$ elements one after another (with replacement) from $\mathcal{Y}$.

Step 2. For each nonempty multisubset $\mathcal{H}$ of $\mathcal{T}$, compute the centroid $\bar{y}(\mathcal{H})$ and form a subset $\mathcal{C}$ that consists of $M$ elements closest (by distance) to $\bar{y}(\mathcal{H})$. Compute $f(\mathcal{C})$.

Step 3. In the family of solutions found at Step 2, choose the subset $\mathcal{C}=\mathcal{C}_{\mathcal{A}_{1}}$ for which $f(\mathcal{C})$ is minimal. If there are several optimal values, then choose any of them.

Output: the set $\mathcal{C}_{\mathcal{A}_{1}}$.
The algorithm for solving Problem 2 is similar; the main difference between the algorithms is in constructing a feasible solution of the problem at Step 2.

Algorithm $\mathcal{A}_{2}$.
Input: a set $\mathcal{Y}$, a positive integer $M$, a parameter $k$.
Step 1. Generate a multiset $\mathcal{T}$ by independently and randomly choosing $k$ elements one after another (with replacement) from $\mathcal{Y}$.

Step 2. For each nonempty multisubset $\mathcal{H}$ of $\mathcal{T}$, compute the centroid $\bar{y}(\mathcal{H})$ and form a subset $\mathcal{C}$ that consists of $M$ elements with the smallest values $h^{\bar{y}(\mathcal{H})}(z), z \in \mathcal{Y}$ (using formula (2)). Compute $g(\mathcal{C})$.

Step 3. In the family of solutions found at Step 2, choose the subset $\mathcal{C}=\mathcal{C}_{\mathcal{A}_{2}}$ for which $g(\mathcal{C})$ is minimal. If there are several optimal values, then choose any of them.

Output: the set $\mathcal{C}_{\mathcal{A}_{2}}$.
The following theorem is true.
Theorem 1. For an arbitrary real $\delta \in(0,1)$ and positive integers $t \leq k$, algorithms $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ find $\left(1+\frac{1}{\delta t}\right)$-approximate solutions of Problems 1 and 2 in $\mathcal{O}\left(2^{k} d(k+N)\right)$ time with a probability of at least $1-(\delta+\alpha)$, where $\alpha=$ $\sum_{i=0}^{t-1}\binom{k}{i}\left(\frac{M}{N}\right)^{i}\left(1-\frac{M}{N}\right)^{k-i}$.
Proof. Let us prove the accuracy bound of algorithm $\mathcal{A}_{1}$. Let $\mathcal{C}_{1}^{*}$ be the optimal solution of Problem 1 and let $\mathcal{C}_{\mathcal{A}_{1}}$ be the set produced by algorithm $\mathcal{A}_{1}$.

Assume that the multiset $\mathcal{T}$ is generated so that $\left|\mathcal{T} \cap \mathcal{C}_{1}^{*}\right| \geq 1$. In this case, the multisubset $\mathcal{H}=\mathcal{T} \cap \mathcal{C}_{1}^{*}$ was considered at Step 2 of the algorithm. Let $\mathcal{C}_{1}$ be the subset of $\mathcal{Y}$ constructed at this step, which consists of $M$ elements closest (by distance) to $\bar{y}\left(\mathcal{T} \cap \mathcal{C}_{1}^{*}\right)$.

The definition of Step 3 yields

$$
\begin{equation*}
f\left(\mathcal{C}_{\mathcal{A}_{1}}\right) \leq f\left(\mathcal{C}_{1}\right) . \tag{3}
\end{equation*}
$$

In addition, since for an arbitrary finite set $\mathcal{Z} \subset \mathbb{R}^{d}$ of points the minimum of $\sum_{y \in \mathcal{Z}}\|y-x\|^{2}$ over $x \in \mathbb{R}^{d}$ is reached at the point $x=\frac{1}{|\mathcal{Z}|} \sum_{z \in \mathcal{Z}} z$, for the right
side of (3) we get

$$
\begin{equation*}
f\left(\mathcal{C}_{1}\right)=\sum_{y \in \mathcal{C}_{1}}\left\|y-\bar{y}\left(\mathcal{C}_{1}\right)\right\|^{2} \leq \sum_{y \in \mathcal{C}_{1}}\|y-\bar{y}(\mathcal{H})\|^{2} \tag{4}
\end{equation*}
$$

Since $\mathcal{C}_{1}$ contains $M$ points closest to $\bar{y}(\mathcal{H})$, we have

$$
\begin{equation*}
\sum_{y \in \mathcal{C}_{1}}\|y-\bar{y}(\mathcal{H})\|^{2} \leq \sum_{y \in \mathcal{C}_{1}^{*}}\|y-\bar{y}(\mathcal{H})\|^{2} \tag{5}
\end{equation*}
$$

Combining (3)-(5), we get that, if $\left|\mathcal{T} \cap \mathcal{C}_{1}^{*}\right| \geq 1$, the following chain of inequalities is true:

$$
\begin{equation*}
f\left(\mathcal{C}_{\mathcal{A}_{1}}\right) \leq f\left(\mathcal{C}_{1}\right) \leq \sum_{y \in \mathcal{C}_{1}}\|y-\bar{y}(\mathcal{H})\|^{2} \leq \sum_{y \in \mathcal{C}_{1}^{*}}\|y-\bar{y}(\mathcal{H})\|^{2} \tag{6}
\end{equation*}
$$

Applying Lemma 1 with $\mathcal{Z}=\mathcal{Y}$ and $\mathcal{C}=\mathcal{C}_{1}^{*}$, we get that

$$
\begin{equation*}
\sum_{y \in \mathcal{C}_{1}^{*}}\|y-\bar{y}(\mathcal{H})\|^{2}<\left(1+\frac{1}{\delta t}\right) \sum_{y \in \mathcal{C}_{1}^{*}}\left\|y-\bar{y}\left(\mathcal{C}_{1}^{*}\right)\right\|^{2} \tag{7}
\end{equation*}
$$

under the condition $\left|\mathcal{T} \cap \mathcal{C}_{1}^{*}\right| \geq t$ with a probability of at least $1-\delta$.
Combining (6)-(7) yields that

$$
f\left(\mathcal{C}_{\mathcal{A}_{1}}\right)<\left(1+\frac{1}{\delta t}\right) \sum_{y \in \mathcal{C}_{1}^{*}}\left\|y-\bar{y}\left(\mathcal{C}_{1}^{*}\right)\right\|^{2}=\left(1+\frac{1}{\delta t}\right) f\left(\mathcal{C}_{1}^{*}\right)
$$

under the condition $\left|\mathcal{T} \cap \mathcal{C}_{1}^{*}\right| \geq t$ with a probability of at least $1-\delta$. In terms of conditional probability it means that

$$
\operatorname{Pr}\left(\left.f\left(\mathcal{C}_{\mathcal{A}_{1}}\right)<\left(1+\frac{1}{\delta t}\right) f\left(\mathcal{C}_{1}^{*}\right)| | \mathcal{T} \cap \mathcal{C}_{1}^{*} \right\rvert\, \geq t\right) \geq 1-\delta
$$

Therefore, denoting $\alpha=\operatorname{Pr}\left(\left|\mathcal{T} \cap \mathcal{C}_{1}^{*}\right|<t\right)$, we get

$$
\begin{aligned}
& \operatorname{Pr}\left(f\left(\mathcal{C}_{\mathcal{A}_{1}}\right) \geq\left(1+\frac{1}{\delta t}\right) f\left(\mathcal{C}_{1}^{*}\right)\right) \\
& =\operatorname{Pr}\left(f\left(\mathcal{C}_{\mathcal{A}_{1}}\right) \geq\left(1+\frac{1}{\delta t}\right) f\left(\mathcal{C}_{1}^{*}\right) \text { and }\left|\mathcal{T} \cap \mathcal{C}_{1}^{*}\right| \geq t\right)+ \\
& \quad \operatorname{Pr}\left(f\left(\mathcal{C}_{\mathcal{A}_{1}}\right) \geq\left(1+\frac{1}{\delta t}\right) f\left(\mathcal{C}_{1}^{*}\right) \text { and }\left|\mathcal{T} \cap \mathcal{C}_{1}^{*}\right|<t\right) \\
& \leq \operatorname{Pr}\left(\left.f\left(\mathcal{C}_{\mathcal{A}_{1}}\right) \geq\left(1+\frac{1}{\delta t}\right) f\left(\mathcal{C}_{1}^{*}\right)| | \mathcal{T} \cap \mathcal{C}_{1}^{*} \right\rvert\, \geq t\right)+\operatorname{Pr}\left(\left|\mathcal{T} \cap \mathcal{C}_{1}^{*}\right|<t\right) \\
& \leq \delta+\alpha
\end{aligned}
$$

Finally, equality $\alpha=\sum_{i=0}^{t-1}\binom{k}{i}\left(\frac{M}{N}\right)^{i}\left(1-\frac{M}{N}\right)^{k-i}$ follows from the fact that generating the multiset $\mathcal{T}$ can be considered as $k$ independent Bernoulli trials, where each "success" is the result "the element chosen from $\mathcal{Y}$ lies in $\mathcal{C}_{1}^{* "}$.

The proof of the accuracy bound of algorithm $\mathcal{A}_{2}$ is partially similar to the proof of the accuracy bound of algorithm $\mathcal{A}_{1}$. Let $\mathcal{C}_{2}^{*}$ be the optimal solution of Problem 2 and let $\mathcal{C}_{\mathcal{A}_{2}}$ be the set produced by algorithm $\mathcal{A}_{2}$. Assume that in algorithm $\mathcal{A}_{2}$ the multiset $\mathcal{T}$ is generated so that $\left|\mathcal{T} \cap \mathcal{C}_{2}^{*}\right| \geq 1$; in that case, let $\mathcal{C}_{2}$ be the subset of $\mathcal{Y}$ constructed at Step 2 , which consists of $M$ elements with the smallest values $h^{\bar{y}(\mathcal{H})}(z), z \in \mathcal{Y}$, for $\mathcal{H}=\mathcal{T} \cap \mathcal{C}_{2}^{*}$.

The definition of Step 3 yields

$$
\begin{equation*}
g\left(\mathcal{C}_{\mathcal{A}_{2}}\right) \leq g\left(\mathcal{C}_{2}\right) \tag{8}
\end{equation*}
$$

Similarly to (4), we obtain

$$
\begin{align*}
& g\left(\mathcal{C}_{2}\right)=\left|\mathcal{C}_{2}\right| \\
&\left|\sum_{y \in \mathcal{C}_{2}}\left\|y-\bar{y}\left(\mathcal{C}_{2}\right)\right\|^{2}+\left|\mathcal{Y} \backslash \mathcal{C}_{2}\right| \sum_{y \in \mathcal{Y} \backslash \mathcal{C}_{2}}\|y\|^{2}\right.  \tag{9}\\
& \leq\left|\mathcal{C}_{2}\right| \sum_{y \in \mathcal{C}_{2}}\|y-\bar{y}(\mathcal{H})\|^{2}+\left|\mathcal{Y} \backslash \mathcal{C}_{2}\right| \sum_{y \in \mathcal{Y} \backslash \mathcal{C}_{2}}\|y\|^{2} .
\end{align*}
$$

Since $\mathcal{C}_{2}$ contains $M$ points with the smallest values $h^{\bar{y}(\mathcal{H})}(z), z \in \mathcal{Y}$, according to Lemma 3 we have

$$
\begin{align*}
\left|\mathcal{C}_{2}\right| \sum_{y \in \mathcal{C}_{2}} \| & \|-\bar{y}(\mathcal{H})\|^{2}+\left|\mathcal{Y} \backslash \mathcal{C}_{2}\right| \sum_{y \in \mathcal{Y} \backslash \mathcal{C}_{2}}\|y\|^{2} \\
& \leq\left|\mathcal{C}_{2}^{*}\right| \sum_{y \in \mathcal{C}_{2}^{*}}\|y-\bar{y}(\mathcal{H})\|^{2}+\left|\mathcal{Y} \backslash \mathcal{C}_{2}^{*}\right| \sum_{y \in \mathcal{Y} \backslash \mathcal{C}_{2}^{*}}\|y\|^{2} . \tag{10}
\end{align*}
$$

As for algorithm $\mathcal{A}_{1}$, combining (8)-(10) and applying Lemma 1 yield that

$$
g\left(\mathcal{C}_{\mathcal{A}_{2}}\right)<\left(1+\frac{1}{\delta t}\right)\left|\mathcal{C}_{2}^{*}\right| \sum_{y \in \mathcal{C}_{2}^{*}}\left\|y-\bar{y}\left(\mathcal{C}_{2}^{*}\right)\right\|^{2}+\left|\mathcal{Y} \backslash \mathcal{C}_{2}^{*}\right| \sum_{y \in \mathcal{Y} \backslash \mathcal{C}_{2}^{*}}\|y\|^{2}
$$

under the condition $\left|\mathcal{T} \cap \mathcal{C}_{2}^{*}\right| \geq t$ with a probability of at least $1-\delta$, where the right side can be bounded from above by $\left(1+\frac{1}{\delta t}\right) g\left(\mathcal{C}_{2}^{*}\right)$. The remaining proof is similar to the previous proof.

Let us estimate the time complexity of the algorithms. Step 1 requires $\mathcal{O}(k)$ time. Step 2 is executed $2^{k}$ times. The centroid of each multisubset $\mathcal{H}$ in both algorithms is computed in $\mathcal{O}(d k)$ time. In algorithm $\mathcal{A}_{1}$, the distances between this centroid and points of $\mathcal{Y}$ are computed in $\mathcal{O}(d N)$ time, and $M$ points closest to this centroid are chosen in $\mathcal{O}(N)$ time without sorting (see, e.g., [27]). Similarly, in algorithm $\mathcal{A}_{2}$, calculation of $h^{\bar{y}(\mathcal{H})}(z), z \in \mathcal{Y}$, requires at most $\mathcal{O}(d N)$ time, and finding $M$ smallest elements in the set of $N$ elements requires $\mathcal{O}(N)$ time without sorting. Step 3 (choosing the least element) requires at most $\mathcal{O}\left(2^{k}\right)$ time. Thus, the time complexity of both algorithms is equal to $\mathcal{O}\left(2^{k} d(k+N)\right)$.
Corollary 1. Assume that $M \geq \beta N$, where $\beta \in(0,1)$ is a constant. Then, given $\varepsilon>0$ and $\gamma \in(0,1)$ for the fixed parameter $k=\max \left(\left\lceil\frac{2}{\beta}\left\lceil\frac{2}{\gamma \varepsilon}\right\rceil\right\rceil,\left\lceil\frac{8}{\beta} \ln \frac{2}{\gamma}\right\rceil\right)$, algorithms $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ find $(1+\varepsilon)$-approximate solutions of Problems 1 and 2 in $\mathcal{O}(d N)$ time with probability of at least $1-\gamma$.

Proof. Let us prove the corollary for algorithm $\mathcal{A}_{1}$ (the proof for algorithm $\mathcal{A}_{2}$ is similar). Let $\delta=\frac{\gamma}{2}, t=\left\lceil\frac{1}{\delta \varepsilon}\right\rceil=\left\lceil\frac{2}{\gamma \varepsilon}\right\rceil$. Note that in that case $k \geq \frac{2 t}{\beta}$ and $k \geq \frac{8}{\beta} \ln \frac{2}{\gamma}$. Applying Lemma 2 for $\nu=\frac{1}{2}$ and $\mathcal{C}=\mathcal{C}_{1}^{*}$ we get that

$$
\operatorname{Pr}\left(\left|\mathcal{T} \cap \mathcal{C}_{1}^{*}\right| \leq \frac{k M}{2 N}\right) \leq e^{-\frac{k M}{8 N}}
$$

Then, under the conditions of the corollary the following holds

$$
\begin{gathered}
\alpha=\operatorname{Pr}\left(\left|\mathcal{T} \cap \mathcal{C}_{1}^{*}\right|<t\right) \leq \operatorname{Pr}\left(\left|\mathcal{T} \cap \mathcal{C}_{1}^{*}\right|<\frac{\beta k}{2}\right) \leq \operatorname{Pr}\left(\left|\mathcal{T} \cap \mathcal{C}_{1}^{*}\right| \leq \frac{k M}{2 N}\right) \\
\leq e^{-\frac{k M}{8 N}} \leq e^{-\frac{M}{\beta N} \ln \frac{2}{\gamma}} \leq e^{-\ln \frac{2}{\gamma}}=\frac{\gamma}{2}
\end{gathered}
$$

Therefore, by Theorem 1, for the specified value of $k$, algorithm $\mathcal{A}_{1}$ finds the solution of Problem 1 with the relative error $\frac{1}{\delta t}=\left(\frac{\gamma}{2}\left\lceil\frac{2}{\gamma \varepsilon}\right\rceil\right)^{-1} \leq \varepsilon$ in $\mathcal{O}\left(2^{k} d(k+N)\right)$ time with failure probability of at most $\delta+\alpha \leq \frac{\gamma}{2}+\frac{\gamma}{2}=\gamma$. Since the parameter $k$ is fixed, under the specified conditions the running time of the algorithm is $\mathcal{O}(d N)$.

Theorem 2. Let $k=\left\lceil\log _{2} N\right\rceil$. Assume that $M \geq \beta N$, where $\beta \in(0,1)$ is a constant. Then algorithms $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ find $\left(1+\varepsilon_{N}\right)$-approximate solutions of Problems 1 and 2 with probability $1-\gamma_{N}$ in $\mathcal{O}\left(d N^{2}\right)$ time, where $\varepsilon_{N} \xrightarrow[N \rightarrow \infty]{ } 0$, $\gamma_{N} \xrightarrow[N \rightarrow \infty]{ } 0$.

Proof. The time complexity bound of the algorithms under the condition $k=$ $\left\lceil\log _{2} N\right\rceil$ is obvious.

As in Corollary 1, let us estimate the relative error and the failure probability of algorithm $\mathcal{A}_{1}$. Under the conditions of Theorem 1, let $\delta=\left(\log _{2} N\right)^{-1 / 2}$, $t=\left\lceil\frac{k M}{2 N}\right\rceil$. With such values of the parameters, the relative error $\varepsilon_{N}=\frac{1}{\delta t}=$ $\left(\log _{2} N\right)^{1 / 2} /\left\lceil\frac{k M}{2 N}\right\rceil$ can be bounded above by the value $\frac{2}{\beta}\left(\log _{2} N\right)^{-1 / 2} \xrightarrow[N \rightarrow \infty]{ } 0$.

Next, applying Lemma 2 for $\nu=\frac{1}{2}$ and $\mathcal{C}=\mathcal{C}_{1}^{*}$ we get that

$$
\operatorname{Pr}\left(\left|\mathcal{T} \cap \mathcal{C}_{1}^{*}\right| \leq \frac{k M}{2 N}\right) \leq e^{-\frac{k M}{8 N}}
$$

Therefore,

$$
\begin{aligned}
\alpha=\operatorname{Pr} & \left(\left|\mathcal{T} \cap \mathcal{C}_{1}^{*}\right|<t\right) \leq \operatorname{Pr}\left(\left|\mathcal{T} \cap \mathcal{C}_{1}^{*}\right| \leq \frac{k M}{2 N}\right) \\
& \leq e^{-\frac{k M}{8 N}} \leq e^{-\frac{\beta \log _{2} N}{8}}=N^{-\frac{\beta}{8 \ln 2}} \xrightarrow[N \rightarrow \infty]{ } 0 .
\end{aligned}
$$

Thus, for the failure probability $\gamma_{N}$ of the algorithm we have $\gamma_{N}=\delta+$ $\alpha \xrightarrow[N \rightarrow \infty]{ } 0$.

## 5 Conclusion

In this paper we have presented similar randomized algorithms for two different strongly NP-hard quadratic Euclidean 2-clustering problems.

Our algorithms allow finding approximate solutions in a time that is linear on the space dimension and on the input size of the problems for given upper bounds of the relative error, failure probability and for an established parameter value. The conditions are found under which both algorithms are polynomial and asymptotically exact.

In our opinion, these algorithms will be useful, in particular, in Data mining, Pattern recognition, and Machine learning.
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#### Abstract

The following problem is considered. Given a finite sequence of Euclidean points, find a subsequence of the longest length (size) such that the sum of squared distances between the elements of this subsequence and its unknown centroid (geometrical center) is at most a given percentage of the sum of squared distances between the elements of the input sequence and its centroid. This problem models, in particular, one of the data analysis problems, namely, search for the maximum subset of elements close to each other in the sense of the bounded from above the total quadratic scatter in the set of time-ordered data. It can be treated as a data editing problem aimed at the removal of extraneous (dissimilar) elements. It is shown that the problem is strongly NP-hard. A polynomial time approximation algorithm is proposed. It either finds out that the problem has no solutions or outputs a $1 / 2$-approximate solution if the length $M^{*}$ of an optimal subsequence is even, or it outputs a $\left(M^{*}-1\right) / 2 M^{*}$-approximate solution if $M^{*}$ is odd. Some examples of numerical experiments illustrating the algorithm suitability are presented.
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## 1 Introduction

In the paper we consider a discrete optimization problem that models the search for the maximum subset of objects close to each other in the set of time-ordered measurement results. Our goal is to study computational complexity of the problem and to propose an algorithm solving it.

The study is motivated, on the one hand, by the absence of published results on the problem complexity status and algorithms with guaranteed performance
bounds, and on the other hand, by its importance for the applications related, in particular, to data editing, data cleaning, data mining, machine learning, etc. (see the next section).

The paper is organized as follows. In Sect. 2, we present the mathematical statement of the considered problem and the motivation of our study. The statements of known related problems are also given. In the next section, we show that the problem is strongly NP-hard. In Sect. 4, some preliminary results for the algorithm analysis are proved. The polynomial time approximation algorithm and its analysis can be found in Sect. 5. Finally, Sect. 6 contains some results of numerical experiments illustrating the algorithm suitability.

## 2 Problem Formulation and Related Problems

Everywhere below denote by $\mathbb{R}$ the set of real numbers and by $\|\cdot\|$ the Euclidean norm.

The problem under consideration is stated as follows.
Problem 1. Given a sequence $\mathcal{Y}=\left(y_{1}, \ldots, y_{N}\right)$ of points in $\mathbb{R}^{q}$, some positive integer numbers $T_{\min }, T_{\max }$, and a number $\alpha \in(0,1)$. Find a subset $\mathcal{M}=$ $\left\{n_{1}, \ldots, n_{M}\right\} \subseteq \mathcal{N}=\{1, \ldots, N\}$ of largest size such that

$$
\begin{equation*}
T_{\min } \leq n_{m}-n_{m-1} \leq T_{\max } \leq N, m=2, \ldots, M \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
F(\mathcal{M})=\sum_{j \in \mathcal{M}}\left\|y_{j}-\bar{y}(\mathcal{M})\right\|^{2} \leq \alpha \sum_{j \in \mathcal{N}}\left\|y_{j}-\bar{y}(\mathcal{N})\right\|^{2}, \tag{2}
\end{equation*}
$$

where $\bar{y}(\mathcal{M})=\frac{1}{|\mathcal{M}|} \sum_{i \in \mathcal{M}} y_{i}$ and $\bar{y}(\mathcal{N})=\frac{1}{N} \sum_{i \in \mathcal{N}} y_{i}$ are the centroids (geometrical centers) of the multisets $\left\{y_{i} \in \mathcal{Y} \mid i \in \mathcal{M}\right\}$ and $\left\{y_{i} \in \mathcal{Y} \mid i \in \mathcal{N}\right\}$ respectively.

The close in statement problem is following.
Problem 2. Given a sequence $\mathcal{Y}=\left(y_{1}, \ldots, y_{N}\right)$ of points in $\mathbb{R}^{q}$ and positive integer numbers $T_{\min }, T_{\max }$ and $M>1$. Find a subset $\mathcal{M}=\left\{n_{1}, \ldots, n_{M}\right\} \subseteq$ $\mathcal{N}=\{1, \ldots, N\}$ of indices of the sequence elements minimazing $F(\mathcal{M})$ subject to constraints (1).

Problem 2 has the following interpretation (see, for example, [1-4]). There is a time series containing $N$ measurements $y_{1}, \ldots, y_{N}$ of $q$ numerical characteristics of some objects. Each measurement result in the time series has an error, and no correspondence between the elements of the time series and the objects is known. Some of these objects have identical characteristics (or one can say that in the time series there are several measurements of one significant object). Other objects are distinguished and have different characteristics (or one can say that in the time series there are some measurements which are treated as "outliers" due to malfunction of the measuring device). The number $M$ of measurements of identical objects is known. In addition, it is known that the time
interval between every two consequent results of measuring characteristics of the identical objects is bounded from above and below by some constants $T_{\max }$ and $T_{\min }$. The characteristics of identical objects in contrast to the characteristics of other objects have an important information value. It is required to find the subsequence of measurements which correspond to the identical objects using the criterion of minimum sum of squared distances and to estimate the characteristics of these objects (taking into account the measuring errors in the data).

Problem 1 has a similar interpretation, namely, one needs to find in a sequence $\mathcal{Y}$ a multisubset $\left\{y_{i} \in \mathcal{Y} \mid i \in \mathcal{M}\right\}$ of the maximum cardinality whose elements are well concentrated, i. e. total quadratic scatter of points relative to the unknown centroid $\bar{y}(\mathcal{M})$ is at most $\alpha$ times the total quadratic scatter of the input sequence $\mathcal{Y}$ of points relative to its centroid $\bar{y}(\mathcal{N})$. If the points of the input sequence $\mathcal{Y}$ correspond to time-ordered measurement results of characteristics of some objects and these results could contain errors whose dispersion is bounded from above by some threshold (the right part of (2)), then solving Problem 1 would find a multisubset $\left\{y_{i} \in \mathcal{Y} \mid i \in \mathcal{M}\right\}$ of the maximum cardinality containing no data with significant (exceeding the threshold) error. The level of the threshold can be regulated by the parameter $\alpha$.

The difference between Problem 1 and Problem 2 is that in Problem 1, the size $M$ of the sought sequence should be maximized (in Problem 2, this size is given) under the bound on the value of the object function $F$ of Problem 2.

The problems of subsequence search, similar to stated above, are typical for Data editing and Data cleaning problems (see, e.g., [5-7]). In problems of Machine learning and Data mining, cleaning the data from extraneous "outliers" is generally considered as a necessary element [8-15].

For Problem 2, having a direct relation to the above-mentioned problems, several algorithmic results are currently obtained (see [1-4]). For the considered Problem 1, similar by statement to Problem 2, no algorithms with guaranteed performance bounds are known; its complexity status is also open.

In the current paper, we show that Problem 1 is strongly NP-hard and we propose an effective tool for solving it - a polynomial-time approximation algorithm with preciseness bound close to $1 / 2$.

## 3 Problem Complexity

Remind the following strongly NP-hard [16] problem.
Problem 3. Given a set $\mathcal{Y}=\left\{y_{1}, \ldots, y_{N}\right\}$ of points in $\mathbb{R}^{q}$, and a number $\alpha \in$ $(0,1)$. Find a subset $\mathcal{C} \subset \mathcal{Y}$ of largest cardinality such that

$$
\sum_{y \in \mathcal{C}}\|y-\bar{y}(\mathcal{C})\|^{2} \leq \alpha \sum_{y \in \mathcal{Y}}\|y-\bar{y}(\mathcal{Y})\|^{2}
$$

where $\bar{y}(\mathcal{C})=\frac{1}{|\mathcal{C}|} \sum_{y \in \mathcal{C}} y$ and $\bar{y}(\mathcal{Y})=\frac{1}{|\mathcal{Y}|} \sum_{y \in \mathcal{Y}} y$ are the centroids of the subset $\mathcal{C}$ and the input set $\mathcal{Y}$ respectively.

The following statement is true since Problem 3 is a partial case of Problem 1, when $T_{\min }=1$ and $T_{\max }=N$.

Proposition 1. Problem 1 is strongly NP-hard.

## 4 Auxiliary Results

In order to justify our algorithm we need several lemmas and an auxiliary polynomially solvable problem.

First, remind the following well-known result (see, for example, [17, 18]).
Lemma 1. Let $\bar{z}=\frac{1}{|\mathcal{Z}|} \sum_{z \in \mathcal{Z}} z$ be the centroid of the finite set $\mathcal{Z} \subset \mathbb{R}^{q}$ and let a point $x \in \mathbb{R}^{q}$ satisfy the condition $\|x-\bar{z}\| \leq\|z-\bar{z}\|$ for each $z \in \mathcal{Z}$. Then,

$$
\sum_{z \in \mathcal{Z}}\|z-\bar{z}\|^{2} \leq \sum_{z \in \mathcal{Z}}\|z-x\|^{2} \leq 2 \sum_{z \in \mathcal{Z}}\|z-\bar{z}\|^{2}
$$

Note that Lemma 1 holds for the case when $\mathcal{Z}$ is any finite multiset or any sequence of finite size.

Next, we need an exact polynomial-time algorithm for solving the following auxiliary problem.

Problem 4. Given a sequence $\mathcal{Y}=\left(y_{1}, \ldots, y_{N}\right)$ of points in $\mathbb{R}^{q}$, a point $x \in \mathbb{R}^{q}$, positive integer numbers $T_{\min }, T_{\max }$ and $M>1$. Find a subset $\mathcal{M}=\left\{n_{1}, \ldots, n_{M}\right\} \subseteq \mathcal{N}$ of indexes of the sequence elements such that

$$
\begin{equation*}
f^{x}(\mathcal{M})=\sum_{i \in \mathcal{M}}\left\|y_{i}-x\right\|^{2} \rightarrow \min \tag{3}
\end{equation*}
$$

while the elements of the tuple $\left(n_{1}, \ldots, n_{M}\right)$ satisfy the constraints (1).
A dynamic programming scheme is presented in the next lemma and its corollary. This scheme allows to find the optimal solution $\mathcal{M}^{x}$ of Problem 4. The presented scheme is based on the results of $[2,19]$ and given here for completeness.

Lemma 2. For any positive integer $M>1$, such that $(M-1) T_{\min } \leq N-1$, and for an arbitrary point $x \in \mathbb{R}^{q}$ the optimum $f_{\min }^{x}=\min _{\mathcal{M}} f^{x}(\mathcal{M})$ of Problem 4 could be found as

$$
\begin{equation*}
f_{\min }^{x}=\min _{n \in \omega_{M}} f_{M}^{x}(n) \tag{4}
\end{equation*}
$$

where the values of the functions $f_{M}^{x}(n), n \in \omega_{M}$, are calculated using the following recurrent formulas

$$
f_{m}^{x}(n)= \begin{cases}\left\|y_{n}-x\right\|^{2}, & \text { if } n \in \omega_{1}, m=1  \tag{5}\\ \left\|y_{n}-x\right\|^{2}+\min _{j \in \gamma_{m-1}^{-}(n)} f_{m-1}^{x}(j), & \text { if } n \in \omega_{m}, m=2, \ldots, M\end{cases}
$$

where

$$
\omega_{m}=\left\{n \mid 1+(m-1) T_{\min } \leq n \leq N-(M-m) T_{\min }\right\}, m=1, \ldots, M
$$

$$
\begin{aligned}
\gamma_{m-1}^{-}(n)=\left\{j \mid \max \left\{1+(m-2) T_{\min }, n-T_{\max }\right\} \leq\right. & \left.j \leq n-T_{\min }\right\} \\
& n \in \omega_{m}, m=2, \ldots, M
\end{aligned}
$$

Corollary 1. Elements $n_{1}^{x}, \ldots, n_{M}^{x}$ of the optimal tuple $\mathcal{M}^{x}$ can be found by the formulas:

$$
\begin{gather*}
n_{M}^{x}=\arg \min _{n \in \omega_{M}} f_{M}^{x}(n)  \tag{6}\\
n_{m-1}^{x}=\arg \min _{n \in \gamma_{m}^{-}\left(n_{m}^{x}\right)} f_{m}^{x}(n), m=M, M-1, \ldots, 2 \tag{7}
\end{gather*}
$$

The algorithm implementing the scheme above is presented below in a step-by-step description.

Algorithm $\mathcal{A}_{1}$.
Input: a sequence $\mathcal{Y}$, a point $x$, numbers $T_{\min }, T_{\max }$ and $M$.
Step 1. Compute $\left\|y_{n}-x\right\|^{2}$ for each $n \in \mathcal{N}$.
Step 2. Using formulas (5), calculate the values $f_{m}^{x}(n)$ for each $n \in \omega_{m}$ while $m=1, \ldots, M$.

Step 3. Find the minimum $f_{\text {min }}^{x}$ of the objective function (3) using (4) and the optimal tuple $\mathcal{M}^{x}=\left(n_{1}^{x}, \ldots, n_{M}^{x}\right)$ by formulas (6), (7).

Output: the tuple $\mathcal{M}^{x}=\left(n_{1}^{x}, \ldots, n_{M}^{x}\right)$.
Remark 1. In [2,19], it was proved that the algorithm $\mathcal{A}_{1}$ finds an optimal solution of Problem 4 in $\mathcal{O}\left(N\left(M\left(T_{\max }-T_{\min }+1\right)+q\right)\right)$ time. In this expression, the value $T_{\max }-T_{\min }+1$ is at most $N$. Therefore, the running time of the algorithm is estimated as $\mathcal{O}(N(M N+q))$.

Remark 2. In accordance with Lemma $2, M \in\left\{2, \ldots, M_{\max }\right\}$, where

$$
M_{\max }=\left\lfloor\frac{N-1}{T_{\min }}\right\rfloor+1 .
$$

Further, we need the following easily verifiable property.
Property 1. If $\mathcal{M}_{1} \subseteq \mathcal{M}_{2}$, then $F\left(\mathcal{M}_{1}\right) \leq F\left(\mathcal{M}_{2}\right)$ and $f^{x}\left(\mathcal{M}_{1}\right) \leq f^{x}\left(\mathcal{M}_{2}\right)$ for any fixed $x \in \mathbb{R}^{q}$.

Let $\Omega_{2}$ be the set of all possible subsets $\mathcal{M}$ of size 2 , satisfying the condition (1).

In addition, we need the next auxiliary assertion.
Lemma 3. If in the indices set $\mathcal{N}$ of the sequence $\mathcal{Y}$ there is a subset $\mathcal{M}=$ $\{i, k\} \in \Omega_{2}$ such that

$$
\left\|y_{i}-y_{k}\right\|^{2} \leq 2 \alpha \sum_{j \in \mathcal{N}}\left\|y_{j}-\bar{y}(\mathcal{N})\right\|^{2}
$$

then Problem 1 has a solution.

Proof. The minimum admissible size $M$ of the set $\mathcal{M}$ in Problem 1 is equal to 2 . Due to the well known equality on sum of squared distances between points in a finite set and its centroid and sum of squares of pairwise distances between the points of this set, for every set $\mathcal{M}=\{i, k\}$ the following equality is true:

$$
F(\mathcal{M})=\sum_{j \in \mathcal{M}}\left\|y_{j}-\bar{y}(\mathcal{M})\right\|^{2}=\frac{1}{2}\left\|y_{i}-y_{k}\right\|^{2}
$$

Now it remains to use Property 1 and note that the inequality (2) is a necessary condition of solvability of Problem 1.

## 5 Approximation Algorithm

The suggested approach for finding an approximate solution of Problem 1 is following. First the algorithm finds out whether an admissible solution exists. Next, for each point $y$ of the input sequence $\mathcal{Y}$ and for each $M \in\left\{2, \ldots, M_{\max }\right\}$ an auxiliary Problem 4 (with $x=y$ ) is solved by the algorithm $\mathcal{A}_{1}$. A family of admissible (i.e. satisfying the inequality (2)) solutions of Problem 1 is formed from the found solutions (the indices sets). The best (in the sense of the maximum size) of the solutions in this family is outputted. The following algorithm realizes this approach.

## Algorithm $\mathcal{A}$.

Input: a sequence $\mathcal{Y}$ and numbers $T_{\min }, T_{\max }$, and $\alpha$.
Step 1. Compute $A=\alpha \sum_{j \in \mathcal{N}}\left\|y_{j}-\bar{y}(\mathcal{N})\right\|^{2}$.
Step 2. For all sets $\{i, k\} \in \Omega_{2}$ calculate $\left\|y_{i}-y_{k}\right\|^{2}$. If no element of the set $\left\{\left\|y_{i}-y_{k}\right\|^{2} \mid\{i, k\} \in \Omega_{2}\right\}$ satisfies the condition $\left\|y_{i}-y_{k}\right\|^{2} \leq 2 A$, then go to Output 1.

For each $y \in \mathcal{Y}$ perform Steps 3 and 4.
Step 3. For every $M=2, \ldots, M_{\max }$ using the algorithm $\mathcal{A}_{1}$ find a solution $\mathcal{M}_{M}^{y}=\left\{n_{1}^{y}, \ldots, n_{M}^{y}\right\}$ of Problem 4 with $x=y$ and calculate for this solution the value of the objective function $F\left(\mathcal{M}_{M}^{y}\right)$.

Step 4. In the family $\left\{\mathcal{M}_{M}^{y}, M=2, \ldots, M_{\max }\right\}$ of the sets obtained in Step 3, find a set $\mathcal{M}_{\max }^{y}$ of maximum cardinality for which $F\left(\mathcal{M}_{M}^{y}\right) \leq A$.

Step 5. In the set $\left\{\mathcal{M}_{\max }^{y} \mid y \in \mathcal{Y}\right\}$ of admissible sets constructed in Step 4, choose as an output $\mathcal{M}_{A}$ the set $\mathcal{M}_{\max }^{y}$ of maximum cardinality. If there are several such sets choose one with the minimum value of $F$.

Output 1: there are no solutions.
Output 2: the tuple $\mathcal{M}_{A}$.
The following theorem is true
Theorem 1. If there are no solutions of Problem 1, the algorithm $\mathcal{A}$ establishes this fact in $\mathcal{O}\left(N\left(T_{\max }-T_{\min }+1\right) q\right)$ time. Otherwise, if the cardinality $M^{*}$ of the optimal solution of Problem 1 is even, this algorithm finds a 1/2-approximate solution in $\mathcal{O}\left(N^{3}\left(N\left(T_{\max }-T_{\min }+1\right)+q\right)\right)$ time. If $M^{*}$ is odd, the algorithm finds a $\frac{1}{2}\left(1-\frac{1}{M^{*}}\right)$-approximate solution in the same time.

Proof. The correctness of the algorithm and its complexity in the case when Problem 1 has no solutions follows from Lemma 3 and an evident bound $\left|\Omega_{2}\right| \leq$ $N\left(T_{\max }-T_{\min }+1\right)$.

Assume that Problem 1 has an admissible solution. Introduce the following notation for an optimal solution of Problem 1. Let $\mathcal{C}^{*}=\left\{y_{i} \in \mathcal{Y} \mid i \in \mathcal{M}^{*}\right\}$ be a multiset containing the elements of the sequence $\mathcal{Y}$ with the indices in $\mathcal{M}^{*}$ of maximum size $M^{*}$. Let $\bar{y}\left(\mathcal{M}^{*}\right)$ be the centroid of the multiset $\mathcal{C}^{*}, t$ be the closest to $\bar{y}\left(\mathcal{C}^{*}\right)$ point in $\mathcal{C}^{*}$. Then by Lemma 1 we have

$$
f^{t}\left(\mathcal{M}^{*}\right)=\sum_{j \in \mathcal{M}^{*}}\left\|y_{j}-t\right\|^{2} \leq 2 \sum_{j \in \mathcal{M}^{*}}\left\|y_{j}-\bar{y}\left(\mathcal{M}^{*}\right)\right\|^{2}=2 F\left(\mathcal{M}^{*}\right) \leq 2 A
$$

where $A$ is defined in Step 1 of the algorithm.
Put $M^{\prime}=\left\lfloor M^{*} / 2\right\rfloor$. Let $\mathcal{M}_{1}$ be the first $M^{\prime}$ indices of the set $\mathcal{M}^{*}$ and $\mathcal{M}_{2}$ be the next $M^{\prime}$ indices of the set $\mathcal{M}^{*}$. Note that in this case both $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ satisfy the inequalities (1). Besides, by Property 1

$$
f^{t}\left(\mathcal{M}_{1}\right)+f^{t}\left(\mathcal{M}_{2}\right)=f^{t}\left(\mathcal{M}_{1} \cup \mathcal{M}_{2}\right) \leq f^{t}\left(\mathcal{M}^{*}\right)
$$

Let $\mathcal{M} \in\left\{\mathcal{M}_{i}, i=1,2\right\}$ satisfy the inequality $f^{t}\left(\mathcal{M}_{i}\right) \leq f^{t}\left(\mathcal{M}^{*}\right) / 2$. Then

$$
f^{t}(\mathcal{M}) \leq f^{t}\left(\mathcal{M}^{*}\right) / 2 \leq A
$$

i.e. $\mathcal{M}$ is an admissible solution of Problem 1 with the set size $M^{\prime}$. Besides, $\mathcal{M}$ is an admissible solution of Problem 4 with $x=t$ and $M=M^{\prime}$. But then for the set $\mathcal{M}_{M^{\prime}}^{t}$, being an optimal solution of this problem, the condition $f^{t}\left(\mathcal{M}_{M^{\prime}}^{t}\right) \leq A$ is also true yielding by Lemma 1 the bound

$$
F\left(\mathcal{M}_{M^{\prime}}^{t}\right) \leq f^{t}\left(\mathcal{M}_{M^{\prime}}^{t}\right) \leq A
$$

It remains to note that at Step 5 the point $t$ closest to the centroid of the optimal cluster in the family $\left\{\mathcal{M}_{\max }^{y} \mid y \in \mathcal{Y}\right\}$ and the corresponding set $\mathcal{M}_{\max }^{t}$ of cardinality $\left|\mathcal{M}_{\max }^{t}\right| \geq\left|\mathcal{M}_{M^{\prime}}^{t}\right|=M^{\prime}$, clearly, will be considered. So, the solution $\mathcal{M}_{A}$ found by the algorithm $\mathcal{A}$ also contains at least $M^{\prime}=\left\lfloor M^{*} / 2\right\rfloor$ elements. Therefore, for even $M^{*}$ the preciseness of the algorithm is bounded by

$$
\frac{\left\lfloor\frac{M^{*}}{2}\right\rfloor}{M^{*}}=\frac{1}{2},
$$

and for odd - by

$$
\frac{\left\lfloor\frac{M^{*}}{2}\right\rfloor}{M^{*}}=\frac{M^{*}-1}{2 M^{*}}=\frac{1}{2}\left(1-\frac{1}{M^{*}}\right) .
$$

Evaluate the time complexity of the algorithm in the case when Problem 1 has an admissible solution. Step 1 requires $\mathcal{O}(q N)$ operations, Step 2 can be done in $\mathcal{O}\left(q N\left(T_{\max }-T_{\min }+1\right)\right)$ operations. The most time consuming Step 3 could require $\mathcal{O}\left(M_{\max } N^{2}\left(M_{\max }\left(T_{\max }-T_{\min }+1\right)+q\right)\right)$ operations since for each of the $N$ points the algorithm $\mathcal{A}_{1}$ is fulfilled $M_{\max }-1$ times for every $M \in$ $\left\{2, \ldots, M_{\max }\right\}$ and requires $\mathcal{O}\left(N\left(M\left(T_{\max }-T_{\min }+1\right)+q\right)\right)$ operations for every
$M$ (see Remark 1). The comparison operations in Steps 4 and 5 are fulfilled in $\mathcal{O}(N)$ time, and the calculation time of the values of $F$ is at most $\mathcal{O}(q N)$. Since $M_{\max } \leq N$ (see Remark 2), the total running time of the algorithm is $\mathcal{O}\left(N^{3}\left(N\left(T_{\max }-T_{\min }+1\right)+q\right)\right)$, that is at most $\mathcal{O}\left(N^{3}\left(N^{2}+q\right)\right)$, since $T_{\max }-$ $T_{\min }+1 \leq N$.

## 6 Examples of Numerical Experiments

The figures presented below show the suitability of the algorithm for the problem of search for a subsequence of similar elements in a data collection. An input sequence of points (out of 500 points) is shown in Fig. 1a (upper tape). Each point of the sequence corresponds to a vertical strip. The subsequence of points found by the algorithm for $\alpha=0.0006, T_{\min }=2, T_{\max }=20$ is presented in the same Fig. 1a on the lower tape. The found subsequence size is equal to 38.

The points of the same input sequence are presented on a plane in Fig. 1b at the left-hand part. At the right-hand side, one can see a subset (points of darker color) corresponding to the subsequence presented in the Fig. 1a on the lower tape.
(a)

(b)


Fig. 1. Example 1 of processing a 2-dimensional sequence

The similar data is presented in Fig. 2a and b for the sequence of length 200 for $\alpha=0.001, T_{\min }=2, T_{\max }=20$. The found subsequence size is equal to 21 .
(a)

(b)


Fig. 2. Example 2 of processing a 2-dimensional sequence

## 7 Conclusion

In this paper we have shown the strong NP-hardness of one problem of searching for the longest subsequence (the finite subsequence of the largest size) in a finite sequence of Euclidean points. We have also presented an approximation algorithm for this problem. The proposed algorithm allows to find a $1 / 2$ approximate solution of the problem in a polynomial time if the length $M^{*}$ of an optimal subsequence is even, or a $\left(M^{*}-1\right) / 2 M^{*}$-approximate solution if $M^{*}$ is odd.

In our opinion, the presented algorithm would be useful as a tool for solving problems in applications related to Data editing, Data cleaning, Data mining, and Machine learning when the data is time series (signals).

The development of faster approximation algorithms for Problem 1 is of considerable interest. An important direction of study is searching subclasses of Problem 1 for which faster polynomial-time approximation algorithms can be constructed.
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#### Abstract

We consider a problem of finding a subset of the smallest size in the given set of vectors such that the norm of sum vector is greater or equal to some given value. We show that the problem can be solved optimally with the same complexity as the problem of finding the subset of given cardinality with minimum norm of sum vector.
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## 1 Introduction

We consider the following problem: given the set of vectors $V=v_{1}, \ldots, v_{n}$ in Euclidean space $R^{d}$ and a real number $B$. Find a subset $X$ in the set $V$ of minimum cardinality, provided that the norm of sum vector is greater of equal to $B$.

$$
\begin{align*}
& |X| \rightarrow \min _{X \subset V} \\
& \left\|\sum_{v \in X} v\right\| \geq B \tag{1}
\end{align*}
$$

The given Problem 1 is closely related to the Largest $m$-Vector Sum ( $m$-LVS) Problem considered in papers [2-7]. In this problem for a given cardinality $m$ one needs to find a subset of exactly $m$ vectors so that the Euclidean norm of the sum vector is maximized. The corresponding problem with arbitrary cardinality of the subset is referred to as LVS [7].
$m$-LVS Problem is NP-hard in general case [2,6]. However, it was proved that for any fixed size of dimension $d$ of the space $R^{d}$ an optimal solution can be found in polynomial time [4]. In [7] the exact algorithm with the best known complexity $O\left(n^{d+1}\right)$ was suggested. In [5] an asymptotically exact randomized algorithm with significantly better time complexity $O\left(n d^{3 / 2}(8 / 7 \ln n)^{d}\right)$ was introduced.

This research was supported by the Russian Scientific Foundation(project 16-1110041).

Problem 1 plays a "complementary" role to this problem: a cardinality of the subset is minimized provided that the norm of sum vector remains sufficiently large. We will denote the Problem 1 as $B$-LVS.

In particular, the decision variant of the Problem 1 can be stated as "given a set $V$, real value $B$ and integer $m$, is there a subset of size less or equal to $m$, s.t. the length sum vector is greater or equal to $B$ ?". For the particular case of $m$ equal to $n$ this statement exactly equal to the decision variant of LVS Problem. Thus, $B$-LVS Problem is also NP-hard.

## 2 Exact Algorithm for Solving $B$-LVS Problem

The idea of exact algorithm for solving this problem is based on using the exact algorithm for the problem of finding subset of vectors of the given cardinality with a minimum norm of sum vector, introduced in [4].

Indeed, solving the $m$-LVS for $m=1,2, \ldots n$, we will choose the smallest $m$, such that the maximal norm of sum vector for the subset of cardinality $m$ is greater or equals $B$.

In [4] it is shown that $m$-LVS can be solved optimally with complexity $O\left(d^{2} n^{2 d}\right)$. It is easy to show that the $B$-LVS Problem can be solved with the same complexity.

Theorem 1. Optimal solution of the Problem 1 can be found in $O\left(d^{2} n^{2 d}\right)$ time.
Proof. Indeed, consider the exact algorithm for solving $m$-LVS from [4].
Following notation from [1] let us call an orthogonal hyperplane for the nonzero vector $v \in R^{d}$ a hyperplane defined by the equation $(v, x)=0$. This hyperplane is a $(d-1)$-dimensional linear subspace, which consists of vectors orthogonal to vector $v$.

We call a family of solution domains for the given non-zero vectors $u_{1}, u_{2}, \ldots, u_{t}$ a family of maximal (by inclusion) connected subsets of the space $R^{d}$, such that these subsets does not intersect with orthogonal hyperplanes of vectors $u_{1}, u_{2}, \ldots, u_{t}$.

A set of vectors of the space $R^{d}$, which contains exactly one vector for each solution domain is called solution domains representatives for the vectors $u_{1}, u_{2}, \ldots, u_{t}$.

An estimation of time complexity of the algorithm $A_{G P R}$ is based on the following lemma.

Lemma 1 ([1]). A family of domain representatives for non-zero vectors $u_{1}, u_{2}, \ldots, u_{t}$ in $R^{d}$ has cardinality $O\left(d t^{d-1}\right)$ and can be constructed in $O\left(d^{2} t^{d}\right)$ time.

In context of solving $m$-LVS we consider $u_{i j}=v_{i}-v_{j}, 1 \leq i<j \leq n$. The full algorithm can be described as follows [4]:

Step 1 . For the set of vectors $u_{i j}, 1 \leq i<j \leq n$ construct a family $W$ of solution domains representatives. For each $w \in W$ perform the steps 2-3;

Step 2. Sort the vectors $v_{1}, v_{2}, \ldots, v_{n}$ by non-increasing projection to the direction given by $w$; denote the corresponding ordering as $v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{n}^{\prime}$;
Step 3. Put $U^{w}=\left\{v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{m}^{\prime}\right\}$ (i.e., $m$ vectors with maximum projections to $w$ are taken as $U^{w}$;
Step 4. Find such $U \in\left\{U^{w} \mid w \in W\right\}$, that

$$
F(U)=\left\|\sum_{v \in U} v\right\|=\max \left\{F\left(U^{w}\right), \mid w \in W\right\}
$$

$U$ is output as algorithm result.
By applying Lemma 1 to the set of $n(n-1) / 2$ vectors $\left\{u_{i j}\right\}$ we can see that the time complexity of the step 1 is $O\left(d^{2} n^{2 d}\right)$ and that Steps $2-3$ are performed $O\left(d n^{2 d-2}\right)$ times. The total complexity of Steps $2-3$ is hence defined by the complexity of Step 2 (equal to $O(d n \log n)$ ) and Step 3 (equal to $O(d n)$ ) multiplied by $O\left(d n^{2 d-2}\right)$, which does not exceed the complexity of the first step. Step 4 has complexity equal to $O\left(d n^{2 d-2} \cdot d n\right)$.

Now let us notice that the exact algorithm for solving the Problem 1 (we denote it as $A_{B \text {-LVS }}$ ) can be obtained from the described algorithm by substituting Steps 3 and 4 by the following steps:

Step $3^{\prime}$. For each $m=1,2, \ldots n$ put $U_{m}^{w}=\left\{v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{m}^{\prime}\right\}$;
Step $4^{\prime}$. Considering $\mathrm{m}=1,2, \ldots \mathrm{n}$ choose $U_{m} \in\left\{U_{m}^{w}, \mid w \in W, m=1,2, \ldots n\right\}$, such

$$
F\left(U_{m}\right)=\left\|\sum_{v \in U_{m}} v\right\|=\max \left\{F\left(U_{m}^{w}\right), \mid w \in W, m=1,2, \ldots n\right\}
$$

for the smallest $m$, such that $F\left(U_{m}\right)>B$, take $U_{m}$ as a solution of the Problem 1.

Indeed, the modified algorithm $A_{B \text {-LVS }}$ with new steps $3^{\prime}$ and $4^{\prime}$ consequentially solves $m$-LVS for each $m=1,2, \ldots n$ and chooses the least $m$ such that the norm of the the longest sum vector among all the subsets of cardinality $m$ exceeds specified threshold $B$.

At that, the time complexity of Step $3^{\prime}$ in the new algorithm equals $O\left(d n^{d-2}\right.$. $n \cdot d n)$ which does not exceed the time complexity of Step 1 . Similarly, the time complexity of Step $4^{\prime}$ equals $O\left(d n^{2 d-1} \cdot d n^{2}\right)$, which does not exceed the time complexity of Step 1. Hence, total time complexity of the algorithm is equal to $O\left(d^{2} n^{2 d}\right)$.

Thus, we have shown that the algorithm $A_{B \text {-LVS }}$ find optimal solution of the Problem 1 in stated time. The proof of the Theorem 1 is complete.

## 3 Randomized Algorithm for the $B$-LVS Problem

In paper [5] a randomized algorithm $A_{\text {rand }}$ based on the similar "projecting" idea is introduced. Instead of constructing the set of solution domains representatives this algorithm uniformly generates $L$ random directions and solves
" $m$ projections" subproblem (Steps 2, 3 of the algorithm described in previous section) for each of them.

Recall that a randomized algorithm A is said to have $\left(\varepsilon_{n}^{A}, \delta_{n}^{A}\right)$ estimates (called relative error and failure probability, correspondingly) over the set $\mathfrak{I}_{\mathfrak{n}}$ of all the instances with $n$ elements in thee input data, if

$$
\mathbb{P}\left\{\left.\frac{f^{*}(I)-f_{A}(I)}{f^{*}(I)}<\varepsilon_{n}^{A} \right\rvert\, I \in \mathfrak{I}_{\mathfrak{n}}\right\} \geq 1-\delta_{n}^{A}
$$

Based on theorem from [5] it is easy to show that with certain value of parameter $L$ algorithm fulfills the condition of the following theorem.

Theorem 2. Algorithm $A_{\text {rand }}$ finds asymptotically optimal solution of $m-L V S$ Problem with the relative error

$$
\varepsilon_{n} \leq \frac{1}{2 \ln ^{2} n}
$$

and the failure probability

$$
\delta_{n} \leq \frac{1}{n^{2}}
$$

in

$$
T=O\left(n d^{3 / 2}(8 / 7 \ln n)^{d+1}\right)
$$

time.
It should be noted that this algorithm can't be directly adapted for solving Problem 1, since it is not guaranteed to find the optimal solution of the problem. Hence, when the input boundary value $B$ is set equal to the optimal length of the sum vector (for any cardinality of the subset), an algorithm can fail to find any feasible solution. E.g., consider the problem input given by value $B$ and the following vectors in $R^{2}$ :

$$
\begin{gathered}
v_{1}=v_{2}=\cdots=v_{s}=\left(\frac{B}{s}, 0\right) \\
v_{s+1}=\cdots=v_{s+s / 2}=\left(-\frac{B}{s}, 0\right)
\end{gathered}
$$

for some integer number $s$.
The optimal solution of the Problem 1 if given by the set of $m^{*}=s$ vectors with $X^{*}=\left(v_{1}, \ldots v_{s}\right)$. In order to obtain solution with the norm greater or equal $B$ for a sampled random direction, one has to sample exactly $(1,0)$, the probability of which equals 0 .

Denote as $B_{m}^{*}$ - the optimal value of the $m$-LVS Problem. We consider conditions when application of $A_{\text {rand }}$ to each $m$ will provides a solution of the problem.

Consider the algorithm $A_{B \text {-LVS-rand }}$ :
Step 1. For each $m=1,2, \ldots n$ find subset $U_{m}=\left\{u_{1}^{m}, \ldots u_{m}^{m}\right\}$ as result of application of $A_{\text {rand }}$ for corresponding $m$-LVS;

Step 2. Choose the least $m$ for which sum vector for $U_{m}$ has norm greater or equal to $B$. Put $U=U_{m}$ for this $m$ as a solution for Problem 1 .

Theorem 3. If $B \leq \max _{m}\left(B_{m}^{*}\right)$ and $B \notin I_{m}=\left(\left(1-\frac{1}{2 \ln ^{2} n}\right) B_{m}^{*}, B_{m}^{*}\right]$ for each $m=1,2, \ldots n$, then the algorithm $A_{B-L V S-r a n d}$ finds optimal solution of Problem 1 with failure probability

$$
\delta \leq \frac{1}{n}
$$

in

$$
T=O\left(n^{2} d^{3 / 2}(8 / 7 \ln n)^{d+1}\right)
$$

time.
Proof. It is easy to see, that the algorithm $A_{B \text {-LVS-rand }}$ finds an optimal solution under the conditions of the theorem. Indeed, optimal value $m^{*}$ for the $B$-LVS Problem is the least $m$, such that $B \leq B_{m}^{*}$. Under conditions of the theorem $B \leq B_{m}^{*}$ if and only if $B \leq\left(1-\frac{1}{2 \ln ^{2} n}\right) B_{m}^{*} \leq C_{m}$, where $C_{m}=\sum_{i}\left(u_{i}^{m}\right)$ is norm of the sum vector of the solution $U_{m}$. The latter inequality holds due to the Theorem 2 in case of no failure. Hence, choosing the least $m$ with $B \leq C_{m}$ will provide an optimal solution.

The failure probability of solving the Problem $m$-LVS for each $m$ can be estimated as $1-\left(1-\frac{1}{n^{2}}\right)^{n} \leq \frac{1}{n}$ (since the failure is independent for each of $n$ problems). The proof of the Theorem 3 is complete.

## 4 Conclusion

In this paper we considered the problem of minimizing cardinality of vector subset provided that the norm sum vector exceeds certain boundary value. We showed that the exact algorithm for $m$-LVS can be adapted for solving this problem without increasing of time complexity. We also showed the conditions on value of $B$ when the randomized algorithm with significantly less complexity can find optimal solution of the problem with high probability (i.e., tending to 1 when $n$ tends to infinity).
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#### Abstract

Fast numerical evaluation of forward models is central for a broad range of inverse problems. Here we propose a method for deriving computationally efficient representations of periodic solutions of parameterized systems of nonlinear ordinary differential equations. These representations depend on parameters of the system explicitly, as quadratures of parameterized computable functions. The method applies to systems featuring both linear and nonlinear parametrization, and timevarying right-hand side. In addition, it opens possibilities to invoke scalable parallel computations and suitable function approximation schemes for numerical evaluation of solutions for various parameter values. Application of the method to the problem of parameter estimation of nonlinear ordinary differential equations is illustrated with a numerical example for the Morris-Lecar system.
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## 1 Introduction

The problem of state and parameter estimation of systems of ordinary differential equations (ODEs) has been in the focus of attention for many decades. Many frameworks for addressing this problem have been developed to date, including but not limited to shooting methods [6], sensitivity functions [1], splines [29] and adaptive observers $[3,4,10,18,26,28]$ (see also $[16,24]$ for system-identification take on the problem).

Notwithstanding significant progress in this area in both theoretical and applied directions, there is a fundamental yet practical issue with this problem affecting further progress. The issue is that, in general, expressing state variables of systems of ordinary differential equations as explicit known functions of parameters and initial conditions or their quadratures is an challenging mathematical problem. Thus sequential numerical approximation of solutions over time is typically involved in the estimation process. The problem, however, is that this process is slow and does not scale well with computational resources available. At the same time there are problems such as e.g. real-time estimation of kinetic parameters of neural membranes [23] that do require fast estimation of model parameters. Hence new approaches are needed.

Here we provide a method enabling us to address the above fundamental challenges for a class of systems with nonlinear parameterziation. The main idea of the method is to present an observed quantity as an integral that is explicitly (a) computable and (b) explicitly dependent on the parameters entering the original ODE model nonlinearly. Doing so enables to benefit from computational advantages of prefix sum algorithms [5] and thus alleviate the issues of scalability and real-time. Our preliminary work in this direction [19,27] showed that employing the tools of adaptive observer design [11,18] provides a feasible solution for a relevant class of systems. We demonstrate that further improvement might be achieved by replacing certain integrals with their approximations by e.g. Radial Basis Functions [22].

The contribution is organized as follows. Section 2 specifies main technical assumptions and details mathematical statement of the problem. Section 3 presents main ingredients of the method. In Sect. 4 we discuss these results in relation to the possibility of replacing some integrals in the representation with their approximations. Section 5 presents a numerical example, and Sect. 6 provides a brief conclusion.

## 2 Problem Formulation

Throughout the paper the following notational agreements are used. Symbol $\mathbb{R}$ denotes the field of real numbers, and $\mathbb{R}^{n}$ stands for the $n$-dimensional real space. Let $x \in \mathbb{R}^{n}$, then $\|x\|$ is the Euclidean norm of $x:\|x\|=\sqrt{x_{1}^{2}+\cdots+x_{n}^{2}} . \mathcal{C}^{r}$ denotes the space of continuous functions which are differentiable at least $r$ times. By $L_{\infty}^{n}\left[t_{0}, T\right]$ or, when $n$ is clear from the context, $L_{\infty}\left[t_{0}, T\right]$ we denote the space of all functions $f:\left[t_{0}, T\right] \rightarrow \mathbb{R}^{n}$ such that $\|f\|_{\infty,\left[t_{0}, T\right]}=\sup _{t \in\left[t_{0}, T\right]}\|f(t)\|<\infty$, and $\|f\|_{\infty,\left[t_{0}, T\right]}$ stands for the $L_{\infty}^{n}\left[t_{0}, T\right]$ norm of $f(\cdot)$.

### 2.1 System Definition

Consider the following class of nonlinear systems

$$
\begin{align*}
& \dot{x}=F(y, t) x+\Psi(y, t) \theta+g(y, \lambda, t) \\
& y(t)=C_{1}^{T} x ; x\left(t_{0}\right)=x_{0}, \tag{1}
\end{align*}
$$

where $x \in \mathbb{R}^{n}$ and $y \in \mathbb{R}$ are the state and the output of the system, respectively, $F(y, t) \in \mathbb{R}^{n \times n}$ is a known matrix dependent on $y$ and $t ; \lambda \in \Omega_{\lambda}, \Omega_{\lambda} \subset \mathbb{R}^{p}$, $\theta \in \Omega_{\theta}, \Omega_{\theta} \subset \mathbb{R}^{m}$ are parameters, and $C_{1} \in \mathbb{R}^{n}: C_{1}=\operatorname{col}(1,0, \cdots, 0)$. With regards to the sets $\Omega_{\theta}, \Omega_{\lambda}$, they are allowed to be arbitrary subsets of $\mathbb{R}^{m}$ and $\mathbb{R}^{p}$, respectively. Unless stated otherwise, no other prior knowledge about the sets $\Omega_{\theta}, \Omega_{\lambda}$ is assumed.

Other technical assumptions are detailed in Assumption 1 below.
Assumption 1. The following properties hold for (1):

1. the solution of (1) is defined for all $t \geq t_{0}$, and it is $T$-periodic, $T>0$;
2. the function $F$ is continuous, bounded, and $F(y(\cdot), \cdot)$ is T-periodic;
3. exact values of parameters $\lambda$ and $\theta$ are unknown;
4. the values of $y(t)$ for $t \in\left[t_{0}, t_{0}+T\right]$ are available and known;
5. the function $\Psi: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}^{n \times m}$ is such that $\Psi(y(\cdot), \cdot)$ is $T$-periodic and is in $L_{\infty}\left[t_{0}, \infty\right) \cap \mathcal{C}^{0} ;$
6. the function $g: \mathbb{R} \times \mathbb{R}^{p} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ is such that $g(y(\cdot), \lambda, \cdot)$ is $T$-periodic and is in $L_{\infty}\left[t_{0}, \infty\right) \cap \mathcal{C}^{1}$ for all $\lambda \in \Omega_{\lambda}$;
7. the observability Gramian matrix

$$
G\left(T, t_{0}\right)=\int_{t_{0}}^{t_{0}+T} \Phi_{A}\left(s, t_{0}\right) C C^{T} \Phi_{A}^{T}\left(s, t_{0}\right) d s, C=\operatorname{col}(1,0, \ldots, 0)
$$

where $\Phi_{A}\left(t, t_{0}\right)$, is the normalized (i.e. $\Phi_{A}\left(t_{0}, t_{0}\right)=I_{n+m}$ ) fundamental solution matrix of

$$
\begin{align*}
\dot{x} & =A(y(t), t) x \\
A(y(t), t) & =\left(\begin{array}{cc}
F(y(t), t) \Psi(y(t), t) \\
0 & 0
\end{array}\right), \tag{2}
\end{align*}
$$

is of full-rank, i.e. $\operatorname{rank}\left(G\left(T, t_{0}\right)\right)=n+m$.
The class of Eq. (1) accommodates a broad set of technical and natural systems ranging from models of [2], dynamics of populations [14], and neural membranes [20]. In case the solutions are periodic it also may, after suitable modifications [27], include systems

$$
\begin{align*}
\dot{x} & =F(y, t) x+\Psi(y, t) \theta+g(y, q, \lambda, t) \\
\dot{q} & =v(y, \lambda, t) q+\omega(y, \lambda, t)  \tag{3}\\
y & =C_{1}^{T} x ; x\left(t_{0}\right)=x_{0}, q\left(t_{0}\right)=q_{0},
\end{align*}
$$

in which the functions $v(y(\cdot), \lambda, \cdot), \omega(y(\cdot), \lambda, \cdot)$ are continuous.
For notational convenience (cf. [25]), in what follows, we will combine the state variable $x$ and parameters $\theta$ entering the right-hand side of (1) linearly into a single variable $\chi$ and rewrite the system accordingly:

$$
\begin{equation*}
\dot{\chi}=A(y, t) \chi+\binom{g(y, \lambda, t)}{0}, y(t)=C^{T} \chi, \chi\left(t_{0}\right)=\chi_{0} . \tag{4}
\end{equation*}
$$

In (4) $\chi=(x, \theta)$ is the combined state vector, matrix $A(y, t)$ is defined as in (2), and $C \in \mathbb{R}^{n+m}$ is $C=\operatorname{col}(1,0, \cdots, 0)$. Let us now proceed with the formal definition of the problem considered in this contribution.

### 2.2 Problem Statement

Consider system (4) and suppose that the values of $y(t)$ for $t \in\left[t_{0}, t_{0}+T\right]$ are known and available $a$-priori. These values will depend on the parameters $\lambda$ and initial condition $\chi_{0}$ which themselves are assumed to be unknown. The question is if there exists an operator $\mathcal{F}$ mapping $y(\cdot)$ over $\left[t_{0}, t_{0}+T\right]$ into an efficiently computable quantity that does depend on the parameters $\lambda$ explicitly?

In particular, we are seeking for an $\mathcal{F}(\lambda,[y], t)$ such that

$$
\begin{align*}
& C^{T} \chi\left(t ; t_{0}, \chi_{0}, \lambda\right)=\mathcal{F}(\lambda,[y], t), \forall t \in\left[t_{0}, t_{0}+T\right], \lambda \in \Omega_{\lambda}, \\
& \mathcal{F}(t, \lambda,[y])=\pi(t, \lambda,[y])+\int_{t_{0}}^{t} p(\tau, \lambda, y(\tau),[y]) d \tau \tag{5}
\end{align*}
$$

in which the functionals $\pi$ and $p$ are known and computable, e.g. in quadratures. The functionals $\pi, p$ must not depend on $\chi_{0}$ as a parameter, but nevertheless have to ensure the required representation (5).

In what follows, (Theorem 2 in Sect.3) we demonstrate that finding the required representations $\mathcal{F}(\lambda,[y], t)$ is possible, subject to some mild technical conditions largely contained in Assumptions 1, 2. When such a representation is found one can employ numerous off-line numerical optimisation techniques to infer the values of $\lambda, \theta$, and initial conditions from the values of $y$ in the interval $\left[t_{0}, t_{0}+T\right]$. We will illustrate this step with an example in Sect. 5 in which the Nelder-Mead algorithm [21] will be used for this purpose.

## 3 Observer-Based Explicit Parametrized Representations of Periodic Solutions

The problem of existence of representations (5) in the context of parameter estimation is hardly viable without assessing parameter identifiability [9] of (4). The corresponding sufficient conditions are derived below.

### 3.1 Indistinguishable Parametrizations of (4)

We begin with the following technical lemma [19] (cf. [28]).
Lemma 1. Consider the following class of system

$$
\begin{equation*}
\dot{\chi}=A_{0}(t) \chi+u(t)+d(t), y=C \chi, \quad \chi\left(t_{0}\right)=\chi_{0}, \quad \chi_{0} \in \mathbb{R}^{\ell}, \tag{6}
\end{equation*}
$$

where

$$
A_{0}(t)=\left(\begin{array}{c|ccc}
\alpha_{1}(t) & \beta_{2}(t) & \beta_{3}(t) & \cdots \\
\hline \alpha_{\ell}(t) & & \\
\vdots & & A_{0}^{*}(t) & \\
\alpha_{\ell}(t) & &
\end{array}\right) \text { and } u, d, \alpha: \mathbb{R} \rightarrow \mathbb{R}^{\ell}, \beta: \mathbb{R} \rightarrow \mathbb{R}^{\ell-1}
$$

$u \in \mathcal{C}^{1}, d, \alpha, \beta \in \mathcal{C}, \alpha=\operatorname{col}\left(\alpha_{1}(t), \alpha_{2}(t), \ldots, \alpha_{\ell}(t)\right), \beta=\left(\beta_{2}(t), \beta_{3}(t), \ldots, \beta_{\ell}(t)\right)$, and assume that solutions of (6) are globally bounded in forward time.

Let, in addition:

1. $u, \dot{u}, d, \alpha, \beta$ be bounded: $\max \{\|u(t)\|,\|\dot{u}(t)\|\} \leq B,\|d(t)\| \leq \triangle_{\xi},\|\alpha(t)\| \leq$ $M_{1},\|\beta(t)\| \leq M_{2}$ for all $t \geq t_{0}$.
2. there exist $a b: \mathbb{R} \rightarrow \mathbb{R}^{\ell-1}, b \in \mathcal{C},\|b(t)\| \leq M_{3}$ such that the zero solution of the system

$$
\dot{z}=\Lambda(t) z, \quad \Lambda(t)=A_{0}^{*}(t)-b(t) \beta(t),
$$

is uniformly exponentially stable, and let $\Phi_{\Lambda}\left(t, t_{0}\right)$ be the corresponding fundamental solution: $\Phi_{\Lambda}\left(t_{0}, t_{0}\right)=I_{\ell}$.

Then the following statements hold:

1. If the solution of (6) is globally bounded for all $t \geq t_{0}$ then, for $T$ sufficiently large, there are $k_{1}, k_{2} \in \mathcal{K}$ :
$\|y(t)\|_{\infty,\left[t_{0}, t_{0}+T\right]} \leq \epsilon \Rightarrow \exists t^{\prime}\left(\epsilon, x_{0}\right) \geq t_{0}:\left\|h(\tau)+u_{1}(\tau)\right\|_{\infty,\left[t^{\prime}, t_{0}+T\right]} \leq k_{1}(\epsilon)+$ $k_{2}\left(\triangle_{\xi}\right)$, where $h(t)=\beta(t) z$,

$$
\begin{align*}
& \dot{z}=\Lambda(t) z+G u, \\
& G=\left(-b(t) I_{\ell-1}\right), \quad z\left(t_{0}\right)=0 \tag{7}
\end{align*}
$$

2. If $d(t) \equiv 0$, then $y(t)=0$ for all $t \in\left[t_{0}, t_{0}+T\right]$ implies existence of $P \in \mathbb{R}^{\ell-1}$ :

$$
\begin{equation*}
\beta(t) \Phi_{\Lambda}\left(t, t_{0}\right) P+h(t)+u_{1}(t)=0 \tag{8}
\end{equation*}
$$

for all $t \in\left[t_{0}, t_{0}+T\right]$.
According to Lemma 1 the set of parameters:

$$
\begin{equation*}
\mathcal{E}(\lambda)=\left\{\lambda^{\prime} \in \mathbb{R}^{p} \mid \exists p \in \mathbb{R}^{\ell-1}: \eta\left(t, p, \lambda^{\prime}, \lambda\right)=0, \forall t \in\left[t_{0}, t_{0}+T\right]\right\} \tag{9}
\end{equation*}
$$

where

$$
\begin{aligned}
& \eta\left(t, p, \lambda^{\prime}, \lambda\right)=\beta(t) \Phi_{\Lambda}\left(t, t_{0}\right) p+g_{1}\left(y(t), \lambda^{\prime}, t\right)-g_{1}(y(t), \lambda, t) \\
& +\beta(t) \int_{t_{0}}^{t} \Phi_{\Lambda}(t, \tau) G(\tau)\binom{g\left(y(\tau), \lambda^{\prime}, \tau\right)-g(y(\tau), \lambda, \tau)}{0} d \tau
\end{aligned}
$$

and $\Lambda$ is defined as in (7), contains parameters $\lambda^{\prime}$ producing measurements $y(t)=$ $C^{T} \chi\left(t ; t_{0}, \chi_{0}, \lambda^{\prime}\right)$ that are indistinguishable from $C^{T} \chi\left(t ; t_{0}, \chi_{0}, \lambda\right)$ on the interval $\left[t_{0}, t_{0}+T\right]$. If the set $\mathcal{E}(\lambda)$ contains more than one element then the system (4) may not be uniquely identifiable on $\left[t_{0}, t_{0}+T\right]$. Notwithstanding existence and possible utility of systems that are not uniquely identifiable, we will nevertheless
focus on systems (4) that are uniquely identifiable on $\left[t_{0}, t_{0}+T\right]$. Thus we assume that the following holds:

Assumption 2. For every $\lambda \in \Omega_{\lambda}$, the set $\mathcal{E}(\lambda)$ consists of just one element.

### 3.2 Auxiliary Observer in the Differential Form

In addition to (4) consider the following auxiliary system:

$$
\begin{align*}
\dot{\hat{\chi}} & =A(y(t), t) \hat{\chi}+\binom{g\left(y(t), \lambda^{\prime}, t\right)}{0}-R^{-1} C\left(C^{T} \hat{\chi}-y\right), \\
\dot{R} & =-\delta R-A(y(t), t)^{T} R-R A(y(t), t)+C C^{T}  \tag{10}\\
\hat{\chi}\left(t_{0}\right) & =\hat{\chi}_{0} \in \mathbb{R}^{n+m}, R\left(t_{0}\right) \in \mathbb{R}^{(n+m) \times(n+m)},
\end{align*}
$$

where $\hat{\chi} \in \mathbb{R}^{n+m}$ is the observer's state, $R\left(t_{0}\right)$ is a positive-definite symmetric matrix, and $\delta \in \mathbb{R}_{>0}$ is a positive parameter. Solutions of (10) are defined for all $t \geq t_{0}$ (see items (1), (2) in Assumption 1), and hence, [11], $R(t)$ is given by

$$
\begin{gather*}
R(t)=e^{-\delta\left(t-t_{0}\right)} \Phi_{A}\left(t_{0}, t\right)^{T} R\left(t_{0}\right) \Phi_{A}\left(t_{0}, t\right)+ \\
\int_{t_{0}}^{t} e^{-\delta(t-s)} \Phi_{A}(s, t)^{T} C C^{T} \Phi_{A}(s, t) d s \tag{11}
\end{gather*}
$$

It is clear that $R(t)$ is non-singular for all $t \geq t_{0}$, symmetric, and positive-definite. Furthermore, if the value of the parameter $\delta>0$ is chosen so that

$$
\begin{equation*}
\left\|e^{-\delta\left(t-t_{0}\right) / 2} \Phi_{A}\left(t_{0}, t\right)\right\| \leq D e^{-a\left(t-t_{0}\right)}, a>0 \tag{12}
\end{equation*}
$$

then $R(t)$ is bounded. In what follows the following additional assumption is instrumental:

Assumption 3. There exist $t_{1} \geq t_{0}$ and $\alpha(\delta)>0$ such that

$$
\phi(t, \delta)=\int_{t_{0}}^{t} e^{-\delta(t-s)} \Phi_{A}(s, t)^{T} C C^{T} \Phi_{A}(s, t) d s \geq \alpha(\delta) I_{n+m}
$$

for all $t \geq t_{1}$.
The next theorem specifies asymptotic behaviour of the observer system (10) (adapted from [11]).

Theorem 1. Consider (10) and suppose that $\delta>0$ be chosen so that both (12) and Assumption 3 hold, and $\lambda^{\prime}=\lambda$. Then there exists a $t_{2} \geq t_{0}$, such that:

$$
\left\|\hat{\chi}\left(t ; \hat{\chi}_{0}\right)-\chi\left(t ; \chi_{0}\right)\right\| \leq k e^{-\delta\left(t-t_{0}\right)}
$$

for all $t \geq t_{2}$, where $k$ is a constant dependent on $\delta, t_{0}, \chi_{0}$ and the initial state $\hat{\chi}_{0}$ of the observer system (10).

Theorem 1 states the variable $\hat{\chi}(t)$ asymptotically tracks $\chi(t)$, and that the difference between the two converges to zero exponentially. Here, however, we are interested in establishing finite-time relationships (5). To do so we need another technical result establishing sufficient conditions for the existence of unique periodic solutions of $R$. The result is provided in Lemma 2 [19].

Lemma 2. Consider (10) with $A(y(t), t)$ being T-periodic. Then, for sufficiently large $\delta>0$, there exists a unique symmetric $R\left(t_{0}\right)$ ensuring that the function $R(t)$ defined by (11) is T-periodic. If, in addition, (12) and Assumption 3 hold then $R\left(t_{0}\right)$ is positive-definite.

### 3.3 Integral Parametrization of Periodic Solutions of (4)

For notational convenience, let us rewrite auxiliary observer Eq. (10) as:

$$
\begin{gather*}
\dot{\hat{\chi}}=\left(A(t)-R^{-1} C C^{T}\right) \hat{\chi}+\binom{g\left(y(t), \lambda^{\prime}, t\right)}{0}+R^{-1} C y(t) \\
\dot{R}=-\delta R-A(y(t), t)^{T} R-R A(y(t), t)+C C^{T} \\
\hat{\chi}\left(t_{0}\right)=\hat{\chi}_{0} \in \mathbb{R}^{n+m}, R\left(t_{0}\right) \in \mathbb{R}^{(n+m) \times(n+m)}, \tag{13}
\end{gather*}
$$

and additionally consider dynamics of the linear part of the first equation:

$$
\begin{equation*}
\xi=\left(A(y(t), t)-R^{-1}(t) C C^{T}\right) \xi . \tag{14}
\end{equation*}
$$

Let $\Phi(t, s)$ be the normalized fundamental solution matrix of (14), i.e. $\Phi(t, t)=$ $I_{n+m}$ and $\Phi(s, t)=\Phi(t, s)^{-1}$.

Theorem 2. Consider system (13) and suppose that Assumptions 1 and 2 hold. In addition, suppose that condition (12) hold and the values of $\delta$ and the initial condition $R\left(t_{0}\right)$ in (13) are chosen such that $R(t)>0$ is T-periodic.

Consider the function $\hat{y}: \mathbb{R}^{p} \times \mathbb{R} \rightarrow \mathbb{R}$ :

$$
\begin{align*}
\hat{y}\left(\lambda^{\prime}, t\right)= & C^{T}\left(\Phi\left(t, t_{0}\right) \hat{\chi}_{0}+\right. \\
& \left.\int_{t_{0}}^{t} \Phi(t, \tau)\left(R^{-1}(\tau) C y(\tau)+\binom{g\left(y(\tau), \lambda^{\prime}, \tau\right)}{0}\right) d \tau\right) \tag{15}
\end{align*}
$$

where

$$
\begin{align*}
\hat{\chi}_{0}= & \left(I_{n+m}-\Phi\left(t_{0}+T, t_{0}\right)\right)^{-1} \int_{t_{0}}^{t_{0}+T} \Phi\left(t_{0}+T, \tau\right) \\
& \times\left(R^{-1}(\tau) C y(\tau)+\binom{g\left(y(\tau), \lambda^{\prime}, \tau\right)}{0}\right) d \tau . \tag{16}
\end{align*}
$$

Then

$$
\hat{y}\left(\lambda^{\prime}, t\right)=C \chi\left(t ; t_{0}, \chi_{0}, \lambda\right) \forall t \in\left[t_{0}, t_{0}+T\right] \Leftrightarrow \lambda=\lambda^{\prime} .
$$

The proof can be found in [19].

## 4 Discussion

One of the immediate computational advantages of the method is that the proposed integral representations offer a possibility to employ parallel calculations. In addition, the method offers reduction of dimensionality of the problem due to incorporating linearly parameterized part of the model into internal variables of the proposed representations. These internal variables are uniquely determined by parameters entering the model nonlinearly and are computed as a part of the representation.

In what follows we will show that further computational improvements might be possible and are practically viable (as illustrated with an example) if certain variables in the representations are replaced by their reasonable sparse Radial Basis Function approximations.

One of the key steps justifying incorporation of relevant class of equations specified by (3) into the setting focusing on (1) was an assumption that the variable $q\left(t ; q_{0}, \lambda, y\right)$ is expressible as a known function of parameters, initial conditions, and $t$. For example, if $q$ relates to a single first-order equation then such function can be computed as follows:

$$
\begin{align*}
q\left(t ; q_{0}, \lambda, y\right)=e^{\int_{t_{0}}^{t} v(y(\tau), \lambda, \tau) d \tau} q_{0} & +e^{\int_{t_{0}}^{t} v(y(\tau), \lambda, \tau) d \tau} \\
& \times \int_{t_{0}}^{t} e^{-\int_{t_{0}}^{\tau} v(y(s), \lambda, s) d s} \omega(y(\tau), \lambda, \tau) d \tau  \tag{17}\\
q_{0}=\left(1-e^{-\int_{t_{0}}^{t_{0}+T}(v(y(s), \lambda, s) d s}\right)^{-1} & \int_{t_{0}}^{t_{0}+T} e^{-\int_{z}^{t}(v(y(s), \lambda, s)) d s} \omega(y(z), \lambda, z) d z
\end{align*}
$$

If the original problem is governed by (3) then availability of $q\left(t ; q_{0}, \lambda, y\right)$ is required in our explicit parameter-dependent representation. One way to resolve the problem is to numerically evaluate all integrals involved. This, however, may not always be optimal. An alternative could be to use computationally efficient approximations of $q\left(t ; q_{0}, \lambda, y\right)$ instead.

A possible class of approximations is the class of Radial Basis Functions (RBF) which are known to be efficient for approximating scattered datasets [7]. Recall that Radial Basis Functions are those functions that exhibit radial symmetry, that is, may be seen to depend only (apart from some known parameters) on the distance $r=\left\|X-X_{c}\right\|$ between the centre of the function, $X_{c}$, and a generic point $X$. These functions may be generically represented in the form $\phi(r)$, where the function $\phi$ is a real-valued function of a real non-negative argument. The functions $\phi$ may be both globally or compactly supported, and Table 1 presents some relevant examples. The Gaussian and the inverse multiquadric are positive definite, so that the matrices which arise in interpolation problems are invertible. The other functions are conditionally positive definite, and a polynomial needs to be appended in general so that the interpolation problem is well-posed [7].

Let $X \in \mathbb{R}^{d}$ be a vector accommodating relevant measurement parameters, i.e. $t$ and $\lambda$. In other words, $X=(t, \lambda)$. Consider $X_{c}=\left\{X_{c_{1}}, X_{c_{2}}, \cdots, X_{c_{M}}\right\}$. The centres $X_{c}$ could be selected from the given data samples or derived via

Table 1. Some commonly used radial basis functions. Parameter $\alpha$, called "local shape parameter", controls the shape of the radial basis function.

| Infinitely smooth RBFs | Functional form, $\phi(r)$ | Parameters |
| :--- | :--- | :--- |
| Polyharmonic Spline | $r^{k}$ | $k>0, k \notin 2 \mathbb{N}$ |
| Gaussian | $e^{-(\alpha r)^{2}}$ | $\alpha>0$ |
| Multiquadric(MQ) | $\left(1+\alpha^{2} r^{2}\right)^{k / 2}$ | $k>0, k \notin 2 \mathbb{N}, \alpha>0$ |
| Inverse multiquadric | $\left(1+\alpha^{2} r^{2}\right)^{k / 2}$ | $k<0, k \notin 2 \mathbb{N}, \alpha>0$ |

clustering algorithms. Let

$$
\begin{equation*}
S(X)=\sum_{j=1}^{M} \omega_{j} \phi\left(\left\|X-X_{c_{j}}\right\|\right)+p(X), \quad X \in \mathbb{R}^{d} \tag{18}
\end{equation*}
$$

where $p$ is a polynomial, be an RBF approximation of $q\left(t ; q_{0}, \lambda, y\right)$ or simply $q(t, \lambda)$, where $\omega_{j}$ are unknown coefficients that need to be determined. The polynomial $p$ is appended when $\phi$ is not positive definite. It is well-known that, for a broad range of $\phi(\cdot)$, any continuous function on a bounded domain can be approximated by sums (18) with arbitrary accuracy in $L_{p}$-norm, $p>1$, subject to the choice of parameters $X_{c_{j}}, \omega_{j}$, and $M$ [22].

The following heuristics is proposed to replace repeat evaluations (17) of $q(t, \lambda)$ with their RBF approximations in a generic optimisation routine for inferring the values of $\theta$ and $\lambda$.

Algorithm 1 [Parameter inference with approximated variables].

1. Initialisation: set $\hat{\lambda}$ as an initial guess of $\lambda$.
2. A set of $M$ samples $X_{i}=\left(t_{n_{i}}, \lambda_{m_{i}}\right)$ is randomly drawn from a relevant domain or chosen in accordance with some pre-defined process. The domain, in general, may depend on $\hat{\lambda}$.
3. Group spatially close points using a suitable clustering algorithm (e.g. [8, 12, 13, 15]), and set the centres $X_{c j}$ as the centres of these clusters.
4. Determine parameters $\omega_{j}$ in (18) as the minimizer of $\sum_{i=1}^{N}\left(S\left(X_{i}\right)-\right.$ $\left.q\left(t_{i}, \lambda_{i}\right)\right)^{2}, N>0$. Note that adjustments of the shape parameter, $\alpha$, might be needed to ensure good approximation.
5. Using representation (15) and approximant (18) define:

$$
\begin{align*}
& \tilde{y}(\hat{\lambda}, t)=F\left(t, t_{0}, \theta, \hat{\lambda}, \hat{q}(\hat{\lambda}, t)\right) \\
& \hat{q}(\hat{\lambda}, t)=\sum_{k=1}^{M} \omega_{k} \phi\left(\left\|(t, \hat{\lambda})-\left(t_{c_{k}}, \lambda_{c_{k}}\right)\right\|\right) \tag{19}
\end{align*}
$$

The function $\tilde{y}(\hat{\lambda}, t)$ is an approximation of $\hat{y}(\hat{\lambda}, t)$.
6. Use $\tilde{y}(\hat{\lambda}, t)$, to produce a refined guess of $\hat{\lambda}$ and return to Step 1 if required.

In the next section we illustrate an application the method (with and without Algorithm 1) to the problem of parameter estimation for the Morris-Lecar system.

## 5 Example

### 5.1 Direct Application of the Method

Consider the following simple point model of neural membrane activity [20]:

$$
\begin{align*}
& \dot{x}=g_{C a} m_{\infty}(x)\left(x-E_{C a}\right)+g_{K} q\left(x+E_{K}\right)+g_{L}\left(x+E_{L}\right)+I \\
& \dot{q}=-\tau(x)^{-1} q+\tau(x)^{-1} \omega_{\infty}(x), y=x, \tag{20}
\end{align*}
$$

where

$$
\begin{aligned}
& m_{\infty}(x)=0.5\left(1+\tanh \left(\frac{x-V_{1}}{V_{2}}\right)\right), \omega_{\infty}(x)=0.5\left(1+\tanh \left(\frac{x+V_{3}}{V_{4}}\right)\right) \\
& \tau(x)=T_{0} /\left(\cosh \left(\frac{x+V_{3}}{2 V_{4}}\right)\right) .
\end{aligned}
$$

Here $x$ is the measured voltage, $q$ is the recovery variable. Parameters $E_{C a}, E_{K}, E_{L}$ are the Nernst potentials of which the nominal values are assumed to be known: $E_{C a}=55.17, E_{K}=-110.14, E_{L}=49.49$; other parameters may vary from one cell to another and thus are considered unknown.

Assume that the model operates in the oscillatory regime which corresponds to periodic solutions of (20). For practically relevant values of $T_{0}, V_{3}, V_{4}$ and measurements $x(\cdot)$ the integral $\int_{t_{0}}^{t_{0}+T} \tau(x(s))^{-1} d s>0$, where $T$ is the period of oscillations. Given that $x(\cdot)$ is $T$-periodic, the variable $q$ can be expressed as:

$$
\begin{aligned}
q(t) & =e^{-\int_{t_{0}}^{t} \tau(x(s))^{-1} d s} q_{0}+\int_{t_{0}}^{t} e^{-\int_{z}^{t} \tau(x(s))^{-1} d s} \tau(x(z))^{-1} \omega_{\infty}(x(z)) d z \\
q_{0} & =\left(1-e^{-\int_{t_{0}}^{t} \tau(x(s))^{-1} d s}\right)^{-1} \int_{t_{0}}^{t_{0}+T} e^{-\int_{z}^{t_{0}+T} \tau(x(s))^{-1} d s} \tau(x(z))^{-1} \omega_{\infty}(x(z)) d z
\end{aligned}
$$

Denoting $g(t, \lambda,[y])=g_{C a} m_{\infty}(x)\left(x-E_{C a}\right)+g_{K} q\left(x+E_{K}\right), \Psi(t, y)=(y(t), 1)$, and combining parameters as $\theta=\left(g_{L}, I\right), \lambda=\left(V_{1}, V_{2}, V_{3}, V_{4}, T_{0}, g_{C a}, g_{K}\right)$ we can rewrite (20) in the form of Eq. (4) with

$$
A(y(t), t)=\left(\begin{array}{ccc}
0 & y(t) & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

For this system and chosen nominal parameter values, the period of oscillations is $T=15.1692$. For convenience, the integration interval was set to [0,15.1692]. Numerical evaluations of integrals and solutions of all auxiliary differential equations have been performed on equi-spaced grids with the step size of 0.0002 .

According to Theorem 2, explicit parameter-dependent representation of the observed quantity, $\hat{y}(\lambda, t)$, is defined by (15), where $C=(1,0,0)$, $\chi=\operatorname{col}(x, \theta)$, and the fundamental solution $(3 \times 3)$-matrices $\Phi\left(t, t_{0}\right)$ and $\Phi_{A}\left(t, t_{0}\right)$ are computed for the linear systems $\dot{\chi}=\left(A(y(t), t)-R^{-1}(t) C C^{T}\right) \chi, \dot{R}=-\delta R-A(y(t), t)^{T} R-$ $R A(y(t), t)+C C^{T}$, and $\dot{\chi}=A(y(t), t) \chi$, respectively, by the Improved Euler method for $t \in[0,15.1692]$. The value of $\delta$ was set as $\delta=2$, and numerical
approximations of matrices $\Phi_{A}\left(t, t_{0}\right)$ were used to compute the matrices $R(t)$ in accordance with Eq. (11). The value of $R\left(t_{0}\right)$ in (11) was so that $R(t)$ is periodic (see Lemma 2).

Figure 1 shows the relative error, $e(t)=(\hat{y}(\lambda, t)-y(t)) /\|y\|_{\infty,\left[t_{0}, t_{0}+\infty\right]}$, between the proposed numerical representation (15) and simulated $y(t)$ (RungeKutta, step size 0.0002 ) for nominal parameter values.


Fig. 1. Relative error $e(t)=(\hat{y}(\lambda, t)-y(t)) /\|y\|_{\infty,\left[t_{0}, t_{0}+\infty\right]}$ as a function of $t$.

The parameterized representations were later used, in combination with the Nelder-Mead algorithm [21] to recover the values of parameters $\lambda$ and $\theta$. Results of the estimation process after 3000 steps are shown in Table 2. The process took less than 10 minutes on a standard PC in Matlab R2015a.

Table 2. True (first row) and Estimated (second row) of $\lambda$ and $\theta$, and the value of $x_{0}$
Vector $\lambda=\left(V_{1}, V_{2}, V_{3}, V_{4}, T_{0}, g_{C a}, g_{K}\right)$

| $V_{1}$ | $V_{2}$ | $V_{3}$ | $V_{4}$ | $T_{0}$ | $g_{C a}$ | $g_{K}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -1 | 15 | -10 | 14.5 | 3 | -1.1 | -2 |
| -0.999 | 14.999 | -10.000 | 14.500 | 3.000 | -1.100 | -2.000 |

Vector $\theta=\left(g_{L}, I\right)$ and $x_{0}$

| $g_{L}$ | $I$ | $x_{0}$ |
| :---: | :---: | :---: |
| -0.5 | 10 | 21.96388 |
| -0.49982 | 9.99345 | 21.96166 |

To assess potential computational advantage of the proposed approach we compared the time required for 1000 evaluations of $y(t)$ in Matlab (a) expressed as in (15) and (b) computed by the Improved Euler method over the interval $\left[t_{0}, t_{0}+T\right]$. The parameter values for both cases were kept identical and did not change from one trial to the other. The results are summarized in Table 3.

Table 3. Time for 1000 evaluations of $y$

| Eq. (15) | Improved Euler method | Ratio |
| :--- | :--- | :--- |
| 2.21311 min | 10.43818 min | 4.71652 |

### 5.2 The Method with RBF Approximation of $q$

To show feasibility of RBF approximations in this problem we repeated the experiment above but this time with the variable $q$ replaced with its RBF approximation inside the optimisation routine (Nelder-Mead). To produce such approximations we followed steps of Algorithm 1. As the RBF kernel we used the Gaussian function. This transforms (18) into

$$
\begin{equation*}
S_{q}(X)=\sum_{j=1}^{M} \omega_{j} e^{-\left(\alpha\left\|X-X_{c_{j}}\right\|\right)^{2}} \tag{21}
\end{equation*}
$$

Note that the variable $q$ depends only on 3 components of the vector $\lambda$, i.e. $T_{0}, V_{3}$, and $V_{4}$. And hence all steps of the algorithm related to approximation apply to these 3 relevant components and the variable $t$ only. We considered an extremely sparse setting, in which each of the three parameters have been sampled at 2 points per each relevant sample of $t$. The values of $t$ where chosen from the grid of 0.002 -spaced points in $[0,15.1692](N=7584$ points in the grid). The shape parameter $\alpha$ was set to 0.2107 . To see how well $S_{q}\left(t_{i}, \hat{\lambda}\right)$ approximates $q\left(t_{i}, \lambda\right)$ as a function of $t_{i}$ the following simple criterion has been used:

$$
\begin{equation*}
L S=\sum_{i=1}^{N}\left(q\left(t_{i}, \lambda\right)-S_{q}\left(t_{i}, \hat{\lambda}\right)\right)^{2} \tag{22}
\end{equation*}
$$

In order to judge the efficiency of the approach we run the algorithm 1000 times and recorded empirical errors between $\lambda_{i}$ and their estimates $\hat{\lambda}_{i}$, and computed their $L_{2}$ distances as:

$$
\begin{equation*}
d(\nu)=\sqrt{\sum_{i=1}^{7}\left(\lambda_{i}-\hat{\lambda}_{i}(\nu)\right)^{2}} \tag{23}
\end{equation*}
$$

where $\nu=1, \cdots, 1000$ is the number of the experiment. Initial guesses for $\lambda$ were selected randomly in the $n$-cube $[0,1]+\lambda_{i}, i=1,2, \cdots, 7$, where $\lambda_{i}$ are the nominal values. Figure 2 shows histograms of (22), (23) at the initial step of the algorithm. Figure 3 shows histograms of distances between $\lambda$ and $\hat{\lambda}$ as well as the least square errors (LS) after the application of the Nelder-Mead optimisation routine in which the values of $q(t, \hat{\lambda})$ have been approximated in accordance with Algorithm 1. Note that the histograms are not normalized. We observed a pronounced shift of the histograms to the left, where they concentrate around zero. This contrasts sharply with the initial distributions of errors seen in Fig. 2.

As can be seen from these experiments, RBF approximation is a viable way to further improve scalability and potential of the method.


Fig. 2. Histograms of the distributions of $d(\nu), \nu=1, \cdots, 1000$ (left panel), and least square errors $L S=\sum_{i=1}^{N}\left(q\left(t_{i}, \lambda\right)-S_{q}\left(t_{i}, \hat{\lambda}\right)\right)^{2}$ (right panel) prior to any estimation.


Fig. 3. Histograms of the distributions of $d(\nu), \nu=1, \cdots, 1000$ (left panel) and $L S=$ $\sum_{i=1}^{N}\left(q\left(t_{i}, \lambda\right)-S_{q}\left(t_{i}, \hat{\lambda}\right)\right)^{2}$ (right panel) after optimisation.

## 6 Conclusion

The work presented a method for computationally efficient and explicit parameter-dependent representation of periodic solutions of systems of nonlinear ODEs. The method is rooted in the ideas from adaptive observers theory and is an extension of our earlier work [27] in which linear part of the system was supposed to be time-invariant. Here we extended this result to systems with time-varying linear parts. Similar extension can be carried out for other observer structures, including e.g. [17], followed by replacement of condition (7) in Assumption 1 with the requirement of persistency of excitation of relevant terms.

The computational advantage of the method is due to the possible parallel implementation of calculations that the proposed representations offer. In addition to offering scalability and making use of parallel computations, the method offers reduction of dimensionality of the problem due to incorporating linearly parameterized part of the model into internal variables of the proposed represen-
tations. These internal variables are uniquely determined by parameters entering the model nonlinearly and are computed as a part of the representation.

An interesting possibility to further improve computational efficiency of the approach to a class of problems emerging in modelling dynamics of neural cells stems from invoking RBF approximations in place of certain integrals in the schemes. Viability of the approach in this setting has been demonstrated with a numerical example.
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#### Abstract

Following the seminal work of Padberg on the Boolean quadric polytope $B Q P$ and its LP relaxation $B Q P_{L P}$, we consider a natural extension: the polytopes $S A T P$ and $S A T P_{L P}$, with $B Q P_{L P}$ being a projection of $S A T P_{L P}$ face (and $B Q P$ - projection of $S A T P$ face). Various special instances of 3-SAT problem like NAE-3-SAT, 1-in-3-SAT, weighted MAX-3-SAT, and others can be solved by integer programming over $S A T P_{L P}$. We consider the properties of $S A T P 1$-skeleton and $S A T P_{L P}$ fractional vertices. Like $B Q P_{L P}$, the polytope $S A T P_{L P}$ has the Trubin-property being quasi-integral (1-skeleton of $S A T P$ is a subset of 1-skeleton of $S A T P_{L P}$ ). However, unlike $B Q P$, not all vertices of $S A T P$ are pairwise adjacent, the diameter of $S A T P$ equals 2, and the clique number of 1 -skeleton is superpolynomial in dimension. It is known that the fractional vertices of $B Q P_{L P}$ are half-integral ( 0,1 or $1 / 2$ valued). We establish that the denominators of $S A T P_{L P}$ fractional vertices can take any integer values.
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## 1 Boolean Quadric Polytope

We consider the well-known Boolean quadric polytope $B Q P(n)$ [20], constructed from the NP-hard problem of unconstrained Boolean quadratic programming:

$$
Q(x)=x^{T} Q x \rightarrow \max ,
$$

where vector $x \in\{0,1\}^{n}$, and $Q$ is an upper triangular matrix, by introducing new variables $x_{i, j}=x_{i} x_{j}$.

In the standard form $B Q P(n)$ can be defined as the convex hull of all integral solutions of the system

$$
\begin{align*}
& x_{i, j}^{1,1}+x_{i, j}^{1,2}+x_{i, j}^{2,1}+x_{i, j}^{2,2}=1  \tag{1}\\
& x_{i, j}^{1,1}+x_{i, j}^{1,2}=x_{k, j}^{1,1}+x_{k, j}^{1,2}  \tag{2}\\
& x_{i, j}^{1,1}+x_{i, j}^{2,1}=x_{i, l}^{1,1}+x_{i, l}^{2,1}  \tag{3}\\
& \quad x_{i, i}^{1,2}=x_{i, i}^{2,1}=0  \tag{4}\\
& x_{i, j}^{1,1} \geq 0, x_{i, j}^{1,2} \geq 0, x_{i, j}^{2,1} \geq 0, x_{i, j}^{2,2} \geq 0, \tag{5}
\end{align*}
$$

where $1 \leq k \leq i \leq j \leq l \leq n[4]$.
The Boolean quadric polytope arises in many fields of mathematics and physics. Sometimes it is called the correlation polytope, since its members can be interpreted as joint correlations of events in some probability space. Also, within the quantum mechanics the Boolean quadric polytope is connected with the representability problem for density matrices of order 2 that render physical properties of a system of particles [12]. Besides, $B Q P(n)$ is in one-to-one correspondence via the covariance linear mapping with the well-known cut polytope $C U T(n+1)$ of the complete graph on $n+1$ vertices [10].

In recent years, the Boolean quadric polytope has been under the close attention in connection with the problem of estimating the extension complexity. An extension of the polytope $P$ is another polytope $Q$ such that $P$ is the image of $Q$ under a linear map. The number of facets of $Q$ is called the size of an extension. Extension complexity of $P$ is defined as the minimum size over the set of all possible extensions. Fiorini et al. proved that the extension complexity of the Boolean quadric polytope is exponential.

Theorem 1 (see [13] and [15]). The extension complexity of $B Q P(n)$ and $\operatorname{CUT}(n)$ is $2^{\Omega(n)}$.

Since the polytopes of many combinatorial optimization problems, including stable set, knapsack, 3-dimensional matching, and traveling salesperson, contain a face that is an extension of $B Q P(n)$, those polytopes also have an exponential extension complexity. Thus, corresponding problems cannot be solved effectively by linear programming, as any LP formulation will have an exponential number of inequalities [13]. For more details on the special role of the Boolean quadratic polytope see [18].

The system (1)-(5) without integrality constraint describes the LP relaxation $B Q P_{L P}(n)$. Corresponding cut polytope relaxation is known as the rooted semimetric polytope RMET(n).

For any polytope $P$, we call the collection of its vertices ( 0 -faces) and its edges (1-faces) the 1 -skeleton of $P$. Let $Q$ be a polytope that is contained in $P$. We say that $P$ has the Trubin-property (with respect to $Q$ ) if 1-skeleton of $Q$ is a subset of 1 -skeleton of $P$ [22]. Polytope $P$ with this property is also called quasi-integral. If $P$ has the Trubin-property, then all vertices of $Q$ are vertices of $P$ and those facets of $Q$ that define invalid inequalities for $P$ do not create any new adjacencies among the vertices of $Q$.

Theorem 2 (see [20]). The diameter of the polytope $B Q P(n)$ equals 1. The relaxation $B Q P_{L P}(n)$ has the Trubin-property with respect to $B Q P(n)$.

As for the fractional vertices in the LP relaxation $B Q P_{L P}(n)$, they are completely described and are half-integral.

Theorem 3 (see[20]). Every vertex of $B Q P_{L P}(n)$ is $\left\{0, \frac{1}{2}, 1\right\}$ valued.
We note that while the fractional vertices of $B Q P_{L P}(n)$ have their denominators bounded by 2 , the matrix of the system (1)-(5) is not bimodular. Every
nonsingular submatrix of the system has a determinant of $\pm 2^{p}$ where $p$ is a nonnegative integer [20]. Thus, the polynomial time algorithm for bimodular integer linear programming [23], unfortunately, cannot be applied.

## 2 3-SAT Relaxation Polytope

We consider a more general polytope $\operatorname{SATP}(m, n) \subset \mathbb{R}^{6 m n}$ (see [4]), obtained as the convex hull of all integral solutions of the system

$$
\begin{align*}
\sum_{k, l} x_{i, j}^{k, l} & =1,  \tag{6}\\
x_{i, j}^{1,1}+x_{i, j}^{2,1}+x_{i, j}^{3,1} & =x_{i, t}^{1,1}+x_{i, t}^{2,1}+x_{i, t}^{3,1},  \tag{7}\\
x_{i, j}^{k, 1}+x_{i, j}^{k, 2} & =x_{s, j}^{k, 1}+x_{s, j}^{k, 2},  \tag{8}\\
x_{i, j}^{k, l} & \geq 0, \tag{9}
\end{align*}
$$

where $k=1,2,3 ; l=1,2 ; i, s=1, \ldots m ; j, t=1, \ldots n$.
Inequalities (6)-(9) without the integrality constraint define the LP relaxation $S A T P_{L P}(m, n)$. Points that satisfy the system can be conveniently represented as a block matrix (Table 1).

Table 1. Fragment of $\operatorname{SAT}_{L_{P}}(m, n)$ block matrix

| $x_{i, j}^{1,1}$ | $x_{i, j}^{1,2}$ | $x_{i, t}^{1,1}$ | $x_{i, t}^{1,2}$ |
| :---: | :---: | :---: | :---: |
| $x_{i, j}^{2,1}$ | $x_{i, j}^{2,2}$ | $x_{i, t}^{2,1}$ | $x_{i, t}^{2,2}$ |
| $x_{i, j}^{3,1}$ | $x_{i, j}^{3,2}$ | $x_{i, t}^{3,1}$ | $x_{i, t}^{3,2}$ |
| $x_{s, j}^{1,1}$ | $x_{s, j}^{1,2}$ | $x_{s, t}^{1,1}$ | $x_{s, t}^{1,2}$ |
| $x_{s, j}^{2,1}$ | $x_{s, j}^{2,2}$ | $x_{s, t}^{2,1}$ | $x_{s, t}^{2,2}$ |
| $x_{s, j}^{3,1}$ | $x_{s, j}^{3,2}$ | $x_{s, t}^{3,1}$ | $x_{s, t}^{3,2}$ |

If we consider a face of the polytope $S A T P(n, n)$, constructed as follows:

$$
\begin{array}{r}
\forall i, j: x_{i, j}^{3,1}=x_{i, j}^{3,2}=0 \\
\forall i: x_{i, i}^{1,2}=x_{i, i}^{2,1}=0
\end{array}
$$

and discard all coordinates with $i>j$ (orthogonal projection), then we get the polytope $B Q P(n)$. As a result, we have

Theorem 4. The extension complexity of $\operatorname{SATP}(m, n)$ is $2^{\Omega(\min \{m, n\})}$.
The polytope $\operatorname{SATP}(m, n)$ was introduced in [4] and later studied in [19] as the integer programming formulation of various special instances of 3-SAT problem like not-all-equal-3-SAT, 1-in-3-SAT, weighted MAX-3-SAT, and others. A polynomial time algorithm for some cases of edge constrained bipartite
graph coloring, based on the properties of $S A T P_{L P}(m, n)$ relaxation, was considered in [19].

The object of research in this paper are the properties of 1 -skeleton of $S A T P(m, n)$ and the fractional vertices of $S A T P_{L P}(m, n)$ relaxation.

## 3 1-Skeleton

We consider the following 3 characteristics of 1-skeleton: an adjacency relation, a diameter, and a clique number. The adjacency relation together with the local search technique can serve as a basis for optimization algorithms. See, for example, algorithms for the perfect matching, set covering, and other problems $[1,9,17]$. The study of 1 -skeleton's diameter is motivated by its relationship to edge-following algorithms of linear programming such as the simplex method, since the diameter is a lower bound on the number of non-degenerate steps of the algorithm. The clique number of 1-skeleton serves as a lower bound for computational complexity in a class of direct-type algorithms based on linear comparisons. In addition, it was found that this characteristic is polynomial for known polynomially solvable problems and is superpolynomial for intractable problems (see, for example, [5-7]).

We encode every integer vertex $z$ of the polytope $\operatorname{SATP}(m, n)$ by the vectors $\boldsymbol{r o w}(z) \in\{0,1\}^{m}$ and $\boldsymbol{\operatorname { c o l }}(z) \in\{0,1,2\}^{n}$. We denote by $\boldsymbol{\operatorname { r o w }}_{i}(z)$ and $\boldsymbol{\operatorname { c o l }}_{j}(z)$ the $i$-th and $j$-th coordinates of the corresponding vectors.

Lemma 1 (see [19]). Let $z$ be the vertex of the polytope $\operatorname{SATP}(m, n)$, then its coordinates are determined by the vectors $\operatorname{row}(z) \in\{0,1\}^{m}$ and $\operatorname{col}(z) \in$ $\{0,1,2\}^{n}$ by the following formulas:

$$
\begin{aligned}
x_{i, j}^{1,1} & =\frac{1}{2}\left(1-\operatorname{row}_{i}(z)\right)\left(2-\operatorname{col}_{j}(z)\right)\left(1-\operatorname{col}_{j}(z)\right) \\
x_{i, j}^{1,2} & =\frac{1}{2} \operatorname{row}_{i}(z)\left(2-\operatorname{col}_{j}(z)\right)\left(1-\operatorname{col}_{j}(z)\right) \\
x_{i, j}^{2,1} & =\left(1-\operatorname{row}_{i}(z)\right) \operatorname{col}_{j}(z)\left(2-\operatorname{col}_{j}(z)\right) \\
x_{i, j}^{2,2} & =\operatorname{row}_{i}(z) \operatorname{col}_{j}(z)\left(2-\operatorname{col}_{j}(z)\right) \\
x_{i, j}^{3,1} & =\frac{1}{2}\left(1-\operatorname{row}_{i}(z)\right) \operatorname{col}_{j}(z)\left(1-\operatorname{col}_{j}(z)\right) \\
x_{i, j}^{3,2} & =\frac{1}{2} \operatorname{row}_{i}(z) \operatorname{col}_{j}(z)\left(1-\operatorname{col}_{j}(z)\right)
\end{aligned}
$$

Theorem 5. Two vertices $u$ and $v$ of the polytope $\operatorname{SATP}(m, n)$ are adjacent if and only if one of following conditions is true:

- $\boldsymbol{\operatorname { r o w }}(u) \neq \boldsymbol{\operatorname { r o w }}(v)$ and $\operatorname{col}(u) \neq \operatorname{col}(v)$;
- $\exists!i: \boldsymbol{\operatorname { r o w }}_{i}(u) \neq \operatorname{row}_{i}(v)$ and $\operatorname{col}(u)=\operatorname{col}(v)$;
- $\exists!j: \operatorname{col}_{j}(u) \neq \operatorname{col}_{j}(v)$ and $\boldsymbol{\operatorname { r o w }}(u)=\boldsymbol{\operatorname { r o w }}(v)$.

Proof. If the vertices $u$ and $v$ are not adjacent, then the line segment $[u, v]$ intersects with the convex hull of all remaining vertices:

$$
\begin{array}{r}
\alpha u+\beta v=\sum \lambda_{w} w, \\
\alpha+\beta=\sum \lambda_{w}=1 \\
\alpha \geq 0, \beta \geq 0, \quad \lambda_{w} \geq 0
\end{array}
$$

We consider some vertex $w$ in this convex combination with a positive $\lambda_{w}$. Since $u, v$ and $w$ are zero-one points, equation implies the inequality

$$
\begin{equation*}
w \leq u+v \tag{10}
\end{equation*}
$$

Let the row and col vectors of $u$ and $v$ do not coincide. Since the vertex $w$ is different from $u$ and $v$, we have

$$
\left\{\begin{array} { l } 
{ \operatorname { r o w } ( w ) \neq \operatorname { r o w } ( u ) , } \\
{ \operatorname { c o l } ( w ) \neq \operatorname { c o l } ( v ) , }
\end{array} \quad \text { or } \quad \left\{\begin{array}{l}
\operatorname{row}(w) \neq \operatorname{row}(v) \\
\operatorname{col}(w) \neq \operatorname{col}(u)
\end{array}\right.\right.
$$

Without loss of generality, we assume that

$$
\begin{aligned}
& \exists i: \boldsymbol{\operatorname { o w }}_{i}(w)=0 \neq \boldsymbol{\operatorname { r o w }}_{i}(u), \\
& \exists j: \boldsymbol{\operatorname { c o l }}_{j}(w)=0 \neq \operatorname{col}_{j}(v) .
\end{aligned}
$$

Hence, we have

$$
\begin{aligned}
x_{i, j}^{1,1}(w) & =\frac{1}{2}\left(1-\operatorname{row}_{i}(w)\right)\left(2-\operatorname{col}_{j}(w)\right)\left(1-\operatorname{col}_{j}(w)\right)=1, \\
x_{i, j}^{1,1}(u)+x_{i, j}^{1,1}(v) & =\frac{1}{2}\left(1-\operatorname{row}_{i}(u)\right)\left(2-\operatorname{col}_{j}(u)\right)\left(1-\operatorname{col}_{j}(u)\right)+ \\
& +\frac{1}{2}\left(1-\operatorname{row}_{i}(v)\right)\left(2-\operatorname{col}_{j}(v)\right)\left(1-\operatorname{col}_{j}(v)\right)=0 .
\end{aligned}
$$

Therefore, the inequality (10) is not satisfied. The remaining cases are treated similarly. Thus, if the row and col vectors of $u$ and $v$ do not coincide, then the vertices $u$ and $v$ are adjacent.

Now let $\boldsymbol{\operatorname { c o l }}(u)$ and $\boldsymbol{\operatorname { c o l }}(v)$ be equal. We suppose that

$$
\exists i, j: \boldsymbol{\operatorname { r o w }}_{i}(u) \neq \boldsymbol{\operatorname { r o w }}_{i}(v) \text { and } \boldsymbol{\operatorname { r o w }}_{j}(u) \neq \boldsymbol{\operatorname { r o w }}_{j}(v) .
$$

We consider two vertices $w_{u}$ and $w_{v}$, constructed as follows:

$$
\begin{gathered}
\operatorname{col}\left(w_{u}\right)=\boldsymbol{\operatorname { c o l }}\left(w_{v}\right)=\boldsymbol{\operatorname { c o l }}(u)=\boldsymbol{\operatorname { c o l }}(v), \\
\forall k(k \neq i): \boldsymbol{\operatorname { r o w }}_{k}\left(w_{u}\right)=\boldsymbol{\operatorname { r o w }}_{k}(u), \boldsymbol{\operatorname { o w }}_{k}\left(w_{v}\right)=\boldsymbol{\operatorname { r o w }}_{k}(v), \\
\boldsymbol{\operatorname { o w }}_{i}\left(w_{u}\right)=\boldsymbol{\operatorname { r o w }}_{i}(v), \boldsymbol{\operatorname { r o w }}_{i}\left(w_{v}\right)=\boldsymbol{\operatorname { r o w }}_{i}(u) .
\end{gathered}
$$

Vertices $w_{u}$ and $w_{v}$ are different from $u$ and $v$, and we have

$$
w_{u}+w_{v}=u+v,
$$

thus, $u$ and $v$ are not adjacent.
Finally, if the vectors $\boldsymbol{\operatorname { r o w }}(u)$ and $\boldsymbol{\operatorname { r o w }}(v)$ differ only in one coordinate, then there are no vertices $w$ other than $u$ and $v$ that satisfy the inequality (10). Consequently, in this case $u$ and $v$ are adjacent.

It remains to study the case $\boldsymbol{\operatorname { r o w }}(u)=\boldsymbol{\operatorname { r o w }}(v)$ that is completely similar to the case $\boldsymbol{\operatorname { c o l }}(u)=\boldsymbol{\operatorname { c o l }}(v)$.

Thus, 1-skeleton of $\operatorname{SATP}(m, n)$ is not a complete graph, unlike $B Q P(n)$. Still, this graph is very dense.

Theorem 6. The diameter of $\operatorname{SATP}(m, n) 1$-skeleton equals 2 , with the exception of the case $m=n=1$.

Proof. First we consider the special case of $m=n=1$. The system (6)-(9) takes the form

$$
\begin{array}{r}
\sum_{k, l} x^{k, l}=1, \\
x^{k, l} \geq 0,
\end{array}
$$

and defines a standard simplex with all 6 vertices being pairwise adjacent. However, for $m \geq 2$ or $n \geq 2$, by Theorem 5 , there are nonadjacent vertices of $S A T P(m, n)$.

Let the vertices $u$ and $v$ of the polytope be not adjacent. Let $m \geq 2$. We consider a vertex $w$, constructed as follows:

$$
\begin{align*}
& \operatorname{row}(w) \neq \operatorname{row}(u), \operatorname{row}(w) \neq \operatorname{row}(v)  \tag{11}\\
& \quad \operatorname{col}(w) \neq \operatorname{col}(u), \operatorname{col}(w) \neq \operatorname{col}(v) \tag{12}
\end{align*}
$$

By Theorem 5, we have $w$ being adjacent both to $u$ and $v$.
Now let $m=1$ and $n \geq 2$. If $\boldsymbol{r o w}(u)=\boldsymbol{r o w}(v)$, then we again consider a vertex $w$, satisfying (11)-(12), that is adjacent both to $u$ and $v$. And if $\boldsymbol{r o w}(u) \neq$ $\boldsymbol{\operatorname { r o w }}(v)$, then we construct a vertex $w$ as follows:

$$
\begin{array}{r}
\operatorname{row}(w)=\boldsymbol{\operatorname { r o w }}(v) \neq \boldsymbol{\operatorname { r o w }}(u), \\
\operatorname{col}_{1}(w) \neq \operatorname{col}_{1}(u), \operatorname{col}_{1}(w) \neq \operatorname{col}_{1}(v), \\
\operatorname{col}_{j}(w)=\operatorname{col}_{j}(v), j \geq 2
\end{array}
$$

By Theorem 5, such vertex $w$ is adjacent both to $u$ and $v$.
Thus, for $m \geq 2$ or $n \geq 2$ the diameter of $\operatorname{SATP}(m, n)$ 1-skeleton equals 2 .
Theorem 7. The clique number of $\operatorname{SATP}(m, n) 1$-skeleton is superpolynomial in dimension and bounded from below by $2^{\min \{m, n\}}$.

Proof. We consider a vertex set $W$, such that $\forall w \in W$ we have

$$
\forall k(k \leq \min \{m, n\}): \boldsymbol{\operatorname { r o w }}_{k}(w)=\boldsymbol{\operatorname { c o l }}_{k}(w)
$$

All the remaining coordinates of row and col vectors are assumed to be zero. By Theorem 5, each pair of vertices in $W$ is pairwise adjacent, since their row and col vectors do not coincide, and there are exactly $2^{\min \{m, n\}}$ of such vertices.

In the last theorem of this section we will show that the properties of 1skeleton of the polytope $S A T P$ can be transferred to its LP relaxation $S A T P_{L P}$.

Theorem 8. $S A T P_{L P}$ has the Trubin-property with respect to $S A T P$.
Proof. Trubin [22] showed that the relaxation set partitioning polytope

$$
\begin{equation*}
A x=e, x \geq 0 \tag{13}
\end{equation*}
$$

where $A$ is a zero-one matrix, and $e$ is an all unit column, is quasi-integral. The polytope $S A T P_{L P}(m, n)$ can be considered as a special case of the relaxation set partitioning polytope. Constraints (6) and (9) already satisfy (13). Each Eq. (7) in pair with the Eq. (6)

$$
\left\{\begin{array}{l}
x_{i, j}^{1,1}+x_{i, j}^{2,1}+x_{i, j}^{3,1}=x_{i, t}^{1,1}+x_{i, t}^{2,1}+x_{i, t}^{3,1}, \\
x_{i, j}^{1,1}+x_{i, j}^{2,1}+x_{i, j}^{3,1}+x_{i, j}^{1,2}+x_{i, j}^{2,2}+x_{i, j}^{3,2}=1,
\end{array}\right.
$$

can be rewritten in the required form:

$$
\left\{\begin{array}{l}
x_{i, t}^{1,1}+x_{i, t}^{2,1}+x_{i, t}^{3,1}+x_{i, j}^{1,2}+x_{i, j}^{2,2}+x_{i, j}^{3,2}=1 \\
x_{i, j}^{1,1}+x_{i, j}^{2,1}+x_{i, j}^{3,1}+x_{i, j}^{1,2}+x_{i, j}^{2,2}+x_{i, j}^{3,2}=1
\end{array}\right.
$$

Similarly, each Eq. (8) in pair with the Eq. (6)

$$
\left\{\begin{array}{l}
x_{i, j}^{1,1}+x_{i, j}^{1,2}=x_{s, j}^{1,1}+x_{s, j}^{1,2}, \\
x_{i, j}^{1,1}+x_{i, j}^{1,2}+x_{i, j}^{2,1}+x_{i, j}^{2,2}+x_{i, j}^{3,1}+x_{i, j}^{3,2}=1,
\end{array}\right.
$$

can be rewritten as

$$
\left\{\begin{array}{l}
x_{s, j}^{1,1}+x_{s, j}^{1,2}+x_{i, j}^{2,1}+x_{i, j}^{2,2}+x_{i, j}^{3,1}+x_{i, j}^{3,2}=1 \\
x_{i, j}^{1,1}+x_{i, j}^{1,2}+x_{i, j}^{2,1}+x_{i, j}^{2,2}+x_{i, j}^{3,1}+x_{i, j}^{3,2}=1
\end{array}\right.
$$

Thus, 1-skeleton of $\operatorname{SATP}(m, n)$ is a subset of 1 -skeleton of $S A T P_{L P}(m, n)$.

## 4 Fractional Vertices

Another area of research are the properties of fractional vertices in the LP relaxation. The structure of fractional vertices is important for the analysis of approximation algorithms based on LP rounding. In particular, if the denominators of the fractional vertices are bounded by some constant $d$, then LP rounding provides a $d$-approximation algorithm for the considered problem ( $d$ is called the integrality gap). Besides, the fractional vertices are important for constructing new inequalities for branch and cut algorithms [21].

In this section we consider the LP relaxation $\operatorname{SATP}_{L P}(m, n)$. It preserves all integral vertices of $\operatorname{SATP}(m, n)$, together with their adjacency in 1-skeleton, but as LP relaxation has its own fractional vertices.

Fractional vertices of $B Q P_{L P}(n)$ are quite simple with values only from the set $\left\{0, \frac{1}{2}, 1\right\}$. Thereby, they can be completely cut off by triangle inequality constraints of the metric polytope $\operatorname{MET}(n)$ [20]. The polynomial time algorithm for integer recognition problem (determine whether a maximum of a linear objective function is achieved at an integral vertex of a polytope) over $B Q P_{L P}(n)$ is based on this fact [4].

The metric polytope $\operatorname{MET}(n)$ is obtained by augmenting the system (1)(5) by the triangle inequalities that define the facets of $B Q P(3)$. It is the most simple and natural relaxation of the polytope $\operatorname{CUT}(n)$, and has many practical applications, such as being a compact LP formulation for the max-cut problem on graphs not contractible to $K_{5}$ [3].

Fractional vertices of the metric polytope $\operatorname{MET}(n)$ have a much more complicated nature. Their denominators can take any integral values [16], and it is not known if it is possible to cut them off by a polynomial number of additional linear constraints [8]. Furthermore, characteristics of $\operatorname{MET}(n)$ fractional vertices were also considered in $[2,11,14]$.

Unfortunately, properties of $S A T P_{L P}(m, n)$ fractional vertices are similar to $\operatorname{MET}(n)$ and not to $B Q P_{L P}(n)$, since their denominators can take any integral values as well.

Theorem 9. The relaxation polytope $S A T P_{L P}(n, n)$ has fractional vertices with denominators equal $n+1$ for all $n \geq 4$.

Proof. A vertex of the polytope $S A T P_{L P}(m, n)$ is a unique solution of the system (6)-(9) with some of the inequalities (9) turned into equations. We construct a required vertex in a few steps.

The basis is the first four blocks as shown in Table 2. We can use the constraints (7)-(8) to establish the relationship between the coordinates:

$$
x_{1,2}^{2,2}=x_{1,1}^{3,2}=x_{2,1}^{3,2}=x_{2,2}^{3,2}=x_{1,2}^{3,1}
$$

Hence, for all blocks in the second column

$$
x_{i, 2}^{2,1}+x_{i, 2}^{2,2}=x_{i, 2}^{3,1}+x_{i, 2}^{3,2}
$$

Table 2. First four blocks of the fractional vertex

| $x_{1,1}^{1,1}$ | 0 | $x_{1,2}^{1,1}$ | 0 |
| :---: | :---: | :---: | :---: |
| $x_{1,1}^{2,1}$ | 0 | 0 | $x_{1,2}^{2,2}$ |
| 0 | $x_{1,2}^{3,2}$ | $x_{1,2}^{3,1}$ | 0 |
| $x_{2,1}^{1,1}$ | 0 | $x_{2,2}^{1,1}$ | 0 |
| $x_{2,1}^{2,1}$ | 0 | $x_{2,2}^{2,}$ | 0 |
| 0 | $x_{2,1}^{3,2}$ | 0 | $x_{2,2}^{3,2}$ |

Here, we describe the key steps of the construction.

Table 3. Blocks $j, j$ and $j, j+1$ of the fractional vertex

| $x_{j, j}^{1,1}$ | 0 | $x_{j, j+1}^{1,1}$ | 0 |
| :---: | :---: | :---: | :---: |
| $x_{j, j}^{2,1}$ | 0 | 0 | $x_{j, j+1}^{2,2}$ |
| 0 | $x_{j, j}^{3,2}$ | $x_{j, j+1}^{3,1}$ | 0 |

- For all $j(1 \leq j \leq n-1)$ blocks $j, j$ and $j, j+1$ have the form as shown in Table 3. Thus, for all $i, j$ we have

$$
\begin{equation*}
x_{i, j}^{3,1}+x_{i, j}^{3,2}=x_{i, j+1}^{2,1}+x_{i, j+1}^{2,2} . \tag{14}
\end{equation*}
$$

- For all $k(3 \leq 2 k-1 \leq n)$ there are blocks in the rows $2 k-1$ and $2 k$ as shown in Table 4. Here, we obtain

$$
\begin{equation*}
x_{i, 2 k-1}^{3,1}+x_{i, 2 k-1}^{3,2}=x_{i, 2 k}^{3,1}+x_{i, 2 k}^{3,2}=x_{i, k}^{2,1}+x_{i, k}^{2,2}+x_{i, k}^{3,1}+x_{i, k}^{3,2} \tag{15}
\end{equation*}
$$

for all blocks in these columns. If $2 k>n$, then the row and column $2 k$ can be omitted.

- The last part of construction describes the blocks in the rows $n-1$ and $n$, as shown in Table 5 . Hence, for blocks in the first and last columns we have

$$
\begin{align*}
x_{i, 1}^{1,1}+x_{i, 1}^{1,2} & =x_{i, n}^{2,1}+x_{i, n}^{2,2},  \tag{16}\\
x_{i, 1}^{2,1}+x_{i, 1}^{2,2} & =x_{i, n}^{3,1}+x_{i, n}^{3,2} . \tag{17}
\end{align*}
$$

It is possible to make last two rows different from the first two rows since $n \geq 4$.

- We call all of the remaining blocks that were not described in the preceding steps as the filler blocks. They are different for the blocks above and below the main diagonal and have the form as shown in Table 6.

Table 4. Fragment of $2 k-1$ and $2 k$ rows of blocks of the fractional vertex

| $x_{2 k-1, k}^{1,1}$ | 0 | $x_{2 k-1,2 k-1}^{1,1}$ | 0 | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $x_{2 k-1, k}^{2,2}$ | $x_{2 k-1,2 k-1}^{2,1}$ | 0 | - | - |
| 0 | $x_{2 k-1, k}^{3,2}$ | 0 | $x_{2 k-1,2 k-1}^{3,2}$ | - | - |
| $x_{2 k, k}^{1,1}$ | 0 | - | - | $x_{2 k, 2 k}^{1,1}$ | 0 |
| 0 | $x_{2 k, k}^{2,2}$ | - | - | $x_{2 k, 2 k}^{2,1}$ | 0 |
| 0 | $x_{2 k, k}^{3,2}$ | - | - | 0 | $x_{2 k, 2 k}^{3,2}$ |

Now we establish that the system (6)-(9), constructed above, has a unique solution. Let $n$ be odd and equal $2 q+1$. We denote $x_{1,1}^{3,2} \operatorname{simply}$ as $x$. Thereby,

Table 5. Last two rows of blocks of the fractional vertex

| 0 | $x_{n-1,1}^{1,1}$ | $x_{n-1, n}^{1,1}$ | 0 |
| :---: | :---: | :---: | :---: |
| $x_{n-1,1}^{2,1}$ | 0 | 0 | $x_{n-1, n}^{2,2}$ |
| $x_{n-1,1}^{3,1}$ | 0 | $x_{n-1, n}^{3,1}$ | 0 |
| $x_{n, 1}^{1,1}$ | 0 | $x_{n, n}^{1,1}$ | 0 |
| 0 | $x_{n, 1}^{2,2}$ | $x_{n, n}^{2,1}$ | 0 |
| $x_{n, 1}^{3,1}$ | 0 | 0 | $x_{n, n}^{3,2}$ |

Table 6. Form of the filler blocks of the fractional vertex above the main diagonal (a) and beyond the main diagonal (b)

| $x_{i, j}^{1,1}$ | 0 |
| :---: | :---: |
| $x_{i, j}^{2,1}$ | 0 |
| $x_{i, j}^{3,1}$ | $x_{i, j}^{3,2}$ |

(a)

| $x_{i, j}^{1,1}$ | $x_{i, j}^{1,2}$ |
| :---: | :---: |
| $x_{i, j}^{x_{i, j}^{2,1}}$ | 0 |
| 0 | $x_{i, j}^{3,2}$ |

(b)
for all $i$ by Eqs. (14)-(15) and induction we get

$$
\begin{aligned}
x_{i, 2}^{2,1}+x_{i, 2}^{2,2} & =x \\
x_{i, 2}^{3,1}+x_{i, 2}^{3,2} & =x \\
x_{i, 3}^{2,1}+x_{i, 3}^{2,2} & =x \\
x_{i, 3}^{3,1}+x_{i, 3}^{3,2} & =2 x \\
\cdots & \\
x_{i, 2 q}^{2,1}+x_{i, 2 q}^{2,2} & =q x \\
x_{i, 2 q}^{3,1}+x_{i, 2 q}^{3,2} & =q x \\
x_{i, 2 q+1}^{2,1}+x_{i, 2 q+1}^{2,2} & =q x \\
x_{i, 2 q+1}^{3,1}+x_{i, 2 q+1}^{3,2} & =(q+1) x
\end{aligned}
$$

First and last columns are connected by Eqs. (16)-(17), therefore

$$
\begin{aligned}
x_{1,1}^{1,1}+x_{1,1}^{1,2} & =q x \\
x_{1,1}^{2,1}+x_{1,1}^{2,2} & =(q+1) x \\
x_{1,1}^{3,1}+x_{1,1}^{3,2} & =x
\end{aligned}
$$

Since the sum of the coordinates inside a single block is equal to 1 , we have

$$
q x+(q+1) x+x=1
$$

and

$$
\begin{equation*}
x=\frac{1}{2 q+2}=\frac{1}{n+1} . \tag{18}
\end{equation*}
$$

All coordinates of the constructed point are either already directly expressed in terms of $x$, or can be found using the Eqs. (6)-(8).

Case of $n$ equal $2 q$ is considered similarly, the only difference will be that

$$
\begin{aligned}
& x_{1,1}^{1,1}+x_{1,1}^{1,2}=x_{i, 2 q}^{2,1}+x_{i, 2 q}^{2,2}=q x, \\
& x_{1,1}^{2,1}+x_{1,1}^{2,2}=x_{i, 2 q}^{3,1}+x_{i, 2 q}^{3,2}=q x .
\end{aligned}
$$

It remains to verify only that the coordinates of the filler blocks from the Table 6 satisfy the system (6)-(9). We consider the filler blocks above the main diagonal $(i<j)$. Using Eqs. (6)-(8) we can establish that

$$
\begin{aligned}
x_{i, j}^{2,1} & =\left\lfloor\frac{j}{2}\right\rfloor x, \\
x_{i, j}^{3,2} & =\left\lfloor\frac{i+1}{2}\right\rfloor x, \\
x_{i, j}^{3,1} & =\left\lfloor\frac{j+1}{2}\right\rfloor x-\left\lfloor\frac{i+1}{2}\right\rfloor x, \\
x_{i, j}^{1,1} & =1-\left\lfloor\frac{j}{2}\right\rfloor x-\left\lfloor\frac{j+1}{2}\right\rfloor x .
\end{aligned}
$$

Hence, only the inequalities $x_{i, j}^{3,1} \geq 0$ and $x_{i, j}^{1,1} \geq 0$ can be violated. For all $i<j$ we have

$$
\left\lfloor\frac{j+1}{2}\right\rfloor \geq\left\lfloor\frac{i+1}{2}\right\rfloor .
$$

Therefore, $x_{i, j}^{3,1} \geq 0$. And, since $j \leq n$, we have

$$
\left\lfloor\frac{j}{2}\right\rfloor+\left\lfloor\frac{j+1}{2}\right\rfloor<n+1 .
$$

Thus, by (18), $x_{i, j}^{1,1} \geq 0$ is satisfied as well.
Now we consider the filler blocks below the main diagonal $(i>j)$ :

$$
\begin{aligned}
x_{i, j}^{2,1} & =\left\lfloor\frac{j}{2}\right\rfloor x, \\
x_{i, j}^{3,2} & =\left\lfloor\frac{j+1}{2}\right\rfloor x, \\
x_{i, j}^{1,2} & =\left\lfloor\frac{i+1}{2}\right\rfloor x-\left\lfloor\frac{j+1}{2}\right\rfloor x, \\
x_{i, j}^{1,1} & =1-\left\lfloor\frac{i+1}{2}\right\rfloor x-\left\lfloor\frac{j}{2}\right\rfloor x .
\end{aligned}
$$

Again, for all $i>j$ we have

$$
\left\lfloor\frac{i+1}{2}\right\rfloor \geq\left\lfloor\frac{j+1}{2}\right\rfloor,
$$

and the inequality $x_{i, j}^{1,2} \geq 0$ is satisfied. And, since $i, j \leq n$ :

$$
\left\lfloor\frac{j}{2}\right\rfloor+\left\lfloor\frac{i+1}{2}\right\rfloor<n+1 .
$$

Thus, $x_{i, j}^{1,1} \geq 0$ holds as well.
The constructed system is obtained from (6)-(9) by turning some of inequalities into equations, and it has a unique solution, therefore it defines the fractional vertex of the polytope $\operatorname{SATP}_{L P}(n, n)$ with denominator $n+1$.

An example of a fractional vertex for $n=6$ is shown in Table 7 .

Table 7. Fractional vertex of the polytope $S A T P_{L P}(6,6)$

| $\begin{array}{\|l\|l\|} \hline \frac{3}{7} & 0 \\ \hline \end{array}$ |  | ${ }_{7}^{5} 0$ |  | ${ }_{7}^{4} 0$ | 产 0 |  | ${ }_{7}^{2} 0$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | $0 \frac{1}{7}$ | $\frac{1}{7}$ | $\frac{1}{7} 0$ | $\frac{2}{7} 0$ |  | $\frac{2}{7} 0$ |  | 7 |
|  | $\frac{1}{7}$ | ${ }_{7}^{1}$ | $\frac{1}{7}$ | $\frac{1}{7} \frac{1}{7}$ | $\frac{1}{7}$ |  | $\frac{2}{7} \frac{1}{7}$ | $\frac{2}{7}$ | $\frac{2}{7}$ |
|  | ) $\frac{5}{7}$ | $\frac{5}{7} 0$ | $\frac{4}{7}$ | ${ }^{4} 70$ | $\frac{3}{7} 0$ |  | $\frac{2}{7} 0$ |  | 0 |
|  | $0 \frac{1}{7}$ | $\frac{1}{7} 0$ | 0 | $0 \frac{1}{7}$ | $\frac{2}{7} 0$ |  | $\frac{2}{7} 0$ |  | 0 |
| 0 1 | 0 | $0 \frac{1}{7}$ | $\frac{2}{7}$ | $\frac{2}{7} 0$ | $\frac{1}{7} \frac{1}{7}$ |  | $\frac{2}{7} \frac{1}{7}$ |  |  |
|  | $\frac{5}{7}$ | ${ }_{7}^{5} 0$ | $\frac{4}{7}$ | $\frac{4}{7} 0$ | $\frac{3}{7} 0$ |  | ${ }_{7}^{2} 0$ |  | 0 |
| $\frac{3}{7}$ 0 | 0 | $0 \frac{1}{7}$ | $\frac{1}{7}$ | $\frac{1}{7} 0$ | $0 \frac{2}{7}$ |  | $\frac{1}{7} 0$ |  | $\frac{1}{7} 0$ |
|  | 0 | $0 \frac{1}{7}$ | 0 | $0 \frac{2}{7}$ | $\frac{2}{7} 0$ |  | $\frac{1}{7} \frac{2}{7}$ |  |  |
| $\frac{2}{7} \frac{1}{7}$ | $\frac{5}{7}$ | 50 | $\frac{4}{7}$ | $\frac{4}{7} 0$ | $\frac{3}{7} 0$ |  | $\frac{2}{7} 0$ |  |  |
| $\frac{3}{7} 0$ | 0 | $0 \frac{1}{7}$ | $\frac{1}{7}$ | $\frac{1}{7} 0$ | $\frac{2}{7} 0$ | 0 | $0 \frac{2}{7}$ |  | 0 |
|  | 0 | $0 \frac{1}{7}$ | 0 | $0 \frac{2}{7}$ | $0 \frac{2}{7}$ | $\frac{3}{7}$ | $\frac{3}{7} 0$ |  |  |
| $0{ }^{0} \frac{3}{7}$ |  | ${ }_{7}^{3} \frac{2}{7}$ | $\frac{4}{7}$ | ${ }_{7}^{4} 0$ | $\frac{2}{7} \frac{1}{7}$ |  | ${ }_{7}^{2} 0$ |  | 0 |
| $\frac{3}{7} 0$ | $0 \frac{1}{7}$ | $\frac{1}{7} 0$ | 0 | $0 \frac{1}{7}$ | $\frac{2}{7} 0$ |  | ${ }_{7}{ }^{2}$ |  |  |
| $\frac{1}{7} 0$ | 0 | $0 \frac{1}{7}$ | 0 | $0 \frac{2}{7}$ | $0 \frac{2}{7}$ |  | $0 \frac{3}{7}$ |  | ${ }^{\frac{3}{7}} 0$ |
| ${ }^{\frac{3}{7}} \mathbf{7} 0$ |  | ${ }_{7}^{3} \frac{2}{7}$ | $\frac{4}{7}$ | $\frac{4}{7} 0$ | $\frac{2}{7} \frac{1}{7}$ |  | ${ }_{7}^{2} 0$ |  |  |
|  |  | $\frac{1}{7} 0$ | 0 | $0 \frac{1}{7}$ | $\frac{2}{7} 0$ |  | $\frac{1}{7} 0$ |  | $\frac{3}{7} 0$ |
| $\frac{1}{7} 0$ | 0 | 0 | 0 | $0 \frac{2}{7}$ | 0 |  | $0 \frac{3}{7}$ |  |  |

The construction described in Theorem 9 is not working for $n<4$. However, relaxation polytope $S A T P_{L P}(m, n)$ has fractional vertices with denominators 2,3 and 4 as well. Some examples are provided in Table 8. It may be noted that Theorem 9 holds for $n=3$, but not for $n=1$ and $n=2$. Polytope $S A T P_{L P}(1,1)$ coincide with $\operatorname{SATP}(1,1)$ and has only 6 integral vertices. As for the polytope $S A T P_{L P}(2,2)$, it has 72 fractional vertices with all of them having denominators equal to 2 (computed by Skeleton software [24]).

Table 8. Fractional vertices with denominators 2,3 and 4

| $\frac{1}{2}$ | 0 | 0 | $\frac{1}{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | $\frac{1}{2}$ | $\frac{1}{2}$ | 0 |
| 0 | 0 | 0 | 0 |
| $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | 0 |
| 0 | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ |
| 0 | 0 | 0 | 0 |


| 0 | $\frac{1}{3}$ | $\frac{2}{3}$ | 0 |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{3}$ | 0 | 0 | $\frac{1}{3}$ |
| $\frac{1}{3}$ | 0 | 0 | 0 |
| $\frac{1}{3}$ | 0 | $\frac{2}{3}$ | 0 |
| 0 | $\frac{1}{3}$ | 0 | $\frac{1}{3}$ |
| $\frac{1}{3}$ | 0 | 0 | 0 |
| $\frac{1}{3}$ | 0 | $\frac{2}{3}$ | 0 |
| $\frac{1}{3}$ | 0 | 0 | $\frac{1}{3}$ |
| 0 | $\frac{1}{3}$ | 0 | 0 |


| $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{4}$ | 0 | $\frac{1}{4}$ | 0 | $\frac{1}{4}$ | 0 |
| 0 | $\frac{1}{4}$ | 0 | $\frac{1}{4}$ | 0 | $\frac{1}{4}$ |
| $\frac{1}{4}$ | 0 | $\frac{1}{2}$ | 0 | $\frac{1}{4}$ | 0 |
| 0 | $\frac{1}{4}$ | $\frac{1}{4}$ | 0 | $\frac{1}{2}$ | 0 |
| $\frac{1}{4}$ | 0 | 0 | $\frac{1}{4}$ | $\frac{1}{4}$ | $\frac{1}{4}$ |
| 1 | 0 |  |  |  |  |
| $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | 0 | 0 | $\frac{1}{2}$ |
| 0 | $\frac{1}{4}$ | 0 | $\frac{1}{4}$ | $\frac{1}{4}$ | 0 |
| 0 | $\frac{1}{4}$ | 0 | $\frac{1}{4}$ | $\frac{1}{4}$ | 0 |

## 5 Conclusions

We have considered $\operatorname{SATP}(m, n)$ polytope and its LP relaxation $S A T P_{L P}(m, n)$. This polytope is a simple extension of the well-known and important Boolean quadric polytope $B Q P(n)$, constructed by adding two additional coordinates per block. The polytope $\operatorname{SATP}(m, n)$ is the object of our interest, since it is the integer programming formulation of various special instances of 3-SAT problem like not-all-equal-3-SAT, 1-in-3-SAT, weighted MAX-3-SAT, and others.

We have compared key properties of $B Q P(n)$ and $\operatorname{SATP}(m, n)$. Like the Boolean quadric polytope, the polytope $S A T P(m, n)$ has an exponential extension complexity, and the LP relaxation $S A T P_{L P}(m, n)$ is quasi-integral with respect to $\operatorname{SATP}(m, n)$. Unlike $B Q P(n)$, 1-skeleton of $\operatorname{SATP}(m, n)$ is not a complete graph, but is a very dense one, with the diameter equals 2 , and the clique number being superpolynomial in dimension. As for the fractional vertices, unlike the Boolean quadric polytope, the denominators of the fractional vertices of the LP relaxation $S A T P_{L P}(m, n)$ can take any positive integer values.
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#### Abstract

In this paper, the alternative duality schemes for mathematical programming problems are considered. These schemes are based on the Lagrange function regularized by Tikhonov in primal and dual variables simultaneously. Earlier such schemes were investigated for convex programming problems only, and the conditions were found which guarantee a convergence of both primal and dual components of the saddle point of the regularized Lagrange function to the optimal sets of primal and dual problems respectively. In addition, some accuracy estimates were obtained for deviation of only one of these components from the normal solution (solution with minimal the Euclidean norm) of the corresponding problem, primal or dual. Unfortunately, these estimates are valid only if primal and dual parameters of regularization have a different order of smallness. In this article, the linear case is investigated in detail. It is shown that for linear programming problem both mentioned sequences converge to the normal solutions of primal and dual programs simultaneously, and it is not essential for such a convergence whether the regularization parameters have a different or the same order of smallness. Also, the alternative accuracy estimates are presented which appear to be more precise and efficient in comparison with the estimates known for a convex case.
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## 1 Introduction

In [1-7], various duality schemes for mathematical programming problems were proposed. These schemes generally use the different modifications of the classical Lagrange function. One of such modifications is the Lagrange function

[^4]symmetrically regularized by Tikhonov in primal and dual variables simultaneously. Properties of such functions for convex programming problems were investigated in $[8,9]$. In particular, the conditions were found which guarantee a convergence of both primal and dual components of the saddle point of the regularized Lagrange function to the optimal sets of primal and dual problems respectively as the primal and dual parameters of regularization tend to zero. In addition, some accuracy estimates were obtained for deviation of only one of these components from the normal solution (solution with minimal the Euclidean norm) of the corresponding problem, primal or dual. Unfortunately, these estimates are valid only if primal and dual parameters of regularization have a different order of smallness. In this article, the linear case is investigated in detail. It is shown that for the linear programming problem both mentioned sequences converge to the normal solutions of primal and dual programs simultaneously, and it is not essential for such a convergence whether the regularization parameters have a different or the same order of smallness. Also, the alternative accuracy estimates are presented which appear to be more precise and efficient in comparison with the estimates known for a convex case.

## 2 Symmetrically Regularized Lagrange Function

Consider the linear program

$$
\begin{equation*}
\max \{(c, x): A x \leq b, \quad x \geq 0\} \tag{1}
\end{equation*}
$$

and its dual one

$$
\begin{equation*}
\min \left\{(b, y): A^{T} y \geq c, \quad y \geq 0\right\} \tag{2}
\end{equation*}
$$

where vectors $c \in \mathbb{R}^{n}, b \in \mathbb{R}^{m}$ and matrix $A=\left(a_{i j}\right)_{m \times n}$ are given, vectors $x \in \mathbb{R}^{n}$ and $y \in \mathbb{R}^{m}$ denote primal and dual variables, $(\cdot, \cdot)$ denotes the scalar product.

Assume that problems (1), (2) are solvable and $\bar{x}$ and $\bar{y}$ are their optimal vectors with minimal the Euclidean norm. It's known that these vectors (as any others optimal vectors of problems (1), (2)) together form a saddle point $(\bar{x}, \bar{y})$ of the classical Lagrange function

$$
L(x, y)=(c, x)-(y, A x-b)
$$

with respect to domain $\mathbb{R}_{+}^{n} \times \mathbb{R}_{+}^{m}$, where $\mathbb{R}_{+}^{n}$ and $\mathbb{R}_{+}^{m}$ are the non-negative orthants of the corresponding Euclidean spaces [10].

Unfortunately, the classical Lagrange function has some disadvantages from the computational point of view. That is why it is usually replaced by its different modifications in numerical analysis. One of such modifications is the function

$$
\begin{equation*}
L_{\sigma}(x, y)=(c, x)-(y, A x-b)-\alpha\|x\|^{2}+\beta\|y\|^{2} ; \tag{3}
\end{equation*}
$$

it is constructed by means of symmetric regularization of the classical Lagrangian both in primal and dual variables simultaneously. Here $\|\cdot\|$ denotes the Euclidean
norm, $\sigma=[\alpha, \beta] \rightarrow+0, \alpha>0, \beta>0$ are positive scalar parameters of regularization tending to zero.

Symmetrically regularized function (3) generates a standard pair of maxmin and minmax problems
$(\mathcal{P}) \max _{x \geq 0} \min _{y \geq 0} L_{\sigma}(x, y) \quad\left(=\max _{x \geq 0} L_{\sigma}(x, y(x)), \quad y(x)=\frac{1}{2 \beta}(A x-b)^{+}\right)$,
$(\mathcal{D}) \min _{y \geq 0} \max _{x \geq 0} L_{\sigma}(x, y) \quad\left(=\min _{y \geq 0} L_{\sigma}(x(y), y), \quad x(y)=\frac{1}{2 \alpha}\left(c-A^{T} y\right)^{+}\right)$,
which (after some transformations) may be rewritten as following dual pair of convex programs

$$
\begin{align*}
& \max _{x \geq 0} \Phi_{\sigma}(x), \quad \Phi_{\sigma}(x)=L_{\sigma}(x, y(x))=(c, x)-\frac{1}{4 \beta}\left\|(A x-b)^{+}\right\|^{2}-\alpha\|x\|^{2}  \tag{4}\\
& \min _{y \geq 0} \Psi_{\sigma}(y), \quad \Psi_{\sigma}(y)=L_{\sigma}(x(y), y)=(b, y)+\frac{1}{4 \alpha}\left\|\left(c-A^{T} y\right)^{+}\right\|^{2}+\beta\|y\|^{2} . \tag{5}
\end{align*}
$$

Here $w^{+}$denotes the Euclidean projection of a vector $w$ onto non-negative orthant of the corresponding Euclidean space.

Since objective functions of modified problems (4), (5) are strongly concave and convex respectively, these problems always are in relation of perfect duality. It means that they are solvable and share the same optimal value. Their optimal vectors $x^{\sigma}$ and $y^{\sigma}$ are unique and together form a saddle point $\left(x^{\sigma}, y^{\sigma}\right)$ of function (3) with respect to domain $\mathbb{R}_{+}^{n} \times \mathbb{R}_{+}^{m}$. Notice that it is just so even if problems (1), (2) are infeasible or ill-posed (see Sect.4, where the improper linear programs are investigated).

As we already say, some properties of function (3) were described in the paper [8] for the convex case. Being applying to linear programs (1), (2), they allow us to write the following inequalities

$$
\begin{align*}
& \bar{v}-\alpha\|\bar{x}\|^{2} \leq L_{\sigma}\left(x^{\sigma}, y^{\sigma}\right) \leq \bar{v}+\beta\|\bar{y}\|^{2}  \tag{6}\\
& \left\|\left(A x^{\sigma}-b\right)^{+}\right\|^{2} \leq 4 \beta\left(\alpha\|\bar{x}\|^{2}+\beta\|\bar{y}\|^{2}\right)  \tag{7}\\
& \left\|\left(c-A^{T} y^{\sigma}\right)^{+}\right\|^{2} \leq 4 \alpha\left(\alpha\|\bar{x}\|^{2}+\beta\|\bar{y}\|^{2}\right) \tag{8}
\end{align*}
$$

as well as

$$
\begin{gather*}
\bar{v}-\alpha\|\bar{x}\|^{2} \leq\left(c, x^{\sigma}\right) \leq \bar{v}+\|\bar{y}\|\left\|\left(A x^{\sigma}-b\right)^{+}\right\|,  \tag{9}\\
\bar{v}+\beta\|\bar{y}\|^{2} \geq\left(b, y^{\sigma}\right) \geq \bar{v}-\|\bar{x}\|\left\|\left(c-A^{T} y^{\sigma}\right)^{+}\right\|, \tag{10}
\end{gather*}
$$

where $\bar{v}$ is the common optimal (finite) value of problems (1), (2). In addition, it is known the estimate

$$
\begin{equation*}
\left\|x^{\sigma}-\bar{x}\right\| \leq 1 / 2\left[\|\bar{y}\| \sqrt{\beta / \alpha}+\sqrt{\alpha \beta}\left\|\left[\bar{\lambda}, \bar{\lambda}_{0}\right]\right\|\right] \tag{11}
\end{equation*}
$$

which means that $x^{\sigma} \rightarrow \bar{x}$ if $\beta=o(\alpha), \alpha \rightarrow+0$ (parameters $\bar{\lambda}, \bar{\lambda}_{0}$ are discussed below).

The asymmetric estimate is valid

$$
\left\|y^{\sigma}-\bar{y}\right\| \leq 1 / 2\left[\|\bar{x}\| \sqrt{\alpha / \beta}+\sqrt{\alpha \beta}\left\|\left[\bar{\lambda}^{\prime}, \bar{\lambda}_{0}^{\prime}\right]\right\|\right]
$$

if $\alpha=o(\beta), \beta \rightarrow+0$ (parameters $\bar{\lambda}^{\prime}, \bar{\lambda}_{0}^{\prime}$ have analogous sense). Thus, only one of these estimates may be using in any concrete numerical process.

Generally, properties (7)-(10) imply convergence of sequences $x^{\sigma}$ and $y^{\sigma}$ only to the optimal sets of problems (1) and (2) respectively ${ }^{1}$ and not allow to concretely specify their limit points. Below it will be established that in linear case the sequences $x^{\sigma}$ and $y^{\sigma}$ possess more strong properties: they both converge, the first one does to the point $\bar{x}$ and the second one does to the point $\bar{y}$, in spite of any assumptions about the order of smallness of the parameters of regularization $\alpha$ and $\beta$. Also, more efficient estimates of deviations $\left\|x^{\sigma}-\bar{x}\right\|$ and $\left\|y^{\sigma}-\bar{y}\right\|$ will be obtained which depend only on $\gamma=\max \{\alpha, \beta\} \rightarrow+0$.

## 3 Alternative Accuracy Estimates

At first, consider the auxiliary parametric family of linear programs

$$
\begin{equation*}
\max \{(c, x): A x \leq b+u, \quad x \geq 0\}, \quad u \in \mathbb{R}_{+}^{m} \text { is a vector parameter. } \tag{12}
\end{equation*}
$$

Denote by $v(u)$ the optimal value of problem (12) and set

$$
\begin{equation*}
\bar{x}(u)=\arg \min \left\{\|x\|^{2}: A x \leq b+u,(c, x) \geq v(u), \quad x \geq 0\right\} . \tag{13}
\end{equation*}
$$

It is well-known, that $v(u)$ is continuous concave piecewise linear function, finite on $\mathbb{R}_{+}^{m}$, and $v(0)=\bar{v}$. Since vector $\bar{y}$ is a sub-gradient of function $v(u)$ computed at zero, we have

$$
\begin{equation*}
\bar{v} \leq v(u) \leq \bar{v}+(\bar{y}, u) \leq \bar{v}+\|\bar{y}\|\|u\| . \tag{14}
\end{equation*}
$$

Besides, being optimal vector of convex quadratic program (13) with the strongly convex objective function, the normal solution $\bar{x}(u)$ is a continuous function of right-hand side of constraints of this program [12,13], in our case of $u$, since $v(u)$ is continuous in $u$ too. Then $\bar{x}(u) \rightarrow \bar{x}(0)=\bar{x}$ as $u \rightarrow+0$.

Let us estimate the norm $\|\bar{x}(u)-\bar{x}\|$. Set

$$
\bar{M}(u)=\{x: A x \leq b+u, \quad(c, x) \geq v(u), \quad x \geq 0\}
$$

From (13) it follows that vector $\bar{x}(u)$ is a projection of zero vector onto the optimal set $\bar{M}(u)$ of problem (12), and vector $\bar{x}$ is a projection of zero vector onto the optimal set $\bar{M}(0)$ of problem (1). Further, according to Hoffman's lemma
$\overline{{ }^{1}}$ It follows from well-known Hoffman's lemma [11] estimating the distance of an arbitrary point to the polyhedral set defined by the system of linear inequalities (and the optimal set of a linear programming problem belongs to such a class) in terms of deviations of this point from each inequality separately.
there exists a constant $K$, depending only on matrix $A$ and vector $c$, such that Hausdorff's distance $\rho(\bar{M}(u), \bar{M}(0))$ between sets $\bar{M}(0)$ and $\bar{M}(u)$ is evaluated as

$$
\begin{equation*}
\rho(\bar{M}(u), \bar{M}(0)) \leq K(\|u\|+|v(u)-\bar{v}|) \leq K(1+\|\bar{y}\|)\|u\| . \tag{15}
\end{equation*}
$$

Here we use relation (14) too.
Lemma 1. Let $Q$ and $Q^{\prime}$ be convex closed subsets of $\mathbb{R}^{s}$ such that $\rho\left(Q, Q^{\prime}\right) \leq \epsilon$, and let $\bar{q}$ and $\bar{q}^{\prime}$ be two projections of zero vector onto each of these sets. Then we have

$$
\|\bar{q}\|-\epsilon \leq\left\|\bar{q}^{\prime}\right\| \leq\|\bar{q}\|+\epsilon \quad \text { and } \quad\left\|\bar{q}^{\prime}\right\|-\epsilon \leq\|\bar{q}\| \leq\left\|\bar{q}^{\prime}\right\|+\epsilon
$$

Proof. If one of or both projections $\bar{q}$ and $\bar{q}^{\prime}$ equal to zero, then sought inequalities are evident. Assume that both projections differ from zero. Being a projection of zero vector onto convex closed set, vector $\bar{q}$ satisfies to inequality $(\bar{q}, q-\bar{q}) \geq 0$ for all $q \in Q$. In this inequality, we can replace $q$ by vector $p \in Q$ that is the nearest to vector $\bar{q}^{\prime} \in Q^{\prime}$ (with respect to the Euclidean distance). Then we get

$$
0 \leq(\bar{q}, p-\bar{q})=\left(\bar{q}, p-\bar{q}^{\prime}\right)+\left(\bar{q}, \bar{q}^{\prime}-\bar{q}\right) \leq\|\bar{q}\| \epsilon+\left(\bar{q}, \bar{q}^{\prime}-\bar{q}\right)
$$

It means that $\left(\bar{q}, \bar{q}-\bar{q}^{\prime}\right) \leq \epsilon\|\bar{q}\|$, which in turn implies that

$$
\|\bar{q}\|^{2}-\|\bar{q}\|\left\|\bar{q}^{\prime}\right\| \leq\left(\bar{q}, \bar{q}-\bar{q}^{\prime}\right) \leq \epsilon\|\bar{q}\|
$$

or

$$
\|\bar{q}\| \leq\left\|\bar{q}^{\prime}\right\|+\epsilon
$$

after dividing of both sides of the previous inequality by $\|\bar{q}\|>0$.
Now, if we repeat this reasoning with vector $\bar{q}^{\prime}$ as a projection of zero vector onto set $Q^{\prime}$, then we obtain the symmetric relation

$$
\left\|\bar{q}^{\prime}\right\| \leq\|\bar{q}\|+\epsilon
$$

Finally, transferring $\epsilon$ from the right-hand side into the left-hand side of each of these inequalities, we obtain two another sought inequalities. The proof is complete.

Corollary 1. The estimates hold

$$
\|\bar{x}(u)\| \leq\|\bar{x}\|+K(1+\|\bar{y}\|)\|u\|, \quad\|\bar{x}\| \leq\|\bar{x}(u)\|+K(1+\|\bar{y}\|)\|u\|
$$

Now we try to evaluate the norm of vector $x^{\sigma}$ in the same way.
Lemma 2. The estimate is valid

$$
\left\|x^{\sigma}\right\| \leq\|\bar{x}\|+K(1+\|\bar{y}\|)\left\|\left(A x^{\sigma}-b\right)^{+}\right\|
$$

Proof. Set $u^{\sigma}=\left(A x^{\sigma}-b\right)^{+} \in \mathbb{R}_{+}^{m}$. From the definition of $x^{\sigma}$, it follows that

$$
\Phi_{\sigma}\left(x^{\sigma}\right)=\max _{x \geq 0} \Phi_{\sigma}(x) \geq \Phi_{\sigma}\left(\bar{x}\left(u^{\sigma}\right)\right) .
$$

It other words,

$$
\left(c, x^{\sigma}\right)-\frac{1}{4 \beta}\left\|u^{\sigma}\right\|^{2}-\alpha\left\|x^{\sigma}\right\|^{2} \geq v\left(u^{\sigma}\right)-\frac{1}{4 \beta}\left\|\left(A \bar{x}\left(u^{\sigma}\right)-b\right)^{+}\right\|^{2}-\alpha\left\|\bar{x}\left(u^{\sigma}\right)\right\|^{2} .
$$

After rearranging of items, we get

$$
\alpha\left\|x^{\sigma}\right\|^{2} \leq \alpha\left\|\bar{x}\left(u^{\sigma}\right)\right\|^{2}+\frac{1}{4 \beta}\left\|\left(A \bar{x}\left(u^{\sigma}\right)-b\right)^{+}\right\|^{2}-\frac{1}{4 \beta}\left\|u^{\sigma}\right\|^{2}+\left(c, x^{\sigma}\right)-v\left(u^{\sigma}\right) .
$$

Notice that we may omit almost all items on the right-hand side of the last inequality. Indeed, firstly, since $A \bar{x}\left(u^{\sigma}\right) \leq b+u^{\sigma}$, it follows that

$$
0 \leq\left(A \bar{x}\left(u^{\sigma}\right)-b\right)^{+} \leq u^{\sigma}
$$

and the inequality holds $\left\|\left(A \bar{x}\left(u^{\sigma}\right)-b\right)^{+}\right\| \leq\left\|u^{\sigma}\right\|$. Secondly,

$$
\left(c, x^{\sigma}\right) \leq v\left(u^{\sigma}\right)
$$

because vector $x^{\sigma}$ satisfies to constraints of problem (12) with $u=u^{\sigma}$.
As a result, we get

$$
\alpha\left\|x^{\sigma}\right\|^{2} \leq \alpha\left\|\bar{x}\left(u^{\sigma}\right)\right\|^{2}
$$

i.e. $\left\|x^{\sigma}\right\| \leq\left\|\bar{x}\left(u^{\sigma}\right)\right\|$. Using Corollary 1 , we conclude the proof.

Corollary 2. The estimate is valid

$$
\left\|x^{\sigma}\right\| \leq\|\bar{x}\|+2 K(1+\|\bar{y}\|)\left[\beta\left(\alpha\|\bar{x}\|^{2}+\beta\|\bar{y}\|^{2}\right)\right]^{1 / 2} .
$$

Here we apply property (7) too.
Now let us investigate another auxiliary linear program

$$
\begin{equation*}
\min \{(\bar{x}, x): A x \leq b, \quad(c, x) \geq \bar{v}, \quad x \geq 0\} \tag{16}
\end{equation*}
$$

and its dual one

$$
\max \left\{(b, \lambda)+\bar{v} \lambda_{0}: A^{T} \lambda+\lambda_{0} c \leq \bar{x}, \quad \lambda \leq 0, \quad \lambda_{0} \geq 0\right\}
$$

Problem (16) may be considered as a result of linearization of quadratic program (13) at point $\bar{x}$ as $u=0$. It is easy to see that problem (16) is solvable and vector $\bar{x}$ is one of its solutions (by properties of the Euclidean projections). The dual problem is solvable too; we denote by $\left[\bar{\lambda}, \bar{\lambda}_{0}\right]$ one of its solutions (e.g. minimal with respect to the Euclidean norm).

Lemma 3. For any $x \geq 0$ the estimate is valid

$$
(\bar{x}, x) \geq\|\bar{x}\|^{2}-\|\bar{\lambda}\|\left\|(A x-b)^{+}\right\|-\bar{\lambda}_{0}(\bar{v}-(c, x))^{+} .
$$

Proof. To begin, include some parameters into the right-hand side of constraints of problem (16) by the following way

$$
\begin{equation*}
\min \{(\bar{x}, x): A x \leq b+u, \quad(c, x) \geq \bar{v}-\delta, \quad x \geq 0\} \tag{17}
\end{equation*}
$$

here $\delta>0, u \in \mathbb{R}_{+}^{m}$ are parameters. Using dual prices in the usual manner, estimate the optimal value $v(u, \delta)$ of this problem:

$$
v(u, \delta) \geq v(0,0)+(\bar{\lambda}, u)-\bar{\lambda}_{0} \delta \geq\|\bar{x}\|^{2}-\|\bar{\lambda}\|\|u\|-\bar{\lambda}_{0} \delta .
$$

It remains to note that an arbitrary vector $x \geq 0$ is feasible for problem (17) with $u=(A x-b)^{+}$and $\delta=(\bar{v}-(c, x))^{+}$. Therefore

$$
(\bar{x}, x) \geq v\left((A x-b)^{+},(\bar{v}-(c, x))^{+}\right) \geq\|\bar{x}\|^{2}-\|\bar{\lambda}\|\left\|(A x-b)^{+}\right\|-\bar{\lambda}_{0}(\bar{v}-(c, x))^{+},
$$

which was to be proved.
Corollary 3. The estimate is valid

$$
\left(\bar{x}, x^{\sigma}\right) \geq\|\bar{x}\|^{2}-\|\bar{\lambda}\|\left[\beta\left(\alpha\|\bar{x}\|^{2}+\beta\|\bar{y}\|^{2}\right)\right]^{1 / 2}-\alpha \bar{\lambda}_{0}\|\bar{x}\|^{2}
$$

Here we apply properties (7), (9) too.
Let's introduce two reduction formulae

$$
\begin{aligned}
R(\alpha, \beta) & =2 K(1+\|\bar{y}\|)\left[\beta\left(\alpha\|\bar{x}\|^{2}+\beta\|\bar{y}\|^{2}\right)\right]^{1 / 2} \\
H(\alpha, \beta) & =\alpha \bar{\lambda}_{0}\|\bar{x}\|^{2}+\|\bar{\lambda}\|\left[\beta\left(\alpha\|\bar{x}\|^{2}+\beta\|\bar{y}\|^{2}\right)\right]^{1 / 2}
\end{aligned}
$$

Now we are ready to state the first theorem of our investigation.
Theorem 1. The inequality holds

$$
\left\|x^{\sigma}-\bar{x}\right\| \leq\left[2\|\bar{x}\| R(\alpha, \beta)+R(\alpha, \beta)^{2}+2 H(\alpha, \beta)\right]^{1 / 2}
$$

Proof. Corollaries 2 and 3 claim that $x^{\sigma} \in G=B(\alpha, \beta) \cap Z(\alpha, \beta)$, where $B(\alpha, \beta)$ is a ball with a center at origin and a radius $r=\|\bar{x}\|+R(\alpha, \beta), Z(\alpha, \beta)$ is semi-space defined by linear inequality $(\bar{x}, x) \geq\|\bar{x}\|^{2}-H(\alpha, \beta)$. Consequently,

$$
\begin{gathered}
\left\|x^{\sigma}\right\| \leq\|\bar{x}\|+2 K(1+\|\bar{y}\|)\left[\beta\left(\alpha\|\bar{x}\|^{2}+\beta\|\bar{y}\|^{2}\right)\right]^{1 / 2}=\|\bar{x}\|+R(\alpha, \beta) \\
\left(\bar{x}, x^{\sigma}\right) \geq\|\bar{x}\|^{2}-\|\bar{\lambda}\|\left[\beta\left(\alpha\|\bar{x}\|^{2}+\beta\|\bar{y}\|^{2}\right)\right]^{1 / 2}-\alpha \bar{\lambda}_{0}\|\bar{x}\|^{2}=\|\bar{x}\|^{2}-H(\alpha, \beta) .
\end{gathered}
$$

Hence

$$
\begin{gathered}
\left\|x^{\sigma}-\bar{x}\right\|^{2}=\left\|x^{\sigma}\right\|^{2}+\|\bar{x}\|^{2}-2\left(\bar{x}, x^{\sigma}\right) \\
\leq(\|\bar{x}\|+R(\alpha, \beta))^{2}+\|\bar{x}\|^{2}-2\left(\|\bar{x}\|^{2}-H(\alpha, \beta)\right) \\
=2\|\bar{x}\| R(\alpha, \beta)+R(\alpha, \beta)^{2}+2 H(\alpha, \beta)
\end{gathered}
$$

The proof is complete.
The estimates obtained above have too complicated form. It is more convenient to use more rough ones, but more compact.

Corollary 4. Let $\|\sigma\|_{\infty}=\max \{\alpha, \beta\}<1$. Then

$$
\left\|x^{\sigma}-\bar{x}\right\| \leq N_{x}\|\sigma\|_{\infty}^{1 / 2}
$$

for some fixed $N_{x}$.
Corollary 5. Let $\|\sigma\|_{\infty}=\max \{\alpha, \beta\} \rightarrow+0$. Then $x^{\sigma} \rightarrow \bar{x}$.
Deducing of these assertions is trivial.
Now it remains to talk over evaluation of $\left\|y^{\sigma}-\bar{y}\right\|$. It is sufficient to note that considered schemes of duality are symmetric (see (4), (5)). Therefore, it is possible to construct the estimates for $\left\|y^{\sigma}-\bar{y}\right\|$ which will be very similar to ones constructed above for $\left\|x^{\sigma}-\bar{x}\right\|$ (with the evident rearranging of parameters of regularization and other constants). Since their structure is clear but very complicated, we don't write them here in detail. Instead, we formulate only summary corollaries, similar to Corollaries 4 and 5.

Corollary 6. Let $\|\sigma\|_{\infty}=\max \{\alpha, \beta\}<1$. Then

$$
\left\|y^{\sigma}-\bar{y}\right\| \leq N_{y}\|\sigma\|_{\infty}^{1 / 2}
$$

for some fixed $N_{y}$.
Corollary 7. Let $\|\sigma\|_{\infty}=\max \{\alpha, \beta\} \rightarrow+0$. Then $y^{\sigma} \rightarrow \bar{y}$.
Combining Corollaries 5 and 7 into one assertion, we get the second theorem of our investigation.

Theorem 2. Let $\|\sigma\|_{\infty}=\max \{\alpha, \beta\} \rightarrow+0$. Then $x^{\sigma} \rightarrow \bar{x}$ and $y^{\sigma} \rightarrow \bar{y}$.
Thus, in the linear case it is true that both $x$ - and $y$-components of the saddle points of functions (3) converge to normal solutions of primal and dual problems respectively as $\|\sigma\|_{\infty}=\max \{\alpha, \beta\} \rightarrow+0$ and there are no needs for one of the parameters of regularization to be infinitesimal of smaller order then another.

To conclude this section let us compare the estimate of accuracy known from (11) with similar new estimate stated in Theorem 1. Since estimate (11) is valid only if $\beta=o(\alpha)$, we will enter two infinitesimal positive values $\alpha$ and $\epsilon$
and put $\beta=\alpha \epsilon$. Substituting these formulas into the right-hand side of inequality (11), we get the relation

$$
R H S_{1}=1 / 2\left[\|\bar{y}\| \sqrt{\beta / \alpha}+\sqrt{\alpha \beta}\left\|\left[\bar{\lambda}, \bar{\lambda}_{0}\right]\right\|\right] \sim O\left(\epsilon^{1 / 2}\right)
$$

But if we substitute the same formulas in the right-hand side of the estimate from Theorem 1 and take into account that $R(\alpha, \alpha \epsilon) \sim O\left(\alpha \epsilon^{1 / 2}\right)$ and $H(\alpha, \alpha \epsilon) \sim$ $O(\alpha)$, then we see that

$$
R H S_{2}=\left[2\|\bar{x}\| R(\alpha, \beta)+R(\alpha, \beta)^{2}+2 H(\alpha, \beta)\right]^{1 / 2} \sim O\left(\alpha^{1 / 2}\right)
$$

Thus, new estimates of accuracy received above appear to be more precise compared with well-known ones excepting case when parameter $\beta$ is infinitesimal of order higher than $\alpha^{2}$. Besides, new estimates also are valid whether $\alpha$ and $\beta$ have an identical order of smallness or even $\alpha$ has the order of smallness, higher than $\beta$ has.

## 4 Infeasible Linear Programs

Next, let us consider the case when constraints of primal problem (1) are incompatible while dual problem (2) has at least one feasible vector. Such linear programs are called improper ones of the first kind [10]. In practice, to reduce an improper linear program of the first kind to a solvable one it is enough to correct only the right-hand side of its constraints till they become joint. Of cause, it is reasonable that such data changes must be as minimal as possible.

Denote the feasible set of problem (12) as

$$
M(u)=\{x: A x \leq b+u, \quad x \geq 0\}
$$

Also introduce the minimal (with respect to the Euclidean norm) correction vector for right-hand side of the primal program

$$
\begin{equation*}
\bar{u}=\arg \min _{M(u) \neq \emptyset}\|u\| . \tag{18}
\end{equation*}
$$

Vector $\bar{u}$ is automatically non-negative and coincides with a projection of zero vector onto convex polyhedral set $\Omega=\{u: M(u) \neq \emptyset\}$, which is known as a set of solvability of improper program (1).

Let $\overline{\bar{x}}$ and $\overline{\bar{y}}$ be the normal solutions of the adjusted program

$$
\begin{equation*}
\max \{(c, x): A x \leq b+\bar{u}, \quad x \geq 0\} \tag{19}
\end{equation*}
$$

and of its dual one respectively

$$
\min \left\{(b+\bar{u}, y): A^{T} y \geq c, \quad y \geq 0\right\}
$$

In practice, vector $\overline{\bar{x}}$ may be considered as a generalized solution of the initial infeasible problem. It can provide to decision maker a substantial information
about the reasons and sharpness of the contradictions of the model. To find this vector, we can use problem (4) again, and without any changes. Recall that it is generated by regularized Lagrangian

$$
L_{\sigma}(x, y)=(c, x)-(y, A x-b)-\alpha\|x\|^{2}+\beta\|y\|^{2}
$$

and has the form
$(\mathcal{P}) \quad \max _{x \geq 0} \Phi_{\sigma}(x), \quad \Phi_{\sigma}(x)=\max _{x \geq 0}\left[(c, x)-\frac{1}{4 \beta}\left\|(A x-b)^{+}\right\|^{2}-\alpha\|x\|^{2}\right]$.
Though the initial program is infeasible now, nevertheless, the regularized function $L_{\sigma}(x, y)$ has a (unique) saddle point with respect to $\mathbb{R}_{+}^{n} \times \mathbb{R}_{+}^{m}$ due to its strong concavity in $x$ and strong convexity in $y$. As usual, let us denote by $x^{\sigma}$ the optimal vector of problem (4). In [9] it was already shown that the series of inequalities (analogous to inequalities (7)-(10)) are valid:

$$
\begin{gather*}
\left\|\left(A x^{\sigma}-b-\bar{u}\right)^{+}\right\| \leq C_{1} \sqrt{\beta},  \tag{20}\\
(c, \overline{\bar{x}})-\alpha\|\overline{\bar{x}}\|^{2} \leq\left(c, x^{\sigma}\right) \leq(c, \overline{\bar{x}})+C_{1}\|\overline{\bar{y}}\| \sqrt{\beta}, \tag{21}
\end{gather*}
$$

where

$$
C_{1}=2\left[\sqrt{\beta}\|\overline{\bar{y}}\|+\left(\alpha\|\overline{\bar{x}}\|^{2}+\beta\|\overline{\bar{y}}\|^{2}\right)^{1 / 2}\right] .
$$

Also, for all sufficient small $\alpha>0$, the estimate is known

$$
\left\|x^{\sigma}-\overline{\bar{x}}\right\| \leq\|\overline{\bar{y}}\|(\beta / \alpha)^{1 / 2},
$$

which is similar to estimate (11). It is valid only if $\alpha \rightarrow+0, \beta=o(\alpha)$.
Let us try to deduce an alternative estimate for $\left\|x^{\sigma}-\overline{\bar{x}}\right\|$.
First, accentuate that now we set $u^{\sigma}=\bar{u}+\left(A x^{\sigma}-b-\bar{u}\right)^{+} \geq \bar{u}$. All other notations are taken from the previous sections. As usual, due to the properties of dual prices, it holds

$$
0 \leq v\left(u^{\sigma}\right)-v(\bar{u}) \leq\left(\overline{\bar{y}}, u^{\sigma}-\bar{u}\right) \leq\|\overline{\bar{y}}\|\left\|u^{\sigma}-\bar{u}\right\| .
$$

Therefore, by Hoffman's lemma,

$$
\begin{aligned}
\rho & =\rho\left(\bar{M}\left(u^{\sigma}\right), \bar{M}(\bar{u})\right) \leq K\left(\left\|u^{\sigma}-\bar{u}\right\|+\left|v\left(u^{\sigma}\right)-v(\bar{u})\right|\right) \\
& \leq K(1+\|\overline{\bar{y}}\|)\left\|\left(A x^{\sigma}-b-\bar{u}\right)^{+}\right\|,
\end{aligned}
$$

where $\rho$ is Hausdorf's distance between the sets $\bar{M}\left(u^{\sigma}\right)$ and $\bar{M}(\bar{u})$. Combining this inequality with estimate (20) and using Lemma 1, we get the following assertion.

Corollary 8. The estimate holds $\left\|\bar{x}\left(u^{\sigma}\right)\right\| \leq\|\bar{x}(\bar{u})\|+K(1+\|\overline{\bar{y}}\|) C_{1} \sqrt{\beta}$.
Next we formulate an analogue of Lemma 2.

Lemma 4. The estimate is valid $\left\|x^{\sigma}\right\| \leq\|\bar{x}(\bar{u})\|+K(1+\|\overline{\bar{y}}\|) C_{1} \sqrt{\beta}$.
Proof. Recall that in this section we set $u^{\sigma}=\bar{u}+\left(A x^{\sigma}-b-\bar{u}\right)^{+} \geq \bar{u}$. From the definition of vector $x^{\sigma}$ it follows that

$$
\Phi_{\sigma}\left(x^{\sigma}\right)=\max _{x \geq 0} \Phi_{\sigma}(x) \geq \Phi_{\sigma}\left(\bar{x}\left(u^{\sigma}\right)\right)
$$

Consequently,

$$
\left(c, x^{\sigma}\right)-\frac{1}{4 \beta}\left\|u^{\sigma}\right\|^{2}-\alpha\left\|x^{\sigma}\right\|^{2} \geq v\left(u^{\sigma}\right)-\frac{1}{4 \beta}\left\|\left(A \bar{x}\left(u^{\sigma}\right)-b\right)^{+}\right\|^{2}-\alpha\left\|\bar{x}\left(u^{\sigma}\right)\right\|^{2}
$$

or, after rearranging of items,

$$
\begin{equation*}
\alpha\left\|x^{\sigma}\right\|^{2} \leq \alpha\left\|\bar{x}\left(u^{\sigma}\right)\right\|^{2}+\frac{1}{4 \beta}\left\|\left(A \bar{x}\left(u^{\sigma}\right)-b\right)^{+}\right\|^{2}-\frac{1}{4 \beta}\left\|u^{\sigma}\right\|^{2}+\left(c, x^{\sigma}\right)-v\left(u^{\sigma}\right) \tag{22}
\end{equation*}
$$

We can essentially simplify this relation. Indeed, it holds $A \bar{x}\left(u^{\sigma}\right) \leq b+u^{\sigma}$, which implies $0 \leq\left(A \bar{x}\left(u^{\sigma}\right)-b\right)^{+} \leq u^{\sigma}$, and therefore

$$
\left\|\left(A \bar{x}\left(u^{\sigma}\right)-b\right)^{+}\right\| \leq\left\|u^{\sigma}\right\| .
$$

Also, vector $x^{\sigma}$ satisfies to constraints of problem (12) with parameter value $u=u^{\sigma}$. That is why

$$
\left(c, x^{\sigma}\right) \leq v\left(u^{\sigma}\right)
$$

Hence, in really, (22) transforms to

$$
\alpha\left\|x^{\sigma}\right\|^{2} \leq \alpha\left\|\bar{x}\left(u^{\sigma}\right)\right\|^{2}
$$

i.e. $\left\|x^{\sigma}\right\| \leq\left\|\bar{x}\left(u^{\sigma}\right)\right\|$. This inequality (together with Corollary 1) completes the proof.

Let us turn back to the generalized solution of initial program (1) introduced above as

$$
\overline{\bar{x}}=\arg \min \left\{\|x\|^{2}: A x \leq b+\bar{u}, \quad(c, x) \geq v(\bar{u})\right\}
$$

Obviously, we have a convex quadratic programming problem again. If we linearize this problem at the point $\overline{\bar{x}}$, then we get a linear program of the form

$$
\min \{(\overline{\bar{x}}, x): A x \leq b+\bar{u}, \quad(c, x) \geq v(\bar{u})\}
$$

which has at least one evident solution $\overline{\bar{x}}$. Also, let us write the dual problem

$$
\max \left\{(b+\bar{u}, \lambda)+v(\bar{u}) \lambda_{0}: A^{T} \lambda+\lambda_{0} c \leq \overline{\bar{x}}, \quad \lambda \leq 0, \quad \lambda_{0} \geq 0\right\}
$$

and denote by $\bar{w}=\left[\overline{\bar{\lambda}}_{0}, \overline{\bar{\lambda}}\right]$ its arbitrary solution, e.g. the solution with minimal the Euclidean norm. By analogy with Lemma 3, it is easy to prove the following assertion.

Lemma 5. For any $x \geq 0$ the estimate is valid

$$
(\overline{\bar{x}}, x) \geq\|\overline{\bar{x}}\|^{2}-\|\overline{\bar{\lambda}}\|\left\|(A x-b-\bar{u})^{+}\right\|-\overline{\bar{\lambda}}_{0}(v(\bar{u})-(c, x))^{+} .
$$

Involving properties (20), (21) in our reasoning, we can obtain another assertion
Corollary 9. The estimate holds

$$
\left(\overline{\bar{x}}, x^{\sigma}\right) \geq\|\overline{\bar{x}}\|^{2}-C_{1} \sqrt{\beta}\|\overline{\bar{\lambda}}\|-\alpha \overline{\bar{\lambda}}\| \|_{\bar{x}} \|^{2} .
$$

Lemma 4 and Corollary 9 give us the opportunity to carry out just the same reasoning as we use when we prove Theorem 1. Thereby we have the following final theorem.

Theorem 3. The inequality is true

$$
\left\|x^{\sigma}-\overline{\bar{x}}\right\| \leq\left[2\|\overline{\bar{x}}\| R^{\prime}(\alpha, \beta)+R^{\prime}(\alpha, \beta)^{2}+2 H^{\prime}(\alpha, \beta)\right]^{1 / 2}
$$

where

$$
R^{\prime}(\alpha, \beta)=2 K(1+\|\overline{\bar{y}}\|) C_{1} \sqrt{\beta}, \quad H^{\prime}(\alpha, \beta)=C_{1} \sqrt{\beta}\|\overline{\bar{\lambda}}\|+\alpha \overline{\bar{\lambda}}_{0}\|\overline{\bar{x}}\|^{2}
$$

To end this section let us formulate a simplified estimate.
Corollary 10. Let $\|\sigma\|_{\infty}=\max \{\alpha, \beta\}<1$ and problem (1) be improper of the first kind. Then

$$
\left\|x^{\sigma}-\overline{\bar{x}}\right\| \leq N_{x}\|\sigma\|_{\infty}^{1 / 2}
$$

for some fixed $N_{x}$.
Remark. As for sequence $y^{\sigma}$, it is non-bounded when constraints of problem (1) are incompatible.

## 5 Conclusion

In this paper, we consider some alternative schemes of linear programming duality. These schemes are based on the symmetric regularization of the Lagrange function in direct and dual variables simultaneously. We establish that (unlike a non-linear case), the method under consideration converge to the normal (minimum with respect to the Euclidean norm) solutions of the initial primal and dual problems, and it is not essential for such a convergence whether primal and dual regularization parameters have a different or the same order of smallness. Also, the new symmetric estimates of accuracy are given which are more precise and efficient in comparison with ones known for the non-linear case. Besides, the similar estimates are obtained for a primal generalized solution if an origin linear program is improper one of the first kind.
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#### Abstract

A point is called binary if its coordinates are equal to either zero or one. It is well known that it is hard to find a binary solution to the system of linear equations whose coefficients are integers with small absolute values. The aim of the article is to propose an effective probabilistic reduction from the system to the unique equation when there is a small difference between the number of binary solutions to the first equation and the number of binary solutions to the system. There exist nontrivial examples of linear equations with small positive coefficients having a small number of binary solutions in high dimensions.
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## 1 Introduction

Let us consider a system of linear equations over integers. The problem of the existence of a $(0,1)$-solution to the system is $N P$-complete [1]. The $(0,1)$-solution is also referred to as either binary or Boolean one.

In case of the unique equation, one can either find some $(0,1)$-solution or prove the absence of such solutions, using dynamic programming [2-6]. Moreover, the number of $(0,1)$-solutions to the linear equation over integers can be computed in pseudopolynomial time [3]. On the other hand, the problem is to solve the system that consists of the linear equation and the set of quadratic equations $x_{1}^{2}=x_{1}, \ldots, x_{n}^{2}=x_{n}$. If there is no solution, then a direct proof of the insolvability of the system by means of Hilbert's Nullstellensatz requires to produce polynomials of high degree [7]. All known methods for solving systems of algebraic equations require at least exponential time in general case $[8,9]$. There exists a one-to-one correspondence between the $(0,1)$-solutions and singular points of the effectively computed cubic hypersurface [10]. Some singular points can be found by means of the method described in [11]. Another approach to the problem is based on $L$-class enumeration algorithm [12].

This research has been supported by the Russian Science Foundation, Project No. 14-50-00150.

There is also the related optimization problem to find the maximum of the linear functional on the set of $(0,1)$-points satisfying a unique inequality. It is called the knapsack problem. There are well known both fully polynomial time approximation scheme and pseudopolynomial time algorithm for solving the problem. The obstacle for solving the optimization problem is a large number of values of the linear functional at different $(0,1)$-points. If all coefficients are small positive integers, then the linear functional is bounded. Thus, the set of its values at $(0,1)$-points is small. Howbeit, the $N P$-complete problem seems insolvable in polynomial time. Moreover, the polynomial hierarchy is infinite relative to a random oracle with probability one [13].

## 2 Preliminaries

The running time of the algorithm is the number of arithmetic operations $(+,-$, and $\times$ ) as well as of verifications of two binary predicates $=$ and $<$ over integers. The $\tilde{O}$ notation suppresses a factor that is polylogarithmic in the input size. The $O^{*}$ notation suppresses a factor that is polynomial in the input size.

The symbol $\mathbf{x}$ denotes the integer sequence $\left(x_{1}, \ldots, x_{n}\right)$. Both $k$ and $j$ are integer so that $k \leq m$ and $j \leq n$, where $m$ is an integer.

The number of $(0,1)$-solutions to the linear equation $\beta+\alpha_{1} x_{1}+\ldots+\alpha_{n} x_{n}=$ 0 over integers is equal to the coefficient of the monomial $t^{-\beta}$ of the univariate Laurent polynomial

$$
F(t)=\prod_{j=1}^{n}\left(1+t^{\alpha_{j}}\right)
$$

In case the $j$-th coefficient $\alpha_{j}$ is negative, one can make the linear transformation $x_{j} \mapsto 1-x_{j}$. Thus, without loss of generality, one can assume that all coefficients $\alpha_{j}$ are positive, that is, the Laurent polynomial $F(t)$ is a polynomial.

Proposition 1 (Smolev [3]). The number of $(0,1)$-solutions to the linear equation $\beta+\alpha_{1} x_{1}+\ldots+\alpha_{n} x_{n}=0$ over integers can be computed in pseudopolynomial time $O\left(n^{3} a\right)$, where $a=\max _{j}\left|\alpha_{j}\right|$.

So, the counting problem seems to be as hard as the recognition problem, that is, whether there exists a $(0,1)$-solution to the linear equation. If all coefficients $\alpha_{j}$ are positive, the recognition problem coincides with the subset sum problem.

Remark 1. The subset sum problem can be solved in exponential time $O^{*}\left(2^{n / 2}\right)$ as well as in exponential space $O^{*}\left(2^{n / 2}\right)$ according to [14]. On the other hand, it can be solved in probabilistic time $O^{*}\left(2^{0.86 n}\right)$ and in polynomial space [15].

The running time of the algorithm solving the subset sum problem by means of dynamic programming is bounded by $O\left(n^{2} a \log _{2}(n a)\right)$, where $a=\max _{j}\left|\alpha_{j}\right|$. Furthermore, in case the coefficients $\alpha_{k}$ are large, if the difference between $\max _{k} \alpha_{k}$ and $\min _{k} \alpha_{k}$ is bounded by a polynomial in $n$, then the subset sum problem can be solved in polynomial time [3].

There are some ways to improve the upper bound. In accordance with [5], in case $n<|\beta|$, the problem can be solved in pseudopolynomial time $\tilde{O}(\sqrt{n}|\beta|)$. In accordance with [6], the problem can be solved by a probabilistic algorithm in pseudopolynomial time $O\left(n+|\beta| \log _{2}|\beta| \log _{2}^{3}(n / \varepsilon) \log _{2} n\right)$ with error probability at most $\varepsilon$. On the other hand, the subset sum problem can be solved in polynomial space $\tilde{O}\left(n^{2}\right)$ and in pseudopolynomial time $\tilde{O}\left(n^{3}|\beta| \log _{2}|\beta|\right)$ according to [16]. There exists another space-efficient algorithm [17].

Let us consider linear forms $\alpha_{1} x_{1}+\cdots+\alpha_{n} x_{n}$ over integers, where the greatest common divisor $\operatorname{GCD}\left(\alpha_{1}, \ldots, \alpha_{n}\right)=1$. The greatest coefficient that appears in such linear forms vanishing on a set of $n-1$ linearly independent ( 0,1 )-points is at most $2^{-n}(\sqrt{n+1})^{n+1}$. The upper bound is based on the inequality for determinants [18]. It is almost tight [19,20]. So, the distribution of the number of $(0,1)$-solutions as a function in $\beta$ is complicated [21].

Proposition 2 [1,22]. Given the system of $m$ linear equations $\beta_{k}+\alpha_{k 1} x_{1}+$ $\cdots+\alpha_{k n} x_{n}=0$ over integers. The set of $(0,1)$-solutions to the system coincides with the set of $(0,1)$-solutions to the unique equation

$$
\sum_{k=1}^{m} \gamma_{k}\left(\beta_{k}+\sum_{j=1}^{n} \alpha_{k j} x_{j}\right)=0
$$

where integers $\gamma_{k}=(a n+b+1)^{k-1}, a=\max _{k, j}\left|\alpha_{k j}\right|$, and $b=\max _{k}\left|\beta_{k}\right|$.
Remark 2. On the other hand, in accordance with Proposition 1 as well as Remark 1, if all coefficients of the unique linear equation belong to a small segment near zero, then the equation can be solved by dynamic programming. Therefore, it is important to look for the coefficients $\gamma_{k}$ as small as possible.

Propositions 2 and 1 together provide an algorithm whose running time is exponential in the number $m$. Let us compare the algorithm with what is obtained as a result of elimination of $m$ variables. In this case, the absolute values of the coefficients of the resulting linear equation can rapidly increase during the process of elimination. This method allows to quickly find all $(0,1)$-solutions to the system only under the condition $n-m=O\left(\log _{2} n\right)$.

Proposition 3. There exists an algorithm that accepts the system of $m$ independent linear equations $\beta_{k}+\alpha_{k 1} x_{1}+\cdots+\alpha_{k n} x_{n}=0$ if and only if it has some $(0,1)$ solution. The running time of the algorithm is bounded by $O\left(n m^{2}+n m 2^{n-m}\right)$.

Proof. Elimination of $m$ variables produces a linear equation that depends on at most $n-m$ variables. Therefore, it suffices to go over all $(0,1)$-points of $(n-m)$ dimensional space and to verify for each of them whether it corresponds to the $(0,1)$-solution to the input system.

So, the most difficult case is when $n \approx 2 m$.

Remark 3. If some linear equation of the system has small coefficients and a small number of $(0,1)$-solutions, then one can compute the list of all $(0,1)$ solutions to the equation by means of a binary search tree. Next, one can check step by step whether a $(0,1)$-solution from the list is the solution to the system. But the task is more difficult, when there are sufficiently many $(0,1)$-solutions to each linear equation.

## 3 Main Results

Theorem 1. Given the positive number $\varepsilon$ and the system of $m \geq 2$ linear equations $\ell_{k}(\mathbf{x})=0$ over integers, where $\ell_{k}(\mathbf{x})=\beta_{k}+\alpha_{k 1} x_{1}+\cdots+\alpha_{k n} x_{n}$. Assume the first linear equation has at most $\mu$ redundant ( 0,1 )-solutions, which do not satisfy the system. If all random integers $\eta_{2}, \ldots, \eta_{m}$ are independent and uniformly distributed over the set from zero up to the number $N=\lceil\mu / \varepsilon\rceil$, then the probability that each $(0,1)$-solution to the linear equation

$$
(N m(a n+b)+1) \ell_{1}(\mathbf{x})+\sum_{k=2}^{m} \eta_{k} \ell_{k}(\mathbf{x})=0
$$

satisfies the system is at least $1-\varepsilon$, where $a=\max _{k, j}\left|\alpha_{k j}\right|$ and $b=\max _{k}\left|\beta_{k}\right|$.
Proof. If either the first equation has no $(0,1)$-solution or each $(0,1)$-solution to the first equation satisfies the whole system, then the desired result is obvious. Else let us define a subset of the set of all ( 0,1 )-points

$$
\mathcal{S}=\left\{\mathbf{x} \in\{0,1\}^{n}: \ell_{1}(\mathbf{x})=0 \wedge(\exists k \leq m) \ell_{k}(\mathbf{x}) \neq 0\right\} .
$$

The cardinality of the set $\mathcal{S}$ is at most $\mu$. Let us define the polynomial

$$
f\left(y_{2}, \ldots, y_{m}\right)=\prod_{\mathbf{x} \in \mathcal{S}}\left(\sum_{k=2}^{m} \ell_{k}(\mathbf{x}) y_{k}\right)
$$

In particular, if the set $\mathcal{S}$ is empty, then one can set $f=1$. If a sequence $\gamma_{2}, \ldots, \gamma_{m}$ increases sufficiently fast, then $f\left(\gamma_{2}, \ldots, \gamma_{m}\right)$ does not vanish, consequently, the polynomial $f$ does not vanish identically. Note that $\operatorname{deg} f \leq \mu$.

Let random integers $\eta_{k}$ be independent and each $\eta_{k}$ is uniformly distributed over the set $\{0, \ldots, N\}$. In accordance with the Schwartz-Zippel lemma [23], the probability of vanishing $f\left(\eta_{2}, \ldots, \eta_{m}\right)$ is at most $\varepsilon$.

In case $f\left(\eta_{2}, \ldots, \eta_{m}\right) \neq 0$, to prove that the system has no redundant $(0,1)$ solution, it is sufficient to prove that there exists no redundant $(0,1)$-solution to the following system of two linear equations

$$
\left\{\begin{array}{r}
\ell_{1}(\mathbf{x})=0 \\
\eta_{2} \ell_{2}(\mathbf{x})+\cdots+\eta_{m} \ell_{m}(\mathbf{x})=0
\end{array}\right.
$$

In turn, a ( 0,1 )-point is the solution to the system if and only if it satisfies the unique linear equation

$$
(N m(a n+b)+1) \ell_{1}(\mathbf{x})+\sum_{k=2}^{m} \eta_{k} \ell_{k}(\mathbf{x})=0 .
$$

In particular, if $\mu=0$, then the equation coincides with the first equation.
Remark 4. The number $N$ can be replaced by another large number. So, without loss of generality one can assume $N=2^{\nu}-1$, where $\nu$ is integer. In this case, random numbers can be identified with sequences of independent random bits. There exist other methods for calculating random variables by coin tossing, cf. [24].

Remark 5. Of course, instead of the first equation one can use the sum $h(\mathbf{x})$ of both the first equation and a linear combination of all other equations having small coefficients. But this $h(\mathbf{x})$ must be explicitly defined.

Next, let us consider a Las Vegas algorithm what uses random integers while it is running, but always either returns the correct answer or never halts.

Theorem 2. There exists a zero-error probabilistic algorithm such that for each integer $\mu \geq 0$ and for each system of $m \geq 2$ linear equations $\ell_{k}(\mathbf{x})=0$ over integers, where $\ell_{k}(\mathbf{x})=\beta_{k}+\alpha_{k 1} x_{1}+\cdots+\alpha_{k n} x_{n}$, if the first linear equation has at most $\mu$ redundant $(0,1)$-solutions, which do not satisfy the system, then the algorithm returns the linear equation $h(\mathbf{x})=0$ over integers, where

$$
\begin{aligned}
h(\mathbf{x}) & =(2 \mu m(a n+b)+1) \ell_{1}(\mathbf{x})+\gamma_{2} \ell_{2}(\mathbf{x})+\cdots+\gamma_{m} \ell_{m}(\mathbf{x}) \\
a & =\max _{k, j}\left|\alpha_{k j}\right| \\
b & =\max _{k}\left|\beta_{k}\right| \\
(\forall k) \gamma_{k} & \leq 2 \mu
\end{aligned}
$$

so that each $(0,1)$-solution to the equation $h(\mathbf{x})=0$ is the solution to the system. In the case, the running time of the algorithm is pseudopolynomial in expectation. If the condition for $\mu$ is false, then the algorithm either returns an equation $h(\mathbf{x})=0$ or never halts.

Proof. Let $\eta_{2}, \ldots, \eta_{m}$ be independent random integers from zero to $2 \mu$.
At first, the algorithm chooses these random integers, sets

$$
h(\mathbf{x})=(2 \mu m(a n+b)+1) \ell_{1}(\mathbf{x})+\eta_{2} \ell_{2}(\mathbf{x})+\cdots+\eta_{m} \ell_{m}(\mathbf{x}),
$$

and computes the number $\lambda_{0}$ of $(0,1)$-solutions to the equation $h(\mathbf{x})=0$ by means of Proposition 1. For each $1 \leq k \leq m$, it computes the number $\lambda_{k}$ of $(0,1)$-solutions to the system of two equations $h(\mathbf{x})=0$ and $\ell_{k}(\mathbf{x})=0$ by means of Propositions 2 and 1.

If for all $k$ the equation $\lambda_{0}=\lambda_{k}$ holds, then the algorithm returns the current equation $h(\mathbf{x})$, where for all $k$ the coefficients $\gamma_{k}=\eta_{k}$.

Otherwise the algorithm repeats the same computation with new choice of random integers $\eta_{2}, \ldots, \eta_{m}$.

If the number $\mu$ satisfies the condition, then the probability that the algorithm returns a correct answer is at least $\frac{1}{2}$ at each round according to Theorem 1. The probability of there is no correct answer in a long series of repeats is small. Thus, the expected running time is almost as small as the running time of one round of the algorithm.

Theorem 3. Given the system of $m$ linear equations $\ell_{k}(\mathbf{x})=0$ over integers, where $m>r>0$. Assume the subsystem of equations $\ell_{1}(\mathbf{x})=0, \ldots, \ell_{r}(\mathbf{x})=0$ has at most $\mu$ redundant $(0,1)$-solutions, which do not satisfy the system. There exist integers $\gamma_{r+1}, \ldots, \gamma_{m}$ belonging to the segment from zero up to the integer $\mu$ such that each $(0,1)$-solution to the new system of linear equations $\ell_{1}(\mathbf{x})=0, \ldots$, $\ell_{r}(\mathbf{x})=0$, and $\gamma_{r+1} \ell_{r+1}(\mathbf{x})+\cdots+\gamma_{m} \ell_{m}(\mathbf{x})=0$ satisfies the initial system.

Proof. If either the considered subsystem has no $(0,1)$-solution or each $(0,1)$ solution to the subsystem satisfies the whole system, then the desired result is obvious. Else let us define a subset of the set of all $(0,1)$-points

$$
\mathcal{S}=\left\{\mathbf{x} \in\{0,1\}^{n}: \ell_{1}(\mathbf{x})=0 \wedge \cdots \wedge \ell_{r}(\mathbf{x})=0 \wedge(\exists k \leq m) \ell_{k}(\mathbf{x}) \neq 0\right\}
$$

The cardinality of the set $\mathcal{S}$ is at most $\mu$. Let us define the polynomial

$$
f\left(y_{r+1}, \ldots, y_{m}\right)=\prod_{\mathbf{x} \in \mathcal{S}}\left(\sum_{k=r+1}^{m} \ell_{k}(\mathbf{x}) y_{k}\right)
$$

In particular, if the set $\mathcal{S}$ is empty, then one can set $f=1$. If a sequence $\gamma_{r+1}, \ldots, \gamma_{m}$ increases sufficiently fast, then $f\left(\gamma_{r+1}, \ldots, \gamma_{m}\right)$ does not vanish, consequently, the polynomial $f$ does not vanish identically. On the other hand, the inequality $\operatorname{deg} f \leq \mu$ holds. In accordance with the Schwartz-Zippel lemma [23], there exist desired integers $\gamma_{r+1}, \ldots, \gamma_{m}$ belonging to the segment from zero up to the integer $\mu$.

## 4 Discussion

In case a correct value for $\mu$ is known, either Theorems 1 or 2 together with Proposition 1 provide the probabilistic algorithm to enumerate ( 0,1 )-solutions to the system of linear equations over integers because each solution to the system satisfies all linear combinations of the equations. The first algorithm halts in one-sided error polynomial time. The second algorithm does not make errors.

If a $(0,1)$-solution exists, then it can be found by binary search. Moreover, all $(0,1)$-solutions can be listed in this way. Any substitution for a variable by either zero or one does not increase the number of solutions. Thus, the reduction of dimension require at most $2 n$ steps. If all coefficients $\alpha_{k j}$ are nonnegative, then the search of $(0,1)$-solutions to the system can be improved by means of new algorithms for the subset sum problem, which are listed in Remark 1.

The algorithms can be useful for small both $a$ and $\mu$. The restriction on both values $a=\max _{k, j}\left|\alpha_{k j}\right|$ and $b=\max _{k}\left|\beta_{k}\right|$ is not crucial. The recognition problem of the existence of a $(0,1)$-solution to the system is $N P$-complete in case $a=1$ without any restriction on the number of solutions, that is, $\mu=2^{n}$. The reduction is obvious [1]. Thus, the linear system in $n$ variables can be reduced to the another linear system in $O\left(n \log _{2}(a b)\right)$ variables such that new coefficients have small absolute values. Furthermore, in case $a$ is small, the running time of the algorithms depends weakly on $b$ because without loss of generality one can assume the inequality $b \leq a n$ holds. Otherwise the system has no $(0,1)$-solution. But the upper bound on the value $\mu$ is crucial.

If the first equation of the system has a small number of $(0,1)$-solutions, then $\mu$ can be chosen small too. But in the case, one can to check all these $(0,1)$ solutions by means of the deterministic algorithm. Nontrivial case is when each equation has many $(0,1)$-solutions, but there is a small difference between the number of $(0,1)$-solutions to the first equation and the number of $(0,1)$-solutions to the system.

There exist at most $2^{n-m}$ binary solutions to the system of $m$ linearly independent linear equations in $n$ variables. In accordance with Proposition 1, the number $\lambda_{1}$ of $(0,1)$-solutions to the first equation can be found in pseudopolynomial time. So, there is the lower bound on the value $\mu \geq \lambda_{1}-2^{n-m}$. Another way to obtain the lower bound on the value $\mu$ is to compute the upper bound on the dimension of the affine hull of $(0,1)$-solutions to the first equation of the system.

Note that $\mu$ can be a rough upper bound on the difference between the total number of $(0,1)$-solutions to the first equation and the number of $(0,1)$ solutions to the system. On the other hand, it is hard to compute this difference. Otherwise, it would be easy to calculate the number of $(0,1)$-solutions to the system, that is, to solve the hard counting problem.

Of course, if all absolute values of the coefficients $\alpha_{j}$ are small integers, then there exists a number $\beta$ such that the linear equation $\beta+\alpha_{1} x_{1}+\cdots+\alpha_{n} x_{n}=0$ has at least $2^{n} /(1+n a)$ binary solutions, where $a=\max _{j}\left|\alpha_{j}\right|$. Let us consider examples of linear equations with small positive coefficients having a few $(0,1)$ solutions. In particular, if the first equation of the system coincides with one of exemplified equations, then one can use a small value of $\mu$.
Example 1. If all the coefficients $\alpha_{k}$ are strictly positive, then there exists exactly one ( 0,1 )-solution to the equation

$$
\sum_{j=1}^{n} \alpha_{j} x_{j}=\sum_{j=1}^{n} \alpha_{j}
$$

that is, $(1, \ldots, 1)$. Moreover, if the inequality $\alpha_{1}+\cdots+\alpha_{n-1}<\alpha_{n}$ holds, then the equation

$$
\sum_{j=1}^{n} \alpha_{j} x_{j}=\sum_{j=1}^{n-1} \alpha_{j}
$$

has exactly one $(0,1)$-solution, that is, $(1, \ldots, 1,0)$.

Example 2. If $n=p+q$, where $p \neq q$ and both numbers $p$ and $q$ are prime, then there exist exactly two $(0,1)$-solutions to the equation

$$
\sum_{j=1}^{p} q x_{j}+\sum_{j=p+1}^{p+q} p x_{j}=p q .
$$

These antipodal points are $(1, \ldots, 1,0 \ldots, 0)$ and $(0, \ldots, 0,1, \ldots, 1)$, where the number of zeros is equal to either $p$ or $q$. The equations $x_{1}=x_{2}=\cdots=x_{p}$ hold because

$$
q \sum_{j=1}^{p} x_{j} \equiv 0 \quad(\bmod p)
$$

The equations $x_{p+1}=x_{p+2}=\cdots=x_{n}$ hold because

$$
p \sum_{j=p+1}^{p+q} x_{j} \equiv 0 \quad(\bmod q) .
$$

The maximum of the linear form over the set $\{0,1\}^{n}$ is equal to $2 p q$.
Example 3. If $n=p+q+1$, where $p \neq q$ and both numbers $p$ and $q$ are prime, then there are exactly three $(0,1)$-solutions to the equation

$$
\sum_{j=1}^{p} q x_{j}+\sum_{j=p+1}^{p+q} p x_{j}+p q x_{n}=p q .
$$

These points are $(1, \ldots, 1,0 \ldots, 0,0),(0, \ldots, 0,1, \ldots, 1,0)$, and $(0, \ldots, 0,1)$. The maximum of the linear form over the set $\{0,1\}^{n}$ is equal to $3 p q$.

Example 4. If $n=p+q+r$, where $p<q<r$ and the numbers $p, q$, and $r$ are prime, then there are exactly three $(0,1)$-solutions to the equation

$$
\sum_{j=1}^{p} q r x_{j}+\sum_{j=p+1}^{p+q} p r x_{j}+\sum_{j=p+q+1}^{p+q+r} p q x_{j}=p q r .
$$

The maximum of the linear form over the set $\{0,1\}^{n}$ is equal to $3 p q r$.
In this way, one can construct other examples with arbitrary given number of $(0,1)$-solutions for almost all $n$. Linear transformations of coordinates of the type $x_{j} \mapsto 1-x_{j}$ allow constructing other examples with coefficients of different signs.

The abundance of such examples allows to hope that the discussed algorithm can find practical application, in particular, in bioinformatics and economics [25].

Theorem 3 provides an improvement of the Proposition 2. If there exists a subsystem with a small number of redundant $(0,1)$-solutions, which do not satisfy the system, then one can reduce the number of equations without a considerable increment of absolute values of its coefficients. Unfortunately, it requires
guessing this subsystem. Assume the initial system has no $(0,1)$-solution. At first, it can be reduced to the new system according to Theorem 3. Next, it can be reduced to the unique equation according to Proposition 2. At last, one can count the number of $(0,1)$-solution according to Proposition 1. So, this particular instance of the coNP-complete problem can be solved by the non-deterministic algorithm. Of course, if the hypothesis $N P \neq c o N P$ holds, then the running time of the algorithm must be sufficiently large in some cases.

The same result is also applicable to the case of $(-1,1)$-solutions, that is, solutions to the set partition problem.
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#### Abstract

We propose a method of solving a convex programming problem, which is based on the ideas of cutting plane methods and the method of penalty functions. To construct each approximation, the method uses an operation of immersing the epigraph of auxiliary function into a polyhedral set. The auxiliary function is constructed as the sum of the objective function and the external penalty function of the constraint area. In addition, an admissible set of the original problem is immersed in the polyhedron simultaneously. In connection with this, the problem of constructing an iterative point is a linear programming problem, in which constraints are polyhedrons approximating the epigraph of auxiliary function and the admissible set. Both next approximating sets are based on the previous ones by cutting off the iterative point from them by hyperplanes. The convergence of the method is proved. We describe its algorithms. One of them can be the implementation of the method of penalty functions.
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## 1 Introduction

Cutting plane methods form a well-known class of mathematical programming problem solving methods (e.g., [1-7]). From a practical point of view, their convenience lies in the fact that at each step it is possible to estimate the closeness of the current value of the objective function to its optimal value.

The methods of this class are characterized by the fact that in order to find iterative points they use the operation of immersing the epigraph of the objective function or the region of constraints of the original problem into polyhedral sets. At the same time, there is a small group of cutting methods, which simultaneously use the approximation of the epigraph and the set of constraints (e.g., [8-10]). The method proposed here belongs to this group. It differs in that,
on each iteration, it uses the approximation of the epigraph not of the objective function, but of some auxiliary function, which is built on the basis of an external penalty of the constraint area.

As is known, in the method of penalty functions, the properties of auxiliary functions could deteriorate significantly with increasing number of steps. Wherein the minimization problems of auxiliary functions have to be solved with accuracy increasing from step to step. The iterative point of the basic sequence is fixed, and the penalty function changes only after reaching the specified accuracy. In the proposed method, it is not necessary to solve the problems of minimizing such auxiliary functions. Penalties, and hence auxiliary functions, can be changed at each iteration of the method.

At the same time, the proposed method allows for an approximate solution of the above auxiliary problems. In this regard, one of its algorithms can serve as a realization of the method of penalty functions. The peculiarity of this realization is as follows. Due to the approximating procedures of the epigraph and the area of constraints, it is possible to estimate the closeness of the current value of the auxiliary function to its optimal value at each step.

## 2 Problem Setting

We solve the problem

$$
\begin{equation*}
\min \{f(x): x \in D\} \tag{1}
\end{equation*}
$$

where $f(x)$ is a convex function defined in the $n$-dimensional Euclidean space $R_{n}, D \subset R_{n}$ is a convex closed set, int $D \neq \emptyset$.

Let $f^{*}=\min \{f(x): x \in D\}>-\infty, X^{*}=\left\{x \in D: f(x)=f^{*}\right\}, x^{*} \in X^{*}$, epi $(g, G)=\left\{(x, \gamma) \in R_{n+1}: x \in G, \gamma \geqslant g(x)\right\}$, where $G \subset R_{n}, g(x)$ is the function defined in $R_{n}, W(z, Q)$ - the bunch of normalized generally support vectors for the set $Q$ at the point $z, K=\{0,1, \ldots\}$.

## 3 The Cutting Plane Method

The proposed method of solving the problem (1) generates a sequence of approximations $\left\{x_{k}\right\}, k \in K$, by the following rule.

Points

$$
v^{\prime} \in \operatorname{int} \operatorname{epi}(f, D), v^{\prime \prime} \in \operatorname{int} D
$$

and a convex penalty function $P_{0}(x)$ such as

$$
P_{0}(x)=0 \forall x \in D, P_{0}(x)>0 \forall x \notin D
$$

are selected.
A convex bounded closed set $D_{0} \subset R_{n}$ containing the point $x^{*}$ is constructed.
Set numbers $\bar{\gamma}, q$ and $\Delta_{0}$ such that $\bar{\gamma} \leqslant f_{0}^{*}=\min \left\{f(x): x \in D_{0}\right\}, q \geqslant 1$, $\Delta_{0}>0$. We set

$$
F_{0}(x)=f(x)+P_{0}(x), \quad M_{0}=R_{n+1}
$$

$i=0, k=0$.

1. We find a solution $u_{i}=\left(y_{i}, \gamma_{i}\right)$ where $y_{i} \in R_{n}, \gamma_{i} \in R_{1}$ of the problem

$$
\begin{equation*}
\min \left\{\gamma: x \in D_{i},(x, \gamma) \in M_{i}, \gamma \geqslant \bar{\gamma}\right\} . \tag{2}
\end{equation*}
$$

If

$$
\begin{equation*}
y_{i} \in D, \quad \gamma_{i} \geqslant f\left(y_{i}\right) \tag{3}
\end{equation*}
$$

then $y_{i} \in X^{*}$, and the process is over.
2. In the interval $\left(v^{\prime}, u_{i}\right)$ we select a point $v_{i}^{\prime} \notin \operatorname{int} \operatorname{epi}\left(F_{i}, R_{n}\right)$, so that for the point $z_{i}^{\prime}=u_{i}+q_{i}^{\prime}\left(v_{i}^{\prime}-u_{i}\right)$ with some $q_{i}^{\prime} \in[1, q]$ the inclusion

$$
z_{i}^{\prime} \in \operatorname{epi}\left(F_{i}, R_{n}\right)
$$

is performed.
3. A finite set $A_{i} \subset W\left(v_{i}^{\prime}\right.$, epi $\left.\left(F_{i}, R_{n}\right)\right)$ is chosen and let

$$
\begin{equation*}
M_{i+1}=M_{i} \cap\left\{u \in R_{n+1}:\left\langle a, u-v_{i}^{\prime}\right\rangle \leqslant 0 \forall a \in A_{i}\right\} \tag{4}
\end{equation*}
$$

4. If $y_{i} \in D$, then it is assumed that $D_{i+1}=D_{i}, z_{i}^{\prime \prime}=y_{i}$, and proceed to step 7 . Otherwise, go to step 5 .
5. In the interval $\left(v^{\prime \prime}, y_{i}\right)$ select a point $v_{i}^{\prime \prime} \notin \operatorname{int} D$, such that $z_{i}^{\prime \prime}=y_{i}+$ $q_{i}^{\prime \prime}\left(v_{i}^{\prime \prime}-y_{i}\right) \in D$ for some $q_{i}^{\prime \prime} \in[1, q]$.
6. A finite set $B_{i} \subset W\left(v_{i}^{\prime \prime}, D\right)$ is chosen. Let

$$
\begin{equation*}
D_{i+1}=D_{i} \cap\left\{x \in R_{n}:\left\langle b, x-v_{i}^{\prime \prime}\right\rangle \leqslant 0 \forall b \in B_{i}\right\} . \tag{5}
\end{equation*}
$$

7. If

$$
\begin{equation*}
F_{i}\left(y_{i}\right)-\gamma_{i}>\Delta_{k}, \tag{6}
\end{equation*}
$$

then set

$$
P_{i+1}(x)=P_{i}(x), \quad F_{i+1}(x)=F_{i}(x),
$$

and go to step 9. Otherwise, proceed to step 8.
8. We choose convex penalty function $P_{i+1}(x)$ with the condition that

$$
P_{i+1}(x)=0 \forall x \in D, \quad P_{i+1}(x) \geqslant P_{i}(x) \forall x \notin D .
$$

Let $F_{i+1}(x)=f(x)+P_{i+1}(x), i_{k}=i$,

$$
\begin{equation*}
x_{k}=y_{i_{k}}, \quad \sigma_{k}=\gamma_{i_{k}} \tag{7}
\end{equation*}
$$

Set $\Delta_{k+1}>0$ and go to step 9 with the value of $k$ increased by one.
9 . The value of $i$ is incremented by one and we go to step 1 .
Let us make some remarks concerning the method.
The ways of specifying the functions $P_{i}(x), i \in K$, can be found, for example, by references [11-13]. In particular, if

$$
D=\left\{x \in R_{n}: f_{j}(x) \leqslant 0, \quad j=1, \ldots, m\right\}
$$

where functions $f_{j}(x), j=1, \ldots, m$, are convex, then we could let

$$
P_{i}(x)=\alpha_{i} P(x),
$$

where

$$
P(x)=\sum_{j=1}^{m}\left(\max \left\{f_{j}(x), 0\right\}\right)^{p}
$$

$p \geqslant 1, \alpha_{i+1} \geqslant a_{i}>0, i \in K$.
If the set $D_{0}$ is chosen as a polyhedron, then taking into account the above conditions (4), (5), problems (2) are linear programming problems for all $i \in K$.

Note that for $i=0$ any point $\left(y_{0}, \bar{\gamma}\right)$, such that $y_{0} \in D$, is a solution of the problem (2).

The initial immersion of the set $M_{0}$ need not be set to coincide with $R_{n+1}$. It could be chosen in the form of any polyhedral set with a condition that the following inclusion holds

$$
\operatorname{epi}\left(F_{0}, R_{n}\right) \subset M_{0}
$$

The set $M_{0}$ could be defined using single inequality function subgradient as, for example, this is done in the description of the cutting-plane method by reference [7]. In the case of a choice of $M_{0}$ different from $R_{n+1}$, the restriction $\gamma \geq \bar{\gamma}$ in problem (2) can be removed in connection with the condition of boundedness of the initial approximating set $D_{0}$.

Note that on steps 2 and 5 of the method the points $v_{i}^{\prime}, v_{i}^{\prime \prime}$ can be chosen as points of intersection of segments $\left[v^{\prime}, u_{i}\right]$ and $\left[v^{\prime \prime}, y_{i}\right]$ with the boundaries of sets epi $\left(F_{i}, R_{n}\right)$ and $D$, respectively. Then we can assume $q_{i}^{\prime}=q_{i}^{\prime \prime}=1, z_{i}^{\prime}=v_{i}^{\prime}$, $z_{i}^{\prime \prime}=v_{i}^{\prime \prime}$. The conditions for choosing $v_{i}^{\prime}, v_{i}^{\prime \prime}$ points in the method in fact allows us to find the mentioned points approximately.

Generalized support vectors from the sets $W\left(v_{i}^{\prime}\right.$, epi $\left.\left(F_{i}, R_{n}\right)\right)$ and $W\left(v_{i}^{\prime \prime}, D\right)$ can be constructed using the subgradients of corresponding functions $F_{i}(x)$ and functions that define $D$ on steps 3,6 of the method. For example, if $v_{i}^{\prime}=\left(p_{i}, \alpha_{i}\right)$, where $p_{i} \in R_{n}, \alpha_{i} \in R_{1}$ and $c$ is a subgradient of the function $F_{i}(x)$ at a point $p_{i}$, then the vector $a=(c,-1)$ is a generalized support vector to the set epi $\left(F_{i}, R_{n}\right)$ at the point $v_{i}^{\prime}$ [14].

Lemma 1. The point $\left(x^{*}, f^{*}\right)$ satisfies the constraints of the problem (2) for all $i \in K$.

Proof. Since $x^{*} \in D_{0}$ and $D_{i+1}=D_{i}$ or $D_{i+1}$ has the form (5), then the inclusion $x^{*} \in D_{i}$ holds for all $i \in K$. Moreover, $\bar{\gamma} \leqslant f_{0}^{*} \leqslant f^{*}$. Therefore, in order to justify the lemma, it suffices to show that

$$
\begin{equation*}
\left(x^{*}, f^{*}\right) \in M_{i} \tag{8}
\end{equation*}
$$

for all $i \in K$.
The inclusion (8), for $i=0$, is valid, since equality $M_{0}=R_{n+1}$ is satisfied. Now we assume that the inclusion (8) holds for $i=l \geqslant 0$. Lets show the fulfillment of (8) for $i=l+1$, then the lemma will be proved. Indeed, since
$x^{*} \in D$, and taking into account the assignment of functions $P_{i}(x), i \in K$, then the equality $f\left(x^{*}\right)=f^{*}=F_{i}\left(x^{*}\right), i \in K$, holds and

$$
\left(x^{*}, f^{*}\right) \in \operatorname{epi}\left(F_{i}, R_{n}\right), \quad i \in K
$$

Consequently, inequalities

$$
\left\langle a,\left(x^{*}, f^{*}\right)-v_{l}^{\prime}\right\rangle \leqslant 0
$$

hold for all $a \in A_{l}$. Taking into account the inductive hypothesis, according to (4) $\left(x^{*}, f^{*}\right) \in M_{l+1}$. The lemma is proved.

Since $x^{*} \in D_{i}, i \in K$, then (8) is fulfilled for all $i \in K$ and, in addition, the inequality $f^{*} \geq \bar{\gamma}$ holds, then the points $\left(x^{*}, f^{*}\right)$ satisfy the constraints of problem (2) for all $i \in K$. Hence follows

Lemma 2. For each $i \in K$, the inequality (9) is valid.

$$
\begin{equation*}
\gamma_{i} \leqslant f^{*} \tag{9}
\end{equation*}
$$

With the use of Lemma 2, we justify the criterion of optimality laid down in paragraph 1 of the method.

Theorem 1. Suppose that for some $i \in K$ the relation (3) is satisfied. Then $y_{i}^{*}$ is a solution of problem (1).

Proof. From condition (3), taking into account (9), inequality $f^{*} \leqslant f\left(y_{i}\right) \leqslant \gamma_{i} \leqslant$ $f^{*}$ holds. Thus we obtain the equality $f\left(y_{i}\right)=f^{*}$, which proves the theorem.

## 4 Investigation of the Method's Convergence

We proceed to the justification of the convergence of the proposed method. First of all, we note that the sequence $\left\{u_{i}\right\}, i \in K$, is bounded. This follows from the inclusions $y_{i} \in D_{0}, i \in K$, inequalities (9), and the last constraint of the problem (2). Thus, sequences $\left\{v_{i}^{\prime}\right\},\left\{z_{i}^{\prime}\right\},\left\{z_{i}^{\prime \prime}\right\}, i \in K$, are also bounded.

Lemma 3. Let $\left\{u_{i}\right\}, i \in K^{\prime} \subset K$, is a convergent subsequence of the sequence $\left\{u_{i}\right\}, i \in K$. Then the following equalities hold:

$$
\begin{equation*}
\lim _{i \in K^{\prime}}\left\|v_{i}^{\prime}-u_{i}\right\|=0 \tag{10}
\end{equation*}
$$

Proof. By the choice of the points $v_{i}^{\prime}, i \in K$, there is such $\mathcal{T}_{i} \in[0,1)$ for each $i \in K$ that

$$
\begin{equation*}
v_{i}^{\prime}=u_{i}+\mathcal{T}_{i}\left(v^{\prime}-u_{i}\right) . \tag{11}
\end{equation*}
$$

Fix numbers $i^{\prime}, i^{\prime \prime} \in K^{\prime}$ so that $i^{\prime \prime}>i^{\prime}$. According to condition (4), $M_{i^{\prime \prime}} \subset M_{i^{\prime}}$, and this means that

$$
A_{i^{\prime}} \subset W\left(v_{i}^{\prime}, M_{i^{\prime \prime}}\right)
$$

Then, in view of inclusion $u_{i^{\prime \prime}} \in M_{i^{\prime \prime}}$ we have $\left\langle a, u_{i^{\prime \prime}}-v_{i^{\prime}}^{\prime}\right\rangle \leqslant 0$ for all $a \in A_{i^{\prime}}$. From this and (11) follows the inequality

$$
\begin{equation*}
\left\langle a, u_{i^{\prime}}-u_{i^{\prime \prime}}\right\rangle \geqslant \mathcal{T}_{i^{\prime}}\left\langle a, u_{i^{\prime}}-v^{\prime}\right\rangle \quad \forall a \in A_{i^{\prime}} \tag{12}
\end{equation*}
$$

As $v^{\prime} \in \operatorname{int} \operatorname{epi}(f, D)$ and $v_{i}^{\prime} \notin \operatorname{int} \operatorname{epi}\left(F_{i}, R_{n}\right)$, and then $v_{i}^{\prime} \notin \operatorname{int} \operatorname{epi}(f, D)$, so by Lemma 1 from [15] there is a such number $\delta>0$ that $\left\langle a, v^{\prime}-v_{i}^{\prime}\right\rangle \leqslant-\delta$ for all $a \in A_{i}, i \in K$. Hence, taking into account the equality (11) and inequalities $0 \leqslant \mathcal{T}_{i} \leqslant 1$, we have $\left\langle a, u_{i}^{\prime}-u_{i}^{\prime \prime}\right\rangle \leqslant-\delta$ for all $a \in A_{i}, i \in K$. Then, from the proposition (12) we obtain $\left\langle a, u_{i^{\prime}}-u_{i^{\prime \prime}}\right\rangle \geqslant \mathcal{T}_{i^{\prime}} \delta$ for all $a \in A_{i^{\prime}}$ or

$$
\left\|u_{i^{\prime}}-u_{i^{\prime \prime}}\right\| \geqslant \mathcal{T}_{i^{\prime}} \delta
$$

because $\|a\|=1$ for all $a \in A_{i^{\prime}}$. From the last inequality and from the convergence of the sequence $\left\{u_{i}\right\}, i \in K^{\prime}$, the limiting relation $\mathcal{T}_{i} \rightarrow 0, i \in K^{\prime}$, holds. Then the equality (11) and the boundedness of the sequence $\left\{\left\|v^{\prime}-u_{i}\right\|\right\}, i \in K^{\prime}$, imply the equality (10). The lemma is proved.

Corollary. When the conditions of Lemma 3 are satisfied, the following equality holds.

$$
\begin{equation*}
\lim _{i \in K^{\prime}}\left\|z_{i}^{\prime}-u_{i}\right\|=0 \tag{13}
\end{equation*}
$$

Proof. According to the conditions in step 2 of the method $z_{i}^{\prime}-u_{i}=q_{i}^{\prime}\left(v_{i}^{\prime}-u_{i}\right)$, $i \in K$. Thus, the assertion (13) follows from (10) and the boundedness of the sequence $\left\{q_{i}^{\prime}\right\}, i \in K$.

The consequence to Lemma 3 enables us to prove further that, together with the sequence $\left\{u_{i}\right\}, i \in K$, the method will also construct sequences $\left\{x_{k}\right\},\left\{\sigma_{k}\right\}$, $k \in K$.

Lemma 4. For each $k \in K$ there is an index $i_{k} \in K$ which satisfies (7).
Proof. Let prove the derivation of the lemma by induction.
(1) Suppose that $k=0$. Show the existence of such index $i_{0} \geqslant 0$ for which the inequality $F_{i_{0}}\left(y_{i_{0}}\right)-\gamma_{i_{0}} \leqslant \Delta_{0}$ holds. Then, in view of step 8 of the method,

$$
x_{0}=y_{i_{0}}, \quad \delta_{0}=\gamma_{i_{0}}
$$

and the assertion for $k=0$ will be proved.
Suppose the contrary, that is

$$
\begin{equation*}
F_{i}\left(y_{i}\right)-\gamma_{i}>\Delta_{0} \quad \forall i \in K \tag{14}
\end{equation*}
$$

In this case, according to the step 7 of the method, we have the equalities $P_{i}(x)=$ $P_{0}(x), F_{i}(x)=F_{0}(x)$ for all $i>0$. By virtue of (14)

$$
\begin{equation*}
F_{0}\left(y_{i}\right)-\gamma_{i}>\Delta_{0} \quad \forall i \in K \tag{15}
\end{equation*}
$$

From the sequence $\left\{u_{i}\right\}, i \in K$, we distinguish a convergent subsequence $\left\{u_{i}\right\}$, $i \in K^{\prime} \subset K$, and let $u^{\prime}=\left(y^{\prime}, \gamma^{\prime}\right)$ be its limit point. Then, in view of condition (15) and the continuity of the function $F_{0}(x)$,

$$
\begin{equation*}
F_{0}\left(y^{\prime}\right)-\gamma^{\prime} \geqslant \Delta_{0} . \tag{16}
\end{equation*}
$$

By the consequence to Lemma 3, the equality (13) holds for the selected subsequence $\left\{u_{i}\right\}, i \in K^{\prime}$. From (13) and the inclusion $z_{i}^{\prime} \in \operatorname{epi}\left(F_{0}, R_{n}\right), i \in K^{\prime}$, follows $u^{\prime} \in \operatorname{epi}\left(F_{0}, R_{n}\right)$, i.e.

$$
\begin{equation*}
F_{0}\left(y^{\prime}\right) \leqslant \gamma^{\prime} \tag{17}
\end{equation*}
$$

Contrariwise, according to the specification of sets $A_{i}, i \in K$, and method (4) for constructing sets $M_{i}, i \in K$, the inclusion takes place epi $\left(F_{0}, R_{n}\right) \subset M_{i}, i \in K$, and it means that the point $\left(y_{i}, F_{0}\left(y_{i}\right)\right)$ is a permissible solution of the problem (2) for every $i \in K$. So the inequality $\gamma_{i} \leqslant F_{0}\left(y_{i}\right)$ holds for the solution $\left(y_{i}, \gamma_{i}\right)$ of the problem (2) for all $i \in K$. Passing to the limit in $i \in K^{\prime}$ in this inequality we obtain $\gamma^{\prime} \leqslant F_{0}\left(y^{\prime}\right)$. This and (17) imply the equality $F_{0}\left(y^{\prime}\right)=\gamma^{\prime}$ which contradicts (16). Thus, the existence of the number $i_{0}$ for which the inequality $F_{i_{0}}\left(y_{i_{0}}\right)-\left(\gamma_{i_{0}}\right) \leq \Delta_{0}$ is proved unjustly, and for $k=0$ the assertion of the Lemma is valid.
(2) Now assume that the equalities (7) are satisfied for some fixed $k \geqslant 0$. We show the existence of a number $i_{k+l} \geqslant i_{k}+1=r$ such that the equalities hold

$$
\begin{equation*}
x_{k+1}=y_{i_{k+1}}, \quad \sigma_{k+1}=\gamma_{i_{k+1}} \tag{18}
\end{equation*}
$$

and then the lemma will be proved.
Assume the opposite, i.e. let the inequality (6) hold for all $i \geqslant r$. It means that $P_{i}(x)=P_{r}(x), F_{i}(x)=F_{r}(x)$, and by virtue of the inequality (6)

$$
F_{r}\left(y_{i}\right)-\gamma_{i}>\Delta_{k} \quad \forall i \in K, \quad i \geqslant r .
$$

From the points $u_{i}, i \in K, i \geqslant r$, we select a convergent subsequence $\left\{u_{i}\right\}$, $i \in K^{\prime \prime} \subset K$. Then for its limit point $u^{\prime \prime}=\left(y^{\prime \prime}, \gamma^{\prime \prime}\right)$ we have the inequality

$$
\begin{equation*}
F_{r}\left(y^{\prime \prime}\right)-\gamma^{\prime \prime} \geqslant \Delta_{k} \tag{19}
\end{equation*}
$$

As in the first part of the proof, for points $\left(y^{\prime \prime}, \gamma^{\prime \prime}\right)$ it is not difficult to obtain firstly the inequality $F_{r}\left(y^{\prime \prime}\right) \leqslant \gamma^{\prime \prime}$, and then the inequality $\gamma^{\prime \prime} \leqslant F_{r}\left(y^{\prime \prime}\right)$. Consequently, $F_{r}\left(y^{\prime \prime}\right)=\gamma^{\prime \prime}$. The last equality contradicts inequality (19) in view of the choice of $\Delta_{k}$. Thus, the existence of the number $i_{k+1}$ for which (18) holds is proved. The rationale for the Lemma is complete.

Lemma 4 proves the existence of sequences $\left\{x_{k}\right\},\left\{\sigma_{k}\right\}$. To study their convergence, we give below three more auxiliary assertions.

Lemma 5. Any limit point of the sequence $\left\{y_{i}\right\}, i \in K$, belongs to the set $D$.
Proof. Let $\left\{y_{i}\right\}, i \in K^{\prime} \subset K$, is a convergent subsequence of the sequence $\left\{y_{i}\right\}$, $i \in K$, and $\bar{y}$ is its limit point. We should show the inclusion

$$
\begin{equation*}
\bar{y} \in D \tag{20}
\end{equation*}
$$

then the lemma will be proved. If $y_{i} \in D$ holds for an infinite number of indexes $i \in K^{\prime}$, then the inclusion (20) is is satisfied because the set $D$ is closed. Therefore, we suppose that $y_{i} \notin D$ for all $i \in K^{\prime}$, starting with some number $i^{\prime}$.

Fix numbers $l, p \in K^{\prime}$, so that $p>l \geqslant i^{\prime}$. Since $D_{p} \subset D_{l}, y_{p} \in D_{p}$, and any element of the set $B_{l}$ is a generalized support for the set $D_{p}$ at the point $v_{l}^{\prime \prime}$ then

$$
\left\langle b, y_{p}-v_{l}^{\prime \prime}\right\rangle \leqslant 0 \forall b \in B_{l} .
$$

Note that

$$
\begin{equation*}
v_{i}^{\prime \prime}=y_{i}+\beta_{i}\left(v^{\prime \prime}-y_{i}\right), \quad i \in K, \tag{21}
\end{equation*}
$$

where $\beta \in[0,1)$. Then it follows from the last inequality that

$$
\begin{equation*}
\left\langle b, y_{l}-y_{p}\right\rangle \geqslant \beta_{l}\left\langle b, y_{l}-v^{\prime \prime}\right\rangle \quad \forall b \in B_{l} . \tag{22}
\end{equation*}
$$

As $v^{\prime \prime} \in \operatorname{int} D$, but $v_{i}^{\prime \prime} \notin \operatorname{int} D$ there is a number [15] $\delta>0$ such that

$$
\left\langle b, v^{\prime \prime}-v_{i}^{\prime \prime}\right\rangle \leqslant-\delta \quad \forall b \in B_{i}, \quad i \in K^{\prime} .
$$

Hence, taking (21) into account, we get the inequality $\left\langle b, v^{\prime \prime}-y_{i}\right\rangle \leqslant-\delta$ for all $b \in B_{i}, i \in K^{\prime}$. Then it follows from (22) that $\left\langle b, y_{l}-y_{p}\right\rangle \geqslant \beta_{l} \delta$ for all $b \in B_{l}$, or

$$
\left\|y_{l}-y_{p}\right\| \geqslant \beta_{l} \delta,
$$

because $\|b\|=0 \forall b \in B_{l}$. Since the sequence $\left\{y_{i}\right\}, i \in K^{\prime}$, is convergent, from the last inequality we have $\beta_{i} \rightarrow 0, i \in K^{\prime}$. Hence, adding condition (21), we obtain the equality

$$
\begin{equation*}
\lim _{i \in K^{\prime}}\left\|v_{i}^{\prime \prime}-y_{i}\right\|=0 \tag{23}
\end{equation*}
$$

Further, according to step 5 of the method $z_{i}^{\prime \prime}-y_{i}=q_{i}^{\prime \prime}\left(v_{i}^{\prime \prime}-y_{i}\right), q_{i}^{\prime \prime} \in[1, q]$, $i \in K^{\prime}$. Therefore, by virtue of (23)

$$
\lim _{i \in K^{\prime}}\left\|z_{i}^{\prime \prime}-y_{i}\right\|=0
$$

But $z_{i}^{\prime \prime} \in D, i \in K^{\prime}$. Hence, taking into account the fact that the set $D$ is closed, (20) follows. The lemma is proved.

Lemma 6. Let $\left\{z_{i}^{\prime}\right\}, i \in K^{\prime} \subset K$, is a convergent subsequence of the sequence $\left\{z_{i}^{\prime}\right\}, i \in K$, and $z^{\prime}$ is its limit point. Then

$$
\begin{equation*}
z^{\prime} \in \operatorname{epi}\left(f, R_{n}\right) . \tag{24}
\end{equation*}
$$

Proof. We assume that $z_{i}^{\prime}=\left(\omega_{i}, \eta_{i}\right), i \in K, z^{\prime}=\left(\omega^{\prime}, \eta^{\prime}\right)$, where $\omega_{i}, \omega^{\prime} \in R_{n}$, $\eta_{i}, \eta^{\prime} \in R_{1}$, i.e.

$$
\omega_{i} \rightarrow w^{\prime} \text { and } \eta_{i} \rightarrow \eta^{\prime} \text { for } i \rightarrow \infty, \quad i \in K^{\prime} .
$$

According to step 2 of the method, we have we have inclusions $z^{\prime} \in \operatorname{epi}\left(F_{i}, R_{n}\right)$ and hence inequalities $F_{i}\left(\omega_{i}\right) \leqslant \eta_{i}$ or $f\left(\omega_{i}\right)+P_{i}\left(\omega_{i}\right) \leqslant \eta_{i}$ for all $i \in K$. But $P_{i}\left(\omega_{i}\right) \geqslant 0, i \in K$. Then $f\left(\omega_{i}\right) \leqslant \eta_{i}, i \in K^{\prime}$, which means that $f\left(\omega^{\prime}\right) \leqslant \eta^{\prime}$. Consequently, the inclusion (24) is proved.

Lemma 7. If $\bar{u}$ is a limit point of the sequence $\left\{u_{i}\right\}, i \in K$, then

$$
\begin{equation*}
\bar{u} \in \operatorname{epi}(f, D) \tag{25}
\end{equation*}
$$

Proof. Let $\bar{u}=(\bar{y}, \bar{\gamma})$ be a limit point of a convergent subsequence $\left\{u_{i}\right\}, i \in$ $K^{\prime} \subset K$. Select a convergent subsequence $\left\{z_{i}^{\prime}\right\}, i \in K^{\prime \prime} \subset K^{\prime}$, from the sequence $\left\{z_{i}^{\prime}\right\}, i \in K^{\prime}$. Let $z^{\prime}$ is its limit point. Then, by Lemma 6, the inclusion (24) holds for this point. On the other hand, according to the consequence to Lemma 3, $\lim _{i \in K^{\prime \prime}}\left\|z_{i}^{\prime}-u_{i}\right\|=0$. Hence, $\bar{u}=(\bar{y}, \bar{\gamma}) \in \operatorname{epi}\left(f, R_{n}\right)$ and

$$
f(\bar{y}) \leqslant \bar{\gamma}
$$

At the same time, according to Lemma $5, \bar{y} \in D$. Thus, taking into account the last inequality, we have the inclusion (25). The lemma is proved.

Theorem 2. Let $\left\{\left(x_{k}, \sigma_{k}\right)\right\}, k \in K_{1} \subset K$, be a convergent subsequence of the sequence $\left\{\left(x_{k}, \sigma_{k}\right)\right\}, k \in K$, and $\bar{u}=(\bar{x}, \bar{\sigma})$ is its limit point. Then

$$
\bar{x} \in X^{*}, \quad \bar{\sigma}=f^{*}
$$

Proof. We recall that according to (7)

$$
\left(x_{k}, \sigma_{k}\right)=\left(y_{i_{k}}, \gamma_{i_{k}}\right)=u_{i_{k}}, k \in K .
$$

Then, by the hypothesis of the theorem, $u_{i_{k}} \rightarrow \bar{u}, k \in K_{1}$ and for the point $\bar{u}=(\bar{x}, \bar{\sigma})$, by Lemma 7, we have the inclusion (25). It means that $\bar{x} \in D$, $f(\bar{x}) \leqslant \bar{\sigma}$. But by the condition (9) $\bar{\sigma} \leqslant f^{*}$. Hence, $f(\bar{x}) \leqslant \bar{\sigma} \leqslant f^{*} \leqslant f(\bar{x})$, i.e. $f(\bar{x})=\bar{\sigma}=f^{*}$. The theorem is proved.

## 5 Conclusion

Earlier, the authors proposed cutting-plane methods $[16,17]$ for the solution of problem (1), in which a similar idea of immersing the epigraphs of auxiliary functions into polyhedral sets is used. The method proposed in this paper differs from the methods $[16,17]$ in that it additionally implements the procedure for approximating the set of constraints of the original problem by polyhedron. Numerical calculations have shown that the successive approximation of the set $D$ by the sets $D_{i}$ improves the rate of convergence in comparison with another version of the method, where $D_{i}=D_{0} \forall i>0$.

In addition, according to the calculations for large values of $i$ the iterative points $y_{i}$ often belong to $D$. On such iterations, it is possible to estimate the proximity of the current value $f\left(y_{i}\right)$ to the optimal value $f^{*}$, since, taking into account condition (9), inequality holds

$$
\gamma_{i} \leqslant f^{*} \leqslant f\left(y_{i}\right)
$$

Suppose that the function $f(x)$ is strongly convex on the set $D$ with the constant of strong convexity $\mu$. Then the points $x_{k} \in D$ satisfy the inequality

$$
\frac{1}{2} \mu\left\|x_{k}-x^{*}\right\|^{2} \leqslant f\left(x_{k}\right)-f^{*}
$$

([11], p. 207). Since, according to (7), (9), $\sigma_{k} \leqslant f^{*}$, then $\frac{1}{2} \mu\left\|x_{k}-x^{*}\right\|^{2} \leqslant f\left(x_{k}\right)-$ $\sigma_{k}$. Hence, for the indicated $x_{k}$ the estimate follows

$$
\left\|x_{k}-x^{*}\right\| \leqslant \sqrt{\frac{2 \varepsilon_{k}}{\mu}}
$$

where $\varepsilon_{k}=f\left(x_{k}\right)-\sigma_{k}$.
Below we make a few more remarks concerning the choice of functions $P_{i}(x)$ in the proposed method.

Note that, under condition

$$
F_{i}\left(y_{i}\right)-\gamma_{i} \leqslant \Delta_{k}
$$

for the point $u_{i}$, method makes it possible to set $P_{i+1}(x)=P_{i}(x)$ at the step 8 for all $x \in R_{n}$. Taking into account the point 7 of the method, this means that it is permissible to assume

$$
\begin{equation*}
P_{i}(x)=P_{0}(x), \quad F_{i}(x)=F_{0}(x) \quad \forall i \in K \tag{26}
\end{equation*}
$$

regardless of the condition (6) in the method. Thus, the method admits such an implementation, where the penalty, and therefore the auxiliary functions, do not change at all during the computational process. In this case, the sets $M_{i}$ approximate the epigraph of the initial function $F_{0}(x)$ for all $i \in K$. The possibility of specifying functions $P_{i}(x), F_{i}(x)$ in the form (26) essentially distinguishes the proposed method from both the penalty method and the cutting-plane methods [16, 17].

The point is that the theorem of convergence of the method is proved without any additional requirements to the sequence $\left\{\Delta_{k}\right\}$, except for its positivity. In particular, it is permissible to set

$$
\Delta_{k}=\Delta>0 \forall k \in K
$$

If we assume that $\Delta$ is arbitrarily large, then $F_{i}(y)-\gamma_{i}<\Delta_{k}$ for all $i \in K$, $k \in K$. In this case, for each $i \in K$, step 8 of the method is performed, $x_{k}=y_{i}$, $\sigma_{k}=\gamma_{i}$, and the penalty function $P_{i+1}(x)$ can be chosen with conditions

$$
P_{i+1}(x)=0 \quad \forall x \in D, \quad P_{i+1}(x)>P_{i}(x) \quad \forall x \notin D .
$$

Indeed, the functions $P_{i+1}(x)$ and $F_{i+1}(x)$ will differ, respectively, from $P_{i}(x)$ and $F_{i}(x)$ for all $i \in K$.

Now let the numbers $\Delta_{k}$ be chosen in the method in such a way that

$$
\Delta_{k} \rightarrow 0 \quad k \rightarrow \infty
$$

and the functions $P_{i}(x)$ are given with the additional condition

$$
P_{i}(x) \rightarrow+\infty, \quad i \rightarrow \infty, \quad \forall x \notin D
$$

Let $F_{i}^{*}=\min \left\{F_{i}(x): x \in D_{i}\right\}$. Since the inclusions $y_{i} \in D_{i}, M_{i} \supset \operatorname{epi}\left(F_{i}, R_{n}\right)$, $i \in K$, are fulfilled, the inequalities

$$
\gamma_{i} \leqslant F_{i}^{*} \leqslant F_{i}\left(y_{i}\right)
$$

are valid. Consequently, the condition (6) can serve as a test of the closeness of the values $F_{i}\left(y_{i}\right)$ and $F_{i}^{*}$ As long as, (6) is satisfied for fixed $\Delta_{k}$, the functions $P_{i}(x), F_{i}(x)$ do not change. According to Lemma 4, an inequality $F_{i}\left(y_{i}\right)-$ $\gamma_{i} \leqslant \Delta_{k}$ holds for some $i=i_{k}$, and the point $y_{i_{k}}=x_{k}$ can be regarded as an approximate solution of problem $\min \left\{F_{i_{k}}(x): x \in D_{i_{k}}\right\}$. Such an algorithm of the proposed method can be adopted as an implementation of the classical method of penalty functions.
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#### Abstract

At the present time, the discrete-time models are not given enough attention. But these models are more realistic than the continuous models, because the allocation of funds is discrete. In the paper a new discrete model of optimal advertising is proposed. This model takes into account the uncertainties. These uncertainties are caused by acts of a set of the small companies. The companies' problem is to maximize their market share taking into account the reaction of competitors. The problem is a discrete multistep optimal control problem. For this model the optimal control problem is solved explicitly. The Bellman method of dynamic programming is used to construct the guaranteed equilibrium.


Keywords: Strong guaranteed equilibrium Multistage positional two-player game
Optimal control of advertising

## 1 Introduction

Many industries are characterized by firms competing for the market share mainly on the basis of advertising. The markets for cola drinks, beer and cigarettes are some examples that have been studied in [1,2]. The goal of a firm's advertising is to increase its market share while the advertising of competitors act to reduce the market share of the firm. The interaction of companies is usually considered as a differential game, were the each company tries to increase its market share taking into account the reaction of competitors. The strategies of companies are the allocation of funds for advertising.

However, the financing of the advertising action is discrete. Therefore the multistage discrete games are more realistic.

One of the first models that describes an influence of advertising costs on the market share of a monopolistic firm was proposed by Vidale and Wolfe in 1957 [3]. In the model, the dynamics of the sales rate $s(t)$ is given by the following differential equation

$$
\begin{equation*}
\dot{s}(t)=\gamma u(t)[m-s(t)]-\delta s(t), \quad s\left(t_{0}\right)=s_{0} \tag{1}
\end{equation*}
$$

where $u(t)$ is the advertising effort, i.e. a control variable. Here $m$ is a saturation level of the sale rate, $\gamma$ is a response constant characterizing efficiency of advertising, and $\delta$ is a decay constant that determines the rate at which consumers are lost due to product obsolescence.

The classical monopoly model having numerous applications was suggested by Sethi in 1983 [4]. Here the dynamics of the market share $x(t)$ is given by the non-linear differential equation

$$
\begin{equation*}
\dot{x}(t)=\rho u(t) \sqrt{1-x(t)}-\delta x(t), x\left(t_{0}\right)=x_{0} \tag{2}
\end{equation*}
$$

Equation (2) was generalized on oligopoly by Sorger [5]. The further development of the Sorger model was made in [6]. The discrete models of optimal advertising were considered in [7-10].

In the present work, we consider the discrete oligopoly model. In this model competitive firms fight for a market share using the advertising.

In addition to the main players in the market, there are usually some small sellers and producers. They do not take part in model as players. They can have different purposes. We will consider their acts as the uncontrollable factors. Below we regard their acts as the uncertainty.

## 2 Games in Discrete-Time Under Uncertainty

In this section we will follow [11] and will consider a multistage positional twoplayer game in discrete-time under uncertainty

$$
\begin{equation*}
\left\langle\{1,2\}, \Sigma,\left\{\mathfrak{U}_{i}\right\}_{i=1,2}, \mathcal{Z},\left\{\mathcal{J}_{i}\left(U, Z, t_{0}, x_{0}\right)\right\}_{i=1,2}\right\rangle . \tag{3}
\end{equation*}
$$

Here player 1 and player 2 are denoted by $\{1,2\}, \Sigma$ is an operated system with increasing time $t=t_{0}, t_{0}+1, \ldots, T-1$, where $T$ is a positive integer. The dynamic of $\Sigma$ is described by difference vector equation

$$
\begin{equation*}
x(t+1)=F\left(x(t), u_{1}(t), u_{2}(t), z(t)\right) \tag{4}
\end{equation*}
$$

where $x \in R^{n}$ is the phase vector, the pair $(t, x) \in T \times R^{n}$ is the position of the game at the time $t,\left(t_{0}, x_{0}\right) \in\{0,1, \ldots, T-1, T\} \times R^{n}$ is the starting position. Denote by $u_{i} \in R^{n}$ the control action of the player $i$ and by $z \in R^{n}$ an uncertain factor.

The strategy $U_{i}(t)$ of the player $i$ at the time $t=0,1, \ldots, T-1$ depends on the time $t$ and the position $x . U_{i}(t)$ is positional because it depends on the realizing position $(t, x)$ of the game.

The set of strategies for the player $i$ in the game (3) with initial position $\left(t_{0}, x_{0}\right)$ will be denote by

$$
\begin{aligned}
\mathfrak{U}_{i}=\{ & U_{i}=\left(U_{i}\left(t_{0}\right), U_{i}\left(t_{0}+1\right), \ldots, U_{i}(T-1) \mid U_{i}(t)\right. \\
& \left.\div u_{i}(t, x), t=t_{0}, \ldots, T-1, x \in R^{n}\right\} .
\end{aligned}
$$

Also we will use the set $\mathfrak{U}=\mathfrak{U}_{1} \times \mathfrak{U}_{2}$ of situations $U=\left(U_{1}, U_{2}\right)$.

The uncertainty $Z(t)$ at the time $t=0,1, \ldots, T-1$ will be identified with the $n$-vector function $z\left(t, x, u_{1}, u_{2}\right)$. The uncertainty $Z(t)$ at the time $t$ forms on the basis of knowledge about game position $(t, x)$ and the realization of the strategy of the both players at this point. In other words it means that the uncertainty forms in the class of counter-strategies. The set of uncertainties in the game (3) with initial position $\left(t_{0}, x_{0}\right)$ well be denoted by

$$
\mathcal{Z}=\left\{Z=\left(Z\left(t_{0}\right), Z\left(t_{0}+1\right), \ldots, Z(T-1) \mid Z(t) \div z\left(t, x, u_{1}, u_{2}\right)\right\}\right.
$$

The party of the game (3) develops by the following way. Let $\left(t_{0}, x_{0}\right)$ be the initial position. The players chose it and use their specific strategies $U_{i}^{*} \in \mathfrak{U}_{i}$ $(i=1,2), U_{i}^{*} \div\left(u_{i}^{*}\left(t_{0}\right), \ldots, u_{i}^{*}(T-1)\right.$. In the game the specific uncertainty is realized on base of these strategies

$$
Z^{*} \in \mathcal{Z}, \quad Z^{*}=\left(Z^{*}\left(t_{0}\right), \ldots, Z^{*}(T-1)\right)
$$

Then system (4) takes the form

$$
x(t+1)=F\left(t, u_{1}^{*}(t), u_{2}^{*}(t), z^{*}(t)\right), \quad t=t_{0}, \ldots, T-1
$$

and we obtain the following sequences: the sequence of values of the phase vectors $\{x(T)\}_{t=t_{0}}^{T}$, the two sequences of realizations of the strategies $U_{i}^{*}(i=1,2)$ that are chosen by the players $\left\{u_{i}[t]\right\}_{t=t_{0}}^{T-1}(i=1,2)$, and the sequence of realization of uncertainties $\{z[t]\}_{k=t_{0}}^{T}$.

By means of these sequences we introduce the payoff function for $i$-th player

$$
\begin{equation*}
\mathcal{J}_{i}\left(U^{*}, Z^{*}, t_{0}, x_{0}\right)=\sum_{t=0}^{T} G\left(x(t), u_{1}[t], u_{2}[t], z[t]\right) \tag{5}
\end{equation*}
$$

The value of this function is the payoff for this player.
The goal of $i$-th player is to choose his strategy $U_{i} \in \mathfrak{U}_{\mathrm{i}}$ in such a way that the payoff of $i$-th player will be the largest. Moreover, the player does not have to unite in the coalition with the other player. In this situation the both players taking into account the realization of any uncertainty $Z \in \mathcal{Z}$.

The formation of the strong guaranteed equilibrium occurs in two stages [11].

## I stage: The interior minimum

For each $i(i=1,2)$ we fix the situation $U^{*}$ in the game (3) and solve the problem

$$
\min _{Z \in \mathcal{Z}} \mathcal{J}_{i}\left(U^{*}, Z, t_{0}, x_{0}\right)=\mathcal{J}_{i}\left(U^{*}, Z^{(i)}, t_{0}, x_{0}\right)
$$

## II stage: The external Nash equilibrium

Now we construct "the game of guarantees" which follows from (3). Here each player $i(i=1,2)$ is taking into account the realization of the worst uncertainty $Z^{(i)}$ for him.

$$
\begin{equation*}
\left\langle\{1,2\},\left\{\Sigma\left(Z=Z^{(i)}\right)\right\}_{i=1,2},\left\{\mathfrak{U}_{i}\right\}_{i=1,2},\left\{\mathcal{J}_{i}\left(U_{1}, U_{2}, Z^{(i)}, t_{0}, x_{0}\right)\right\}_{i=1,2}\right\rangle . \tag{6}
\end{equation*}
$$

In the game (6) we find the Nash equilibrium situation $U^{e}=\left(U_{1}^{e}, U_{2}^{e}\right)$ from the equalities

$$
\begin{aligned}
& \min _{U_{1} \in \mathfrak{U}_{1}} \mathcal{J}_{1}\left(U_{1}, U_{2}^{e}, Z^{(i)}, t_{0}, x_{0}\right)=\mathcal{J}_{1}\left(U^{e}, Z^{(i)}, t_{0}, x_{0}\right)=\mathcal{J}_{1}^{e}\left[t_{0}, x_{0}\right] \\
& \min _{U_{2} \in \mathfrak{U}_{2}} \mathcal{J}_{2}\left(U_{1}^{e}, U_{2}, Z^{(i)}, t_{0}, x_{0}\right)=\mathcal{J}_{2}\left(U^{e}, Z^{(i)}, t_{0}, x_{0}\right)=\mathcal{J}_{2}^{e}\left[t_{0}, x_{0}\right] .
\end{aligned}
$$

The pair $U^{e}, \mathcal{J}^{e}\left[t_{0}, x_{0}\right]=\left(\mathcal{J}_{1}^{e}\left[t_{0}, x_{0}\right], \mathcal{J}_{2}^{e}\left[t_{0}, x_{0}\right]\right)$ will be called the strongly guaranteed Nash equilibrium for the game (3). $U^{e}$ is called by the strongly guaranteed strategy profile and $\mathcal{J}_{i}^{e}\left[t_{0}, x_{0}\right]$ is the strongly guaranteed payoff for $i$-th player $(i=1,2)$.

## 3 Model

Let us consider the problem of finding the optimal cost of the advertising effort for a competitive market. There are two competitive firms that occupy only a part of the market. The remaining part of the market is occupied by small companies. We can not predict their strategy and the stochastic features of their behaviour are unknown. We will interpret this uncertainty as the availability of the third dummy player on the market. This player does not have its own profit functional. In this case we can describe the sales dynamics by two equations from the system of non-linear difference equations in Prasad-Sethi model for three competitive firms.

$$
\left\{\begin{array}{c}
x_{1}(t+1)=(1-\delta) x_{1}(t)+\rho_{1} u_{1}(t) \sqrt{1-x_{1}(t)}-\frac{\rho_{2}}{2} u_{2}(t) \sqrt{1-x_{2}(t)}  \tag{7}\\
\quad-\frac{\rho_{3}}{2} z(t) \sqrt{x_{1}(t)+x_{2}(t)}+\frac{\delta}{3} \\
x_{2}(t+1)=(1-\delta) x_{2}(t)+\rho_{2} u_{2}(t) \sqrt{1-x_{2}(t)}-\frac{\rho_{1}}{2} u_{1}(t) \sqrt{1-x_{1}(t)} \\
-\frac{\rho_{3}}{2} z(t) \sqrt{x_{1}(t)+x_{2}(t)}+\frac{\delta}{3}
\end{array}\right.
$$

Here $t=1, \ldots, T$ is the time when decisions were made (steps of dynamic process); $T$ is the number of the time of decision acceptance (planing horizon); $\delta \in[0 ; 1]$ is a market share decay expenditure rate at the time $t ; \rho_{1}, \rho_{2}$ are response constants; $x_{1}(t), x_{2}(t)$ are market shares at the time $t ; u_{1}(t), u_{2}(t)$ are advertising expenditure rates at the time $t$; the control $z(t)$ for the third dummy player is the uncertainty in this model.

The quality of companies functionals is determined by the following functionals

$$
\begin{align*}
& J_{1}=\frac{m_{1} x_{1}(t)}{(1+r)^{t}}+\sum_{k=0}^{T-1} \frac{m_{1} x_{1}(k)-\frac{c}{2} u_{1}^{2}(k)+\frac{1}{2} z^{2}(k)}{(1+r)^{k}}  \tag{8}\\
& J_{2}=\frac{m_{2} x_{2}(t)}{(1+r)^{t}}+\sum_{k=0}^{T-1} \frac{m_{2} x_{2}(k)-\frac{c}{2} u_{2}^{2}(k)+\frac{1}{2} z^{2}(k)}{(1+r)^{k}} \tag{9}
\end{align*}
$$

where $m_{1}, m_{2}$ are revenues potentials (a margin per unit product), $r$ is the discount rate, $c$ is the coefficient characterizing the cost of advertising.

It is assumed that each of the competitive firms optimizes their advertising costs. We will follow the principle of Hermeyer and we will assume that when the player is making the decision he has to orientate on the maximum opposition to the uncertainty.

For the solution of the problem we will use the notion of the strong guaranteed equilibrium which described in the previous section.

## 4 The Construction of the Strongly Guaranteed Nash Equilibrium

First of all we transcribe the problem in the matrix form.
Introduce vectors:

$$
X(t)=\binom{x_{1}(t)}{x_{2}(t)}, \quad U(t)=\binom{u_{1}(t)}{u_{2}(t)}, \quad D=\frac{1}{3}\binom{\delta}{\delta}, \quad Z(t)=\binom{z(t)}{z(t)} .
$$

Then the initial system of equations takes this form:

$$
X(t+1)=(1-\delta) X(t)+\left(\begin{array}{r}
\rho_{1} \sqrt{1-x_{1}(t)} \\
-\frac{\rho_{2} \sqrt{1-x_{2}(t)}}{2} \\
-\frac{\rho_{1} \sqrt{1-x_{1}(t)}}{2} \rho_{2} \sqrt{1-x_{2}(t)}
\end{array}\right) U(t)
$$

We represent the matrix which acts on the vector $U$ in the form:

$$
\left.\begin{array}{r}
\left(\begin{array}{l}
\rho_{1} \sqrt{1-x_{1}(t)} \\
-\frac{\rho_{2} \sqrt{1-x_{2}(t)}}{2} \\
=\left(\begin{array}{cc}
1-\frac{1}{2}(t) \\
-\frac{1}{2} & 1
\end{array}\right)
\end{array} \rho_{2} \sqrt{1-x_{2}(t)}\right.
\end{array}\right)\left(\begin{array}{cc}
\rho_{1} \sqrt{1-x_{1}(t)} & 0 \\
0 & \rho_{2} \sqrt{1-x_{2}(t)}
\end{array}\right) .
$$

Introduce matrices: $K=\left(\begin{array}{cc}1 & -\frac{1}{2} \\ -\frac{1}{2} & 1\end{array}\right), \rho=\left(\begin{array}{cc}\rho_{1} & 0 \\ 0 & \rho_{2}\end{array}\right)$.
Aside from that we denote $\left(\begin{array}{cc}\sqrt{1-x_{1}(t)} & 0 \\ 0 & \sqrt{1-x_{2}(t)}\end{array}\right)=\sqrt{I-x(t)}$, where $x(t)=\left(\begin{array}{cc}x_{1} & 0 \\ 0 & x_{2}\end{array}\right)$.

If we introduce the diagonal matrix

$$
I-x(t)=\left(\begin{array}{cc}
1-x_{1}(t) & 0 \\
0 & 1-x_{2}(t)
\end{array}\right),
$$

it will conform with the matrix function root from the diagonal matrix.

Thus the initial system in the matrix form takes the following form:

$$
\begin{equation*}
X(t+1)=(1-\delta) X(t)+K \rho \sqrt{I-x(t)} U(t)-\frac{\rho_{3}}{2} \sqrt{x_{1}(t)+x_{2}(t)} Z(t)+D \tag{10}
\end{equation*}
$$

Also we write functionals (8), (9) in the vector form

$$
\begin{array}{r}
J=\binom{J_{1}}{J_{2}}=\frac{1}{(1+r)^{T}}\left(\begin{array}{cc}
m_{1} & 0 \\
0 & m_{2}
\end{array}\right) X(T) \\
+\sum_{k=0}^{T-1}\left[\frac{1}{(1+r)^{k}}\left(\begin{array}{cc}
m_{1} & 0 \\
0 & m_{2}
\end{array}\right) X(k)-\frac{c}{2(1+r)^{k}}\binom{u_{1}^{2}(k)}{u_{2}^{2}(k)}+\frac{1}{2(1+r)^{k}}\binom{z^{2}(k)}{z^{2}(k)}\right] .
\end{array}
$$

Introduce matrix
$m=\left(\begin{array}{cc}m_{1} & 0 \\ 0 & m_{2}\end{array}\right)$ and vector $U^{2}(k)=\binom{u_{1}^{2}(k)}{u_{2}^{2}(k)}$ (note that here and below $U^{2}$, $Z^{2}$ are only the notations without any vectors multiplication).

Than

$$
J=\frac{m X(T)}{(1+r)^{T}}+\sum_{k=0}^{T-1}\left[\frac{m X(k)}{(1+r)^{k}}-\frac{c U^{2}(k)}{2(1+r)^{k}}+\frac{Z^{2}(k)}{2(1+r)^{k}}\right]
$$

We introduce the Bellman vector function on the step $k$ :

$$
V^{(T)}=\binom{V_{1}^{(T)}}{V_{2}^{(T)}}=\frac{m X(T)}{(1+r)^{T}}
$$

For uniformity we write $V^{(T)}$ in the form:

$$
V^{(T)}=\frac{m}{(1+r)^{T}}(\alpha(T) X(T)+\beta(T))
$$

where $\alpha(T)=I_{2}=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right), \beta(T)=0=\binom{0}{0}$.
We recursively denote the auxiliary vector function $W^{(k)}$ and the vector function $V^{(k)}$ :

$$
W^{(k)}=\binom{W_{1}^{(k)}}{W_{2}^{(k)}}=\frac{m X(k)}{(1+r)^{k}}-\frac{c U^{2}(k)}{2(1+r)^{k}}+\frac{Z^{2}(k)}{2(1+r)^{k}}+V^{(k+1)}, k=T, \ldots, 1,0,
$$

where

$$
V^{(k)}=\binom{\max _{u_{1}(k) z(k)} \min _{1} W_{1}^{(k)}}{\max _{u_{2}(k) z(k)} W_{2}^{(k)}}
$$

In order to further differentiate each vector coordinate on its argument we will use the projections operators on the first or the second coordinate:

$$
p r_{1} W^{(k)}=W_{1}^{(k)}, \quad p r_{2} W^{(k)}=W_{2}^{(k)} .
$$

It is similar for other vectors.

Theorem 1. The sequence of Bellman functions and the sequence of optimal controls and the sequence of the uncertainty are obtained by the following recurrent formulas

$$
\begin{gather*}
V^{(k)}=\frac{m}{(1+r)^{T}}\left[\alpha_{k} X(k)+\beta_{k}\right],  \tag{11}\\
U^{*}(k)=\binom{u_{1}^{*}(k)}{u_{2}^{*}(k)}=\frac{m \rho \sqrt{I-x(k)}}{c(1+r)^{T-k}}\binom{\alpha(k+1)_{11}-\frac{\alpha(k+1)_{12}}{2}}{-\frac{\alpha(k+1)_{21}}{2}+\alpha(k+1)_{22}},  \tag{12}\\
Z^{*}(k)=\binom{z_{1}^{*}(k)}{z_{2}^{*}(k)}=\frac{m \rho_{3} \alpha(k+1)}{2(1+r)^{T-k}} \sqrt{x_{1}(k)+x_{2}(k)}\binom{1}{1}, \tag{13}
\end{gather*}
$$

where

$$
\begin{align*}
& \alpha(k)=(1+r)^{T-k} I+(1-\delta) \alpha(k+1)-\frac{\rho_{3}^{2}}{4} \alpha(k+1) m \alpha(k+1) K_{1}  \tag{14}\\
& +\frac{m \rho^{2}}{2 c(1+r)^{T-k}}\left(\begin{array}{cc}
\left(\alpha_{11}(k+1)-\frac{\alpha_{12}(k+1)}{2}\right)^{2} & 0 \\
0 & \left(-\frac{\alpha_{21}(k+1)}{2}+\alpha_{22}(k+1)\right)^{2}
\end{array}\right) \\
& +\frac{m \rho_{3}^{2}}{8(1+r)^{T-k}}\left(\begin{array}{cc}
\left(\alpha_{11}(k+1)+\alpha_{12}(k+1)\right)^{2} & 0 \\
0 & \left(\alpha_{21}(k+1)+\alpha_{22}(k+1)\right)^{2}
\end{array}\right) K_{1} \\
& -\frac{\alpha(k+1) K m \rho^{2}}{c(1+r)^{T-k}}\left(\begin{array}{cc}
\alpha_{11}(k+1)-\frac{\alpha_{12}(k+1)}{2} & 0 \\
0 & -\frac{\alpha_{21}(k+1)}{2}+\alpha_{22}(k+1)
\end{array}\right) \text {, } \\
& \beta(k)=\beta(k+1)+\frac{\alpha(k+1) \delta}{3}\binom{1}{1}  \tag{15}\\
& -\frac{m \rho^{2}}{2 c(1+r)^{T-k}}\left(\begin{array}{cc}
\left(\alpha_{11}(k+1)-\frac{\alpha_{12}(k+1)}{2}\right)^{2} & 0 \\
0 & \left(-\frac{\alpha_{21}(k+1)}{2}+\alpha_{22}(k+1)\right)^{2}
\end{array}\right)\binom{1}{1} \\
& +\frac{\alpha(k+1) K m \rho^{2}}{c(1+r)^{T-k}}\left(\begin{array}{cc}
\alpha_{11}(k+1)-\frac{\alpha_{12}(k+1)}{2} & 0 \\
0 & -\frac{\alpha_{21}(k+1)}{2}+\alpha_{22}(k+1)
\end{array}\right)\binom{1}{1} .
\end{align*}
$$

Proof. Let us define the Bellman vector function on the step $k=T-1$.
First of all we search $\min W_{1}^{(T-1)}=p r_{1} W^{(T-1)} \min W_{2}^{(T-1)}=p r_{2} W^{(T-1)}$ on the variable $z(T-1)$.

We will find the partial derivative from the vector function $W^{(T-1)}$ on the variable

$$
\begin{gathered}
\left(W^{(T-1)}\right)_{z(T-1)}^{\prime}=\frac{Z(T-1)}{(1+r)^{T-1}}+\left(V^{(T)}\right)_{z(T-1)}^{\prime} \\
=\frac{Z(T-1)}{(1+r)^{T-1}}+\frac{m}{(1+r)^{T}}(X)_{z(T-1)}^{\prime} \\
=\frac{Z(T-1)}{(1+r)^{T-1}}-\frac{m \rho_{3}}{2(1+r)^{T}} \sqrt{x_{1}(T-1)+x_{2}(T-1)}\binom{1}{1} .
\end{gathered}
$$

Here we are using that $\left(Z^{2}\right)^{\prime}=\frac{1}{2} Z$, it is obviously.

We find the critical points $z_{1}^{*}(T-1)$ for $W_{1}^{(T-1)}$ and $z_{2}^{*}(T-1)$ for $W_{2}^{(T-1)}$ from the vector equation $\left(W^{(T-1)}\right)_{z(T-1)}^{\prime}=0$. They give the vector

$$
Z^{*}(T-1)=\binom{z_{1}^{*}(T-1)}{z_{2}^{*}(T-1)}=\frac{\rho_{3} m}{2(1+r)} \sqrt{x_{1}(T-1)+x_{2}(T-1)}\binom{1}{1}
$$

Thus, it is obviously that

$$
Z^{*}(T-1)=\frac{\rho_{3}}{2(1+r)} \sqrt{x_{1}(T-1)+x_{2}(T-1)}\binom{m_{1}}{m_{2}}
$$

Since $\left(W_{1,2}^{(T-1)}\right)_{z(T-1)}^{\prime \prime}>0$ so the point $z_{1}^{*}(T-1)$ for the function $W_{1}^{T-1}$ and the point $z_{2}^{*}(T-1)$ for the function $W_{2}^{T-1}$ are really the minima w.r.t. variable $z(T-1)$.

Substitute $Z^{*}(T-1)$ in the formulas for $W^{(T-1)}$

$$
\begin{gathered}
\left.W^{(T-1)}\right|_{Z(T-1)=Z^{*}(T-1)}=\frac{m X(T-1)}{(1+r)^{T-1}} \\
-\frac{c U^{2}(T-1)}{2(1+r)^{T-1}}+\frac{\rho_{3}\left(x_{1}(T-1)+x_{2}(T-1)\right)}{8(1+r)^{T+1}}\binom{m_{1}^{2}}{m_{2}^{2}}+\left.V^{(T)}\right|_{Z(T-1)=Z^{*}(T-1)} \\
=\frac{\rho_{3}^{2} m^{2}}{8(1+r)^{T+1}}\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right) X(T-1)+V^{(T)}\left(Z^{*}(T-1)\right)
\end{gathered}
$$

Now we find $\max _{u_{1}(T-1)} W_{1}^{(T-1)}$. For this we have to find the partial derivative for the vector function $W^{(T-1)}$ under the variable $u_{1}(T-1)$ :

$$
\left(W^{(T-1)}\right)_{u_{1}(T-1)}^{\prime}=-\frac{c}{(1+r)^{T-1}}\binom{u_{1}(T-1)}{0}+\left(V^{(T)}\right)_{u_{1}(T-1)}^{\prime}\left(Z^{*}(T-1)\right)
$$

So

$$
\left(V^{(T)}\right)_{u_{1}(T-1)}^{\prime}=\frac{m}{(1+r)^{T}}(X(T))_{u_{1}(T-1)}^{\prime}=\frac{m}{(1+r)^{T}}\left[K \rho \sqrt{1-x(T-1)}\binom{1}{0}\right]
$$

then

$$
=-\frac{c}{(1+r)^{T-1}}\binom{u_{1}(T-1)}{0}+\frac{m}{(1+r)^{T}}\left[K \rho \sqrt{1-x(T-1)}\binom{1}{0}\right] .
$$

It easy to see that

$$
\begin{gathered}
\frac{m}{(1+r)^{T}}\left[K \rho \sqrt{1-x(T-1)}\binom{1}{0}\right] \\
=-\frac{c}{(1+r)^{T-1}}\binom{u_{1}(T-1)}{0}+\frac{1}{(1+r)^{T}}\binom{m_{1} \rho_{1} \sqrt{1-x_{1}(T-1)}}{*} .
\end{gathered}
$$

In the critical points for $W_{1}(T-1)$ it should be

$$
p r_{1}\left(W^{(T-1)}\right)_{u_{1}(T-1)}^{\prime}=0
$$

So we get

$$
u_{1}^{*}(T-1)=\frac{1}{c(1+r)} m_{1} \rho_{1} \sqrt{1-x_{1}(T-1)}
$$

Similarly we find

$$
u_{2}^{*}(T-1)=\frac{1}{c(1+r)} m_{2} \rho_{2} \sqrt{1-x_{2}(T-1)}
$$

and so

$$
U^{*}(T-1)=\frac{m \rho}{c(1+r)} \sqrt{I-x(T)}\binom{1}{1} .
$$

We need $Z^{* 2}(T-1)$ and $U^{* 2}(T-1)$. Calculations show that

$$
Z^{* 2}(T-1)=\frac{\rho_{3}^{2} m^{2}}{4(1+r)^{2}}\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right) X(T-1)
$$

and

$$
U^{* 2}(T-1)=\frac{m^{2} \rho^{2}}{c^{2}(1+r)^{2}}\left[\binom{1}{1}-X(T-1)\right]
$$

Now we can find

$$
V^{(T-1)}=\left.W^{(T-1)}\right|_{\substack{Z(T-1)=Z^{*}(T-1) \\ U(T-1)=U^{*}(T-1)}} .
$$

When we substitute the critical points we obtain

$$
\begin{gathered}
V^{(T-1)}=\frac{m}{(1+r)^{T}}\left(\left[[(1+r)+(1-\delta)] I+\frac{(I-K) m \rho^{2}}{c(1+r)}-\frac{m \rho_{3}^{2}}{8(1+r)}\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)\right] X(T-1)\right. \\
\left.+\left[\frac{(K-I) m \rho^{2}}{c(1+r)}\binom{1}{1}+D\right]\right)
\end{gathered}
$$

So we obtain the representation

$$
V^{(T-1)}=\frac{m}{(1+r)^{T}}[\alpha(T-1) X(T-1)+\beta(T-1)]
$$

where

$$
\begin{gathered}
\alpha(T-1)=[(1+r)+(1-\delta)] I+\frac{(I-K) m \rho^{2}}{c(1+r)}-\frac{m \rho_{3}^{2}}{8(1+r)}\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right), \\
\beta(T-1)=\frac{(K-I) m \rho^{2}}{c(1+r)}\binom{1}{1}+D .
\end{gathered}
$$

Now we obtain the analogous representation by induction for $V^{(k)}$ assuming that

$$
V^{(k+1)}=\frac{m}{(1+r)^{T}}[\alpha(k+1) X(k+1)+\beta(k+1)]
$$

To find $\min _{z(k)} W_{1}^{(k)}, \min _{z(k)} W_{2}^{(k)}$ we find the partial derivative of the vector function $W^{(k)}$ on $z(k)$ :

$$
\begin{gathered}
\left(W^{(k)}\right)_{z(k)}^{\prime}=\frac{Z(k)}{(1+r)^{k}}+\left(V^{(k+1)}\right)_{z(k)}^{\prime} \\
=\frac{Z(k)}{(1+r)^{k}}+\frac{m \alpha(k+1)}{(1+r)^{T}}(X(k+1))_{z(k)}^{\prime} \\
=\frac{Z(k)}{(1+r)^{k}}-\frac{m \rho_{3} \alpha(k+1)}{2(1+r)^{T}} \sqrt{x_{1}(k)+x_{2}(k)}\binom{1}{1} .
\end{gathered}
$$

The critical point $z_{1}^{*}(k)$ for $W_{1}^{(k)}$ and the critical point $z_{2}^{*}(k)$ for $W_{2}^{(k)}$ are found from the vector equation $\left(W^{(k)}\right)_{z(k)}^{\prime}=0$. They give the vector

$$
Z^{*}(k)=\binom{z_{1}^{*}(k)}{z_{2}^{*}(k)}=\frac{m \rho_{3} \alpha(k+1)}{2(1+r)^{T-k}} \sqrt{x_{1}(k)+x_{2}(k)}\binom{1}{1} .
$$

Since $\left(W_{1,2}^{(k)}\right)_{z(k)}^{\prime \prime}>0$ then at the points $z_{1}^{*}(k)$ and $z_{2}^{*}(k)$ the functions $W_{1}^{(k)}$ and $W_{2}^{(k)}$ actually have a minimum in the variable $z$.

Now we find $\max _{u_{1}(k)} W_{1}^{(k)}$ and $\max _{u_{2}(k)} W_{2}^{(k)}$. Since

$$
\left(W^{(k)}\right)_{u_{1}(k)}^{\prime}=-\frac{c}{(1+r)^{k}}\binom{u_{1}(k)}{0}+\frac{m \alpha(k+1)}{(1+r)^{T}} K \rho \sqrt{I-x(k)}\binom{1}{0}
$$

so the stationary point $W_{1}^{(k)}$ which is found from the equation $p r_{1}\left(W^{(k)}\right)_{u_{1}(k)}^{\prime}=0$ has the following form

$$
u_{1}^{*}(k)=\frac{m_{1} \rho_{1} \sqrt{1-x_{1}(k)}}{c(1+r)^{T-k}}\left(\alpha_{11}(k+1)-\frac{1}{2} \alpha_{12}(k+1)\right) .
$$

We similarly obtain

$$
u_{2}^{*}(k)=\frac{m_{2} \rho_{2} \sqrt{1-x_{2}(k)}}{c(1+r)^{T-k}}\left(-\frac{1}{2} \alpha_{21}(k+1)+\alpha_{22}(k+1)\right) .
$$

Thus

$$
U^{*}(k)=\binom{u_{1}^{*}(k)}{u_{2}^{*}(k)}=\frac{m \rho \sqrt{I-x(k)}}{c(1+r)^{T-k}}\binom{\alpha(k+1)_{11}-\frac{\alpha(k+1)_{12}}{2}}{-\frac{\alpha(k+1)_{21}}{2}+\alpha(k+1)_{22}} .
$$

To facilitation the further calculations we will use next formulas

$$
\begin{aligned}
& \sqrt{x_{1}(k)+x_{2}(k)} Z^{*}(k)=\frac{\rho_{3} m \alpha(k+1)}{2(1+r)^{T-k}} K_{1} X(k), \\
& \left(Z^{*}(k)\right)^{2} \\
& =\frac{m^{2} \rho_{3}^{2}}{4(1+r)^{2 T-2 k}}\left(\begin{array}{cc}
\left(\alpha_{11}(k+1)+\alpha_{12}(k+1)\right)^{2} & 0 \\
0 & \left(\alpha_{21}(k+1)+\alpha_{22}(k+1)\right)^{2}
\end{array}\right) \\
& \times K_{1} X(k), \\
& \sqrt{1-x(k)} U^{*}(k) \\
& =\frac{(1+r)^{k-T}}{c} M \rho\left(\begin{array}{cc}
\alpha_{11}(k+1)-\frac{\alpha_{12}(k+1)}{2} & 0 \\
0 & -\frac{\alpha_{21}(k+1)}{2}+\alpha_{22}(k+1)
\end{array}\right) \\
& \times\left[\binom{1}{1}-X(k)\right], \\
& \left(U^{*}(k)\right)^{2} \\
& =\frac{m^{2} \rho^{2}}{c^{2}(1+r)^{2 T-2 k}}\left(\begin{array}{cc}
\left(\alpha_{11}(k+1)-\frac{\alpha_{12}(k+1)}{2}\right)^{2} & 0 \\
0 & \left(-\frac{\alpha_{21}(k+1)}{2}+\alpha_{22}(k+1)\right)^{2}
\end{array}\right) \\
& \times\left[\binom{1}{1}-X(k)\right] \text {. }
\end{aligned}
$$

Here $K_{1}=\left(\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right)$.
Now we can find $V^{(k)}$. For this we substitute $Z^{*}(k), U^{*}(k)$ in $W^{(k)}$. Simple calculations give the following result

$$
\begin{gathered}
V^{(k)}=\frac{m}{(1+r)^{T}}[\alpha(k) X(k)+\beta(k)], \\
\alpha(k)=(1+r)^{T-k} I+(1-\delta) \alpha(k+1)-\frac{\rho_{3}^{2}}{4} \alpha(k+1) m \alpha(k+1) K_{1} \\
+\frac{m \rho^{2}}{2 c(1+r)^{T-k}}\left(\begin{array}{cc}
\left(\alpha_{11}(k+1)-\frac{\alpha_{12}(k+1)}{2}\right)^{2} & 0 \\
0 & \left(-\frac{\alpha_{21}(k+1)}{2}+\alpha_{22}(k+1)\right)^{2}
\end{array}\right) \\
+\frac{m \rho_{3}^{2}}{8(1+r)^{T-k}}\left(\begin{array}{cc}
\left(\alpha_{11}(k+1)+\alpha_{12}(k+1)\right)^{2} & 0 \\
0 & \left(\alpha_{21}(k+1)+\alpha_{22}(k+1)\right)^{2}
\end{array}\right) K_{1}+ \\
-\frac{\alpha(k+1) K m \rho^{2}}{c(1+r)^{T-k}}\left(\begin{array}{cc}
\alpha_{11}(k+1)-\frac{\alpha_{12}(k+1)}{2} & 0 \\
0 & -\frac{\alpha_{21}(k+1)}{2}+\alpha_{22}(k+1)
\end{array}\right), \\
\beta(k)=\beta(k+1)+\frac{\alpha(k+1) \delta}{3}\binom{1}{1} \\
-\frac{m \rho^{2}}{2 c(1+r)^{T-k}}\left(\begin{array}{cc}
\left(\alpha_{11}(k+1)-\frac{\alpha_{12}(k+1)}{2}\right)^{2} & \left(-\frac{\alpha_{21}(k+1)}{2}+\alpha_{22}(k+1)\right)^{2}
\end{array}\right)\binom{1}{0} \\
+\frac{\alpha(k+1) K m \rho^{2}}{c(1+r)^{T-k}}\left(\begin{array}{cc}
\alpha_{11}(k+1)-\frac{\alpha_{12}(k+1)}{2} & 0 \\
0 & -\frac{\alpha_{21}(k+1)}{2}+\alpha_{22}(k+1)
\end{array}\right)\binom{1}{1} .
\end{gathered}
$$

We obtain the explicit algorithm for solving this optimization problem:

1. Find matrices $\alpha(k)$ and vectors $\beta(k), k=T, \ldots, 1,0$ by recurrent formulae (14), (15).
2. Find the minimizing sequence $Z^{*}(k)$ by formula (13) and optimal control $U^{*}(k)$ by formula (12).
3. For $Z(k)=Z^{*}(k)$ and $U(k)=U^{*}(k)$ we find $X(k), k=1, \ldots, T$ by formula (10).
4. Construct the sequence $V^{(k)}, k=T, \ldots, 1,0$ by formula (11).

The value $V^{(0)}$ gives the maximal value for payoff functionals.

## 5 Conclusion

In this paper, we have developed the discrete model of the advertising control at the competitive market. The optimal control problem for our model can be solved explicitly. The proposed algorithm can be applied to construct the optimal advertising strategy in real markets. In the future, we will study the effect of advertising in supply chains [13-16] under uncertainty.
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#### Abstract

An analysis is presented of a public-private partnership model in the natural resources sector of Russia, whereby the government provides tax incentives and supports the investor in infrastructure development and, to some extent, in the implementation of mandatory environmental measures. The analysis builds on the Stackelberg model and an original iterative solution algorithm based on probabilistic local search. A full-size model test site is constructed to demonstrate the capabilities of the approach. The actual data and dimensions of the model test site capture the specificity of the modeled object and make possible a practical study of the properties of the Stackelberg equilibrium. Based on the modeling results, an assessment is made of the impact of various factors on the effectiveness of the subsoil development program and the basic principles are formulated for government decision-making in this area.
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## 1 Introduction

In modern Russia, the agenda of sustainable development of natural resource based regions with poor production infrastructure assumes specific features, necessitating the use of additional tools to influence the investor and launch public-private partnerships (PPPs), which are designed to reduce risks and distribute responsibility between the subsoil usage stakeholders - the government and private businesses $[1-3]$. One of these partnership models was examined in $[4,5]$ under the assumption that the government provides support to the investor in underdeveloped regions not only for infrastructure development but also, in part, for the implementation of mandatory environmental protection measures. This specifically Russian model was applied in the infrastructure development
projects financed from the Investment Fund of Russia. However, this initiative was not successful, primarily because all attempts of the Russian government to encourage partnerships with private businesses were not grounded in economically sound administrative decisions [6-8].

Simultaneously with the PPP initiatives, the government designed a legislative framework for substantial profit tax incentives for large natural resource development projects in underdeveloped regions. The new tax regulations open a possibility for combining the previously applied PPP models with the newly introduced tax incentives. So far, no large project of this kind has been implemented in Russia, but the previous negative experience of the Investment Fund necessitates an analysis of the combined model based on the PPP and taxation laws.

This issue is the focus of this paper, which aims at analyzing the efficiency of the PPP schemes that use the full range of opportunities provided by the law and are based on the Stackelberg game-theoretic model. This approach, dictated by the hierarchy of interaction between the government and the private investor in the natural resources sector, allows one to reach a compromise of interests and ensure long-term efficiency not only for the private investor but also for the government, which sets for itself the task of strategic management of the natural resource sector.

This study continues our research in [4,5], which focused on a PPP model whereby the government confined its support to investments in infrastructure development and environmental protection. Here, we investigate a generalized version of the model, which includes the possibility of using tax incentives within the PPP. In further research, this problem statement can be developed to consider transaction costs. These costs are known to be high in Russia and have a tangible effect on the tax incentive mechanism. Models of this kind may be of great use in spatial planning and in addressing strategic administrative tasks in natural resource based regions.

## 2 Mathematical Model

A formal description of the PPP model can be presented as follows. We use the following notations:
$T$ is a planning horizon; $I$ is a set of investment projects;
$J$ is a set of infrastructure development projects; $K$ is a set of environmental projects; $M$ is a set of tax incentive levels.
Investment project $i$ in year $t$ :
$C F P_{i}^{t}$ is the cashflow (the difference between the incomes and expenses of all kinds, taking into account a transaction costs);
$E P P_{i}^{t}$ is the environmental damage from the implementation of project;
$D B P_{i}^{t}$ is the government revenue from the implementation of project;
$Z P P_{i}^{t}$ is the population income (wages) from the implementation of project; $T P_{i m}^{t}$ is a tax incentive of level $m$ for project (the part of profit tax determined by the incentive level).
Infrastructure development project $j$ in year $t$ :
$Z I_{j}^{t}$ is the costs of implementation of project;
$E P I_{j}^{t}$ is the environmental damage from the implementation of project;
$V D I_{j}^{t}$ is the government revenue from local economic development as a result of the implementation of project;
$Z P I_{j}^{t}$ is the population income (wages) from the implementation of project. Environmental project $k$ in year $t$ :
$Z E_{k}^{t}$ is the costs of implementation of project;
$Z P E_{k}^{t}$ is the local population direct income (wages);
$E D E_{k}^{t}$ is the valuation of additional incomes of the local population.
The matrices $\mu$ and $\nu$ define the relationship between the projects, where $\mu_{i j}$ is a coherence indicator for the infrastructure and investment projects, $i \in I, j \in J$, and $\nu_{i j}$ is a coherence indicator for the environmental and investment projects, $i \in I, k \in K$ :
$\mu_{i j}=\left\{\begin{array}{l}1, \text { if the implementation of investment project } i \\ \text { requires the implementation of infrastructure development project } j, \\ 0 \text { otherwise; }\end{array}\right.$ $\nu_{i k}=\left\{\begin{array}{l}1, \text { if the implementation of investment project } i \\ \text { requires the implementation of environmental project } k, \\ 0 \text { otherwise. }\end{array}\right.$
The discounts of the government and the investor:
$D G$ is the discount of the government; $D I$ is the discount of the investor; The budget constraints:
$b_{t}^{G}$ is the government budget in year $t ; b_{t}^{O}$ is the investor budget in year $t$. We use the following variables:
$x_{j}=\left\{\begin{array}{l}1, \text { if the government launches infrastructure development project } j, \\ 0 \text { otherwise; }\end{array}\right.$
$\bar{y}_{k}=\left\{\begin{array}{l}1, \text { if the government is prepared to launch environmental project } k \\ \quad \text { (the government has included it into the budget expenses), } \\ 0 \quad \text { otherwise; }\end{array}\right.$
$y_{k}=\left\{\begin{array}{l}1, \text { if the government launches environmental project } k \\ \text { as agreed with the investor, } \\ 0 \text { otherwise; }\end{array}\right.$
$\bar{\varphi}_{i m}=\left\{\begin{array}{l}1, \text { if the government is prepared to provide the investor with a tax } \\ \quad \text { incentive of level } m \text { for investment project } i, \\ 0 \text { otherwise; }\end{array}\right.$

$$
\begin{gathered}
\varphi_{i m}=\left\{\begin{array}{l}
1, \text { if the government provides the investor with a tax incentive } \\
\text { of level } m \text { for investment project } i, \\
0 \text { otherwise } ;
\end{array}\right. \\
z_{i}= \begin{cases}1, \text { if the investor launches investment project } i, \\
0 & \text { otherwise } ;\end{cases} \\
u_{k}=\left\{\begin{array}{l}
1, \text { if the investor launches environmental project } k, \\
0
\end{array}\right. \text { otherwise }
\end{gathered}
$$

The government problem $\mathcal{P S}$ :

$$
\begin{gather*}
\sum_{t \in T}\left(\sum_{i \in I}\left(D B P_{i}^{t}+Z P P_{i}^{t}-E P P_{i}^{t}\right) z_{i}-\sum_{i \in I} \sum_{m \in M} T P_{i m}^{t} \varphi_{i m}\right. \\
+\sum_{j \in J}\left(V D I_{j}^{t}+Z P I_{j}^{t}-E P I_{j}^{t}-Z I_{j}^{t}\right) x_{j}+\sum_{k \in K}\left(E D E_{k}^{t}+Z P E_{k}^{t}-Z E_{k}^{t}\right) y_{k} \\
\left.+\sum_{k \in K}\left(E D E_{k}^{t}+Z P E_{k}^{t}\right) u_{k}\right) /(1+D G)^{t} \rightarrow \max _{x, \bar{y}, \bar{\varphi}, \varphi, y, z, u} \tag{1}
\end{gather*}
$$

subject to:

$$
\begin{gather*}
\sum_{j \in J} Z I_{j}^{t} x_{j}+\sum_{k \in K} Z E_{k}^{t} \bar{y}_{k} \leq b_{t}^{G} ; t \in T  \tag{2}\\
\sum_{m \in M} \bar{\varphi}_{i m} \leq 1 ; i \in I  \tag{3}\\
(y, z, u, \varphi) \in \mathcal{F}^{*}(x, \bar{y}, \bar{\varphi}) ;  \tag{4}\\
\bar{\varphi}_{i m}, x_{j}, \bar{y}_{k}, \in\{0,1\} ; i \in I, j \in J, k \in K, m \in M . \tag{5}
\end{gather*}
$$

The objective function of the government represents the net discounted income received by the government and the local population (1). Constraints (2) guarantee that the government expenses on infrastructure and environmental protection stay within the budget. Constraints (3) forbid the government to provide several tax incentives within one project. Constraint (4) means that the investor acts in an optimal way, which implies solving the low-level problem (the investor problem). The set $\mathcal{F}^{*}(x, \bar{y}, \bar{\varphi})$ is a set of optimal solutions of the low-level parametric problem.

The investor problem $\mathcal{P I}(x, \bar{y}, \bar{\varphi})$ :

$$
\begin{equation*}
\sum_{t \in T}\left(\sum_{i \in I}\left(C F P_{i}^{t} z_{i}+\sum_{m \in M} T P_{i m}^{t} \varphi_{i m}\right)-\sum_{k \in K} Z E_{k}^{t} u_{k}\right) /(1+D I)^{t} \rightarrow \max _{z, u, y, \varphi} \tag{6}
\end{equation*}
$$

subject to:

$$
\begin{equation*}
\sum_{k \in K} Z E_{k}^{t} u_{k}-\sum_{i \in I}\left(C F P_{i}^{t} z_{i}-\sum_{m \in M} T P_{i m}^{t} \varphi_{i m}\right) \leq b_{t}^{O} ; t \in T \tag{7}
\end{equation*}
$$

$$
\begin{gather*}
\sum_{t \in T}\left(\sum_{i \in I}\left(Z P P_{i}^{t}-E P P_{i}^{t}\right) z_{i}+\sum_{j \in J}\left(Z P I_{j}^{t}-E P I_{j}^{t}\right) x_{j}\right. \\
\left.+\sum_{k \in K}\left(E D E_{k}^{t}+Z P E_{k}^{t}\right)\left(y_{k}+u_{k}\right)\right) /(1+D I)^{t} \geq 0  \tag{8}\\
\sum_{t \in T}\left(\sum_{i \in I} C F P_{i}^{t} z_{i}+\sum_{m \in M} T P_{i m}^{t} \varphi_{i m}-\sum_{k \in K} Z E_{k}^{t} u_{k}\right) /(1+D I)^{t} \geq 0  \tag{9}\\
x_{j} \geq \mu_{i j} z_{i} ; i \in I, j \in J  \tag{10}\\
y_{k}+u_{k} \leq 1 ; k \in K ;  \tag{11}\\
y_{k}+u_{k} \geq \nu_{i k} z_{i} ; i \in I, k \in K  \tag{12}\\
y_{k} \leq \bar{y}_{k} ; k \in K ;  \tag{13}\\
\varphi_{i m} \leq \bar{\varphi}_{i m} ; i \in I ; m \in M ;  \tag{14}\\
\sum_{m \in M} \varphi_{i m} \leq z_{i} ; i \in I ;  \tag{15}\\
y_{k}, z_{i}, u_{k}, \varphi_{i m} \in\{0,1\} ; i \in I, k \in K, m \in M . \tag{16}
\end{gather*}
$$

The income of the private investor is determined by objective function (6). From (7) it follows that the investor's costs in each year do not exceed the budget, considering the income received from the investment projects and the tax incentives. Satisfying constraint (8) means reaching a compromise between the interests of the population, the government, and the private investor. Constraint (9) ensures that the investor makes an average-industry profit rate. Constraints (10)-(12) ensure technological coherence of the projects and prevent the situation when the investor and the government implement the same environmental projects simultaneously. Constraints (13) guarantee that the government implements only those environmental projects that are included in the budget.

The choice of the government's objective function reflects the specifics of modern Russia. The rent estimate of a given natural resource deposit is defined as the NPV (net present value) of the deposit development project with an industry-average discount, minus the NPV of the corresponding environmental project. This is exactly how the objective function, in the part related to the government, is designed: the first term reflects the budget revenues and the third one, the costs of the environmental projects financed by the government. This circumstance allows us to say that, solving this problem, we, to some extent, solve the problem of maximizing the government's share of the rent. Thus, solving the problem, we find a compromise between the interests of all the parties involved in the PPP project: the government, which receives the maximum possible share of the rent; the private investor, who maximizes their discounted income; and the local population, who benefit from new jobs and from the wages they earn within the projects and lose from the adverse impacts on the environment.

To solve the PPP planning problem, we applied an approximate hybrid algorithm based on the ideas of local descent [9-17] and the CPLEX package.

The latter is applied for solving both the one-level problem, where the government decides for the investor, and the investor problem. The local descent is used to search for a good approximate solution for the government.

Since the problem being studied has two levels and an arbitrary feasible solution $(x, \bar{y}, \varphi, \bar{\varphi}, y, z, u)$ contains the optimal solution $(y, z, u, \varphi)$ of the parametric investor problem with the parameters $x, \bar{y}$ and $\bar{\varphi}$, we call the solution $(x, \bar{y}, \bar{\varphi})$ an almost feasible solution if it satisfies constraints (2), (3), and (5) and the investor problem with the parameters $(x, \bar{y}, \bar{\varphi})$ is solvable.

Algorithm parameters:
$m I t e r$ is the maximum number of iterations in the algorithm for finding the initial solution (Step 2);
$c f$ Bound is the coefficient of constraint relaxation by the value of objective function (1) in solving the auxiliary problem in Step 2.3.

Hybrid algorithm:
Step 1. Calculate the upper bound Bound by solving the government problem with the low-level constraints (i.e., the problem with objective function (1) and constraints (2), (3), (5) and (7)-(16)).

Step 2. Find a feasible solution $\left(x^{0}, \bar{y}^{0}, \bar{\varphi}^{0}\right)$ (which will later be used as an initial solution in the local search algorithm):

Step 2.1. iter $:=1$.
Step 2.2: If iter $\leq m$ Iter, then solve the investor problem with the government's variables and constraints (i.e., the problem with objective function (6) and constraints (2), (3), (5), and (7)-(16)) and the additional constraint that the government's objective function (1) is no less than (Bound -1 )/iter. Otherwise, proceed to Step 3.

Step 2.3: If the problem in the previous step is solvable and $(x, \bar{y}, \varphi, \bar{\varphi}, y, z, u)$ is an optimal solution, then calculate the value $f$ of objective function (1) by solving the problem $\mathcal{P} \mathcal{I}(x, \bar{y}, \bar{\varphi})$. If $f<($ Bound -1$) /($ iter $* c f$ Bound $)$ or the problem in the previous step has no solution, then assume that iter $:=$ iter +1 and proceed to Step 2.2; otherwise, assume $x^{0}:=x, \bar{y}^{0}:=\bar{y}, \bar{\varphi}^{0}:=\bar{\varphi}$, and $f^{0}:=f$ and proceed to Step 3.

Step 3: If we could not find a feasible solution in Step 2, then we use a zero solution as a feasible one; i.e., we assume that $x^{0}:=0, \bar{y}^{0}:=0$ and $\bar{\varphi}^{0}:=0$, and calculate the value $f^{0}$ of objective function (1) by solving the problem $\mathcal{P I}\left(x^{0}, \bar{y}^{0}, \bar{\varphi}^{0}\right)$. Then we apply the local improvement algorithm:

Step 3.1: Take $(x, \bar{y}, \bar{\varphi}):=\left(x^{0}, \bar{y}^{0}, \bar{\varphi}^{0}\right)$ as a starting solution and $f:=f^{0}$ as a record value.

Step 3.2: Find the best neighbor $\left(x^{*}, \bar{y}^{*}, \bar{\varphi}^{*}\right)$ in the neighborhood of the solution $(x, \bar{y}, \bar{\varphi})$.

Step 3.3: If the value of the objective function $f\left(x^{*}, \bar{y}^{*}, \bar{\varphi}^{*}\right)>f$, then assume that $x:=x^{*}, \bar{y}:=\bar{y}^{*}, \bar{\varphi}:=\bar{\varphi}^{*}$ and $f:=f\left(x^{*}, \bar{y}^{*}, \bar{\varphi}^{*}\right)$ and proceed to Step 3.2; otherwise, stop the algorithm.

We used as a neighborhood in the local improvement algorithm the following randomized neighborhood with precisely one neighbor. The randomized neighborhood of the solution $(x, \bar{y}, \bar{\varphi})$ has precisely one solution $\left(x^{\prime}, \bar{y}^{\prime}, \bar{\varphi}^{\prime}\right)$, which was
obtained as follows. Each component of the vector $x^{\prime}$ is a random value which with probability $1-1 /|J|$ equals the corresponding component of the vector $x$ and with probability $1 /|J|$, of vector $1-x$. It is analogous for the vectors $\bar{y}^{\prime}$ and $\bar{y}$, but the probabilities are $1-1 /|K|$ and $1 /|K|$, respectively. For the tax incentives, the probabilities are $1-1 /(|I||M|)$ and $1 /(|I||M|)$, respectively.

The local improvement algorithm with the randomized neighborhood is stopped after 5000 iterations, the parameters mIter and cfBound were 30 and 3 , respectively.

## 3 Analysis of the Properties of Equilibrium Solutions

To demonstrate the methodology of application of the described tools, we designed a special model test site, whose prototype was a set of 50 polymetallic ore deposits in the Zabaikalskii krai (Transbaikalia). For this model test site, we composed a set of 10 infrastructure projects, some of which are being implemented (railroads and powerlines) while others make up for the infrastructure that is currently missing but is necessary for the deposit development projects (powerlines and highways). For each of the deposits, there are five levels of tax incentives and a set of compensating environmental activities integrated into the relevant environmental project. The calculations were carried out on a personal computer (i7 3621QM processor, 4 GB RAM), and the counting time was about 30 min .

In this way, the model test site captures the specificity of the object being modeled and provides an information base for studying the properties of the Stackelberg equilibrium. The methodology is based on analyzing the sensitivity of the solutions of the corresponding bilevel Boolean programming problem to changes in the basic parameters of the model. This issue is of fundamental importance, primarily because for many of the model parameters, we know only the operational ranges of their values.

Under certain assumptions about the government's information capabilities, the initial bilevel statement of the planning problem can be substantially simplified and reduced to a one-level mathematical programming problem. This is possible if the government has access to sufficiently detailed information on the deposit development projects, forecasts of market prices, and the budget constraints of the investor. This means that the decision-making on subsoil use is supported by the relevant governmental institutions that assess subsoil development projects from the perspective of the government and society.

Then, the original bilevel model transforms into a Boolean programming problem with the variables $y_{k}, z_{i}, u_{k}, x_{j}, \varphi_{i m} \in\{0,1\}$, the government's objective function (1), and constraints (2), (5), (7)-(12), (15) and (16). This one-level problem statement applies more to an economy with an informed government, which dominates in the natural resources sector; however, this statement proves to be convenient for understanding what we get from the transition from the one- to bilevel statement.

The figures show the results of the calculations that analyzed the sensitivity of the solution to changes in the key model parameters, i.e., the discounts of the
investor and the government. In the calculations, we compared four models: the basic model without tax incentive in the two- (A) and one-level (B) statements and the two- and one-level models with tax incentives (C and D).


Fig. 1. The government objective function and the partner discounts

Figures 1, 2, 3, 4 and 5 show the results of applying the third lever of government support to the investor, i.e., tax incentives in the working ranges of the partners' discounts. From the point of view of the government's objective function, the introduction of tax incentives into the bilevel problem statement removes the cavity on the surface in Model A, ensuring greater stability of the partnership results in Model C with the increase in the investor discount (Fig. 1). In the one-level problem statement, the effect of tax incentives manifests itself most saliently at high investor discounts, resulting in substantially greater values of the functional.

It follows from Fig. 2 that, other things being equal, the bilevel statement (A and C) yields an increase in the investor's objective function, compared with the one-level statement (B and D). The effect of the tax incentives is most tangible for the investor in the bilevel statement. Unlike in the one-level models B and D , in which the government, informed about the investor's production capacity, simply nullifies its partner's NPV at high investor discounts, the leaderfollower relationship pattern provides the investor with a positive income at high discounts, coupled with an additional increase in the income from preferential taxation.


Fig. 2. The investor objective function and the partner discounts


Fig. 3. The partner discounts and the government share in the environmental costs

How does the government combine the two levers of investor support, i.e., environmental initiatives and tax incentives? In the one-level problem statement, the choice of the support lever depends little on the government discount. The government supports the investor, starting from average investor discounts, and rapidly increases its support of environmental projects to reach a maximum at high discounts (Figs. 3B and D). The government uses tax incentives only at the largest investor discounts, selecting from a third to a half of the deposit development projects (Fig. 4D) and using virtually the maximum level of tax incentives (Fig. 5D).


Fig. 4. The partner discounts and the number of tax incentives


Fig. 5. The partner discounts and the level of tax incentives

In the bilevel models, the government uses the two investor support levers in a more sophisticated way across the entire range of the partner discounts. The use of tax incentives expands the support program in environmental construction (Figs. 3A and C), with the number and level of tax incentives increasing with the increase in the investor discount.

The Figs. 6, 7 and 8 show the results of the calculations that analyzed the sensitivity of the solution to changes in the other key model parameters, i.e.,


Fig. 6. The environmental parameters of the model and the objective function of the government
environmental costs and environmental losses. To this end, we fix the government and investor discounts at the average level ( $D G=5 \%$ and $D I=15 \%$ ) and investigate the dependence of the main results of the cooperation on the environmental parameters of the model.

It turns out that at these discounts, the government in the one-level models B and $D$ provides no tax incentives and no support for environmental projects. The reason is that the informed government implements a full-scale infrastructure development program, knowing that the investor is able, on their own without any tax incentives, to develop all the deposits, taking over all the environmental costs, and yet remain within the area of positive NPV (9).

The functionals of the government and the investor in the one-level models look accordingly (Figs. 6B, D, 7B, and D): the value of the government's objective function does not depend on environmental costs and decreases linearly with growing environmental losses. The value of the investor's objective function does not depend on environmental losses and decreases linearly with increasing environmental costs.

In the bilevel model A, the government cuts the infrastructure program at all values of the environmental parameters, especially at high environmental costs and losses (Fig. 8A). In model C, the use of tax incentives allows the government to increase the number of infrastructure development projects (Fig. 8C). The growing infrastructure support manifests itself not only in the noticeably higher functional of the government (Figs. 6A and C) but also in the higher value of the


Fig. 7. The environmental parameters of the model and the objective function of the investor


Fig. 8. The environmental parameters of the model and the number of infrastructure development projects launched by the government
investor's objective function, which increased due to the tax incentives (Fig. 7A and C).

The government coordinates tax incentives and the environmental support program, depending on the problem statement. In the one-level models B and D, the investor gets neither environmental support nor tax incentives over the entire range of the environmental parameters. In the bilevel models, the government implements some of the environmental projects and provides medium-level tax incentives for approximately a half of the deposit development projects.

## 4 Results and Discussion

The legal framework, established by the government, within which it can provide substantial tax preferences for large-scale natural resource development projects allows a combined use of PPPs and tax incentives. The modeling results show the practical relevance of the above-described models and define a hierarchy of factors that affect the efficiency of partnership relations between the government and the private investor in the development of natural resource deposits in poorly developed regions.

The bilevel problem statement adequately reflects modern Russian realities and captures the process of finding a compromise between the interests of the government and the investor. Analysis of the project documentation for several PPPs in the natural resources sector shows that expert assessments focus on proving the project profitability for the investor. This situation is consistent with the initial assumptions of the Stackelberg model, in which the government solves the upper level problem, knowing nothing about the intricacies of technology and market conditions, and the rent-seeking investor strives for the maximum profitability in the cooperation with the government. Adding tax incentives to the original PPP reflects the current situation and expands the partnership potential; we saw this effect in Figs. 1 and 2, where tax preferences raise the value of the objective function for both the government and the investor at high discounts.

The one-level model assumption that the government has complete information about the investor's technologies and opportunities seems inadequate in modern Russia. However, the solution of the one-level problem sets the upper bound on the government's functional in the bilevel model. This circumstance allows us to consider the one-level model as a limiting case of the bilevel model and to use the solution of the one-level problem as an ideal baseline describing the behavior of a rational, fully informed government.

That is why the above example for fixed discount values, whereby the government in the one-level models provides neither tax incentives nor environmental support, suggests that in real life, government support in forms other than infrastructure development projects may sometimes be superfluous. In our example, the superfluity of government support to the rent-seeking investor is evident in Figs. 7A and C, which show a stably high value of the investor functional over the entire range of environmental parameters. This situation suggests that the investor reaches a profitability substantially higher than the discount and, therefore, achieves an excessive safety margin due to the investor's superfluous share of rental incomes.

We see that within the above-described PPP models, the government shows complex behavioral patterns not only in choosing infrastructure and environmental projects for support but also in selecting the objects of preferential taxation. This behavior is rational, but it requires a well-adjusted approach to determining the specific amounts of government support.

The modeling results show the impact of various factors on the efficiency of the sub-soil development programs generated in the different models.

Thus, calculations showed that the most significant factor is the discount rate for the investor. To increase the social efficiency of the current partnership schemes with the rent-seeking investor and to ensure a fair distribution of the natural resource rent, one needs to reduce the investor discount in every possible way.

Since the solution of the one-level problem with an informed government determines the upper bound on the value of the functional in the bilevel model, which most adequately describes the current style of governance in the natural resources sector, the government decision-making should be guided by the following rules. Firstly, the government should not use small values of its own discount. Secondly, the government should seek a detailed understanding of the natural resource objects intended for development and the relevant development projects. This is the only way, considering the support provided to the investor, the government can build relationships as the owner of natural resources, who receives a possibly greater share of the natural resource rent as the value created by nature.

Relying on this methodological groundwork, one can address the core issue of natural resource based regions, i.e., a comprehensive scenario for the development of local natural resources, including infrastructure development plans and investment proposal packages containing rules for granting tax incentives and implementing various stages in spatial development. Here, it is crucial to consider the interests of society, as well as private businesses. The search for options to harmonize these interests is not an easy task, and the tools proposed in this paper are aimed at solving it.
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#### Abstract

An important feature of the mixed economic system under consideration, besides the presence of a mixed production sector, is that two different regulation mechanisms function jointly: central planning and flexible market prices. Thus, this model is characterized by the presence of dual markets. In the first market, prices are stable and the allocation of commodities is determined by rationing schemes and governmental orders. In the second market, prices are flexible and are formed by the standard mechanism of equating demand and supply. We assume that the excess of any commodity purchased in the first market may be resold by any economic agent at flexible market prices. Whereas a lot of papers are devoted to existence and efficiency of mixed market equilibria, this paper investigates extremal properties of equilibrium allocations in a mixed economy of Arrow-Debreu type. A notion of fuzzy domination in a mixed environment is given, and coincidence of the fuzzy core and equilibrium allocations in certain specifications of economy in question is shown to hold.
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## 1 Introduction

In this paper, a notion of fuzzy domination in a mixed environment is given, and coalitional stability of equilibrium allocations in a mixed economy of ArrowDebreu type is established. Moreover, conditions are proposed that ensure coincidence of the fuzzy core and the set of equilibrium allocations for some important specifications of the general model of mixed economy suggested in [11].

An essential feature of the mixed economic system under consideration is that two different regulation mechanisms function jointly: central planning and flexible market prices. Thus, unlike the classical models, these models are characterized by the presence of dual markets. In the first market, prices are stable

This research was supported by the program of fundamental scientific researches of the SB RAS I.5.1., project 0314-2016-0018, and by RFBR grant 16-06-00101.
and the allocation of commodities to a great extent is determined by rationing schemes and governmental orders. In the second market, prices are flexible and are formed by the standard mechanism of equating demand and supply. We assume that the excess of any commodity purchased in the first market may be resold by any agent at the flexible market prices. ${ }^{1}$

The problem of properly defining of a fuzzy core allocation in a mixed economic system arises from both the presence of fixed prices for rationed commodities and the multiplicity of types of coalition stability of equilibrium allocations which correspond to different types of flexible prices in the second market. A universal way to overcome the difficulties indicated is based on the use of an appropriate linear approximation of nonlinear income functions and leads to the formation of several types of cores which characterize all possible variants of coalition stability. The result is that testing of the famous Edgeworth's conjecture reduces to analyzing asymptotic behavior of each core separately (detailed analysis of the fuzzy domination for the mixed pure exchange model see in [8]).

Note, that we introduce all types of coalitional stability of equilibrium allocations, but restrict ourselves to special class of mixed economies (satisfying so-called "willingness to buy at the second market" condition) in studying the problem of decentralization of the fuzzy core allocations in a mixed economy of Arrow-Debreu type. Mixed economies from the special class mentioned admit a global linearization of the budget constraints. This fact allows to limit considerations to a common type of coalition stability for all equilibrium allocations, and, consequently, to get a proper analog of the classic core equivalence result in terms of fuzzy domination (for classic original see, e.g., [1,2]). Some results on the efficiency and general existence problem for equilibria in a mixed economy may be found in $[3,11]$. As to the cooperative characterization of equilibrium allocations, several mixed exchange models with both finite and infinite number of economic agents have been studied in [8-10]. In this paper we present some extensions of the results obtained for the finite mixed pure exchange models to the case of finite mixed economies of Arrow-Debreu type with rationing and governmental order in both consumption and production sectors.

The rest of the paper is organized as follows. In the second section, we introduce basic notations and fundamental definitions related to the equilibrium allocations. In the third section, we introduce several types of fuzzy dominations depending on the structure of equilibrium prices, and propose some conditions providing rather simple equilibrium presentation of the fuzzy core allocations for the mixed economy of Arrow-Debreu type.

## 2 The Model

This section contains basic notation and fundamental definitions, related to the concept of equilibrium in a mixed economy of Arrow-Debreu type. We provide a brief interpretation for some of these notions, which are taken from [11].

[^5]
### 2.1 Basic Notation

A mixed economy of Arrow-Debreu type is characterized by substantial interactions between the fix-price and flexible-price markets. It is described by the following basic data:

$$
\mathcal{E}=\left\langle L,\left(X_{i}^{\prime}, X_{i}^{\prime \prime}, u_{i}, \beta^{i}, \theta^{i}, \omega^{i}\right)_{i \in N_{1}},\left(Y_{j}, \vartheta^{j}\right)_{j \in N_{2}},\left(s_{i j}^{\prime}, s_{i j}^{\prime \prime}\right)_{(i, j) \in N_{1} \times N_{2}}, q, P\right\rangle
$$

where $N_{1}=\left\{1, \ldots, n_{1}\right\}$ is the set of consumers, $N_{2}=\left\{n_{1}+1, \ldots, n_{2}\right\}$ the set of producers (firms), $L=\{1, \ldots, l\}$ the set of commodities, $X_{i}^{\prime} \subseteq \mathbf{R}^{l}$ the consumption set of $i \in N_{1}$ in the first market, $X_{i}^{\prime \prime} \subseteq \mathbf{R}^{l}$ the consumption set of $i \in N_{1}$ in the second market, $u_{i}$ the utility function of agent $i \in N_{1}$ on $X_{i}^{\prime} \times X_{i}^{\prime \prime}$, $\omega^{i} \in R_{+}^{l}$ the initial endowment of $i \in N_{1}, \omega^{o}:=\sum_{i \in N_{1}} \omega^{i}$ the aggregate initial endowment, $\beta^{i} \in R_{+}^{l}$ the maximal amount of rationed goods, available to $i \in N_{1}$ in the first market, implying $x^{i \prime} \leq \beta^{i}$ for any feasible consumption plan $x^{i \prime} \in X_{i}^{\prime}$, $\beta^{o}:=\sum_{i \in N_{1}} \beta^{i}$ the aggregate amount of rationed goods, available to consumers, $\theta^{i} \in \mathbf{R}^{l}$ the governmental order assigned to agent $i \in N_{1}, \theta^{o}:=\sum_{i \in N_{1}} \theta^{i}$ the aggregate governmental order assigned to consumers, $Y_{j} \subseteq \mathbf{R}^{l}$ the production set of firm $j \in N_{2}, \vartheta^{j} \in \mathbf{R}^{l}$ the governmental order (plan) assigned to producer $j \in N_{2}, \vartheta^{o}:=\sum_{j \in N_{2}} \vartheta^{j}$ the aggregate governmental order (plan) assigned to producers, $s_{i j}^{\prime}$ the share of the fix-price profit $q \cdot \vartheta^{j}$ of producer $j \in N_{2}$ transferred to consumer $i \in N_{1}, s_{i j}^{\prime \prime}$ the share of the flexible-price profit $p \cdot\left(y^{j}-\vartheta^{j}\right)$ of producer $j \in N_{2}$, transferred to consumer $i \in N_{1}, q \in \mathbf{R}_{+}^{l}$ the vector of fixed prices for consumers and producers in the first market, $P=\mathbf{R}_{+}^{l}$ is the set of flexible prices. ${ }^{2}$

As usual, the shares $s_{i j}^{\prime}$ and $s_{i j}^{\prime \prime}$ are assumed to satisfy the standard constraints: $s_{i j}^{\prime}, s_{i j}^{\prime \prime} \geq 0$ for $i \in N_{1}, j \in N_{2}$, and $\sum_{i \in N_{1}} s_{i j}^{\prime}=\sum_{i \in N_{1}} s_{i j}^{\prime \prime}=1$ for each $j \in N_{2}$. To simplify the presentation, throughout in the paper we presuppose $\beta^{o} \neq 0$ and $q$ to be strictly positive vector. It is also assumed everywhere below, like in [11], that the rationing schemes and governmental orders in consumption and production sectors are compatible: $\beta^{o}=\theta^{\circ}+\vartheta^{\circ}$. So, we presuppose that the amount $\sum_{N_{1}} \beta^{i}$ of the rationed commodities maximally available at fixed prices $q$ has to be provided by the aggregate governmental orders to consumers and producers. The government thereby assumes that consumers will exhaust the rationing quota at the given fixed prices on the first market either for individual consumption or for reselling.

As in the standard models of equilibrium analysis, consumers maximize utilities given their budgets, and producers maximize their profits under the flexible prices. The government collects the amounts $\theta^{i}, i \in N_{1}$, and $\vartheta^{j}, j \in N_{2}$, of the commodities and offers the amounts $\beta^{i}, i \in N_{1}$, to the households at the current fixed prices. Households may resell any excess amount on the second market at the prevailing flexible prices.

Some of the above concepts, which are not relevant for the standard ArrowDebreu model [6] need some explanation. Namely, the fact that utility is defined

[^6]on $X_{i}^{\prime} \times X_{i}^{\prime \prime}$ indicates that it might matter to households $i \in N_{1}$, whether the consumption commodities come from the first or the secondary markets, even if a surplus of a particular commodity bought on the first market is resold on the second. Thus, this assumption has something to do with the perception the individuals have of the various markets. Specifically, it is a common knowledge to the consumers in the countries with economy under transition that due to the market disorder at the first stage of transition to free market system there are, as a rule, a lot of falsificated commodities at both, first and secondary markets. Falsification level may vary considerably from one market to another, yielding various trust levels granted to the markets under consideration. Of course, on the way towards the perfect competition these levels tend to be equal, but at the moment the phenomenon of nonequivalent evaluation of the different markets (in terms of utility functions) still prevails.

These basic notations will now be applied to introduce the concepts, which are fundamental for a model of a mixed economy.

### 2.2 Main Definitions

The following definitions, like in pure exchange models, refer to the familiar concepts of feasible states, budget sets, and equilibrium allocations. They are with minor, but nevertheless essential modifications of the same nature as in the standard Arrow-Debreu model [6], and are again taken from [11].

To define the budget set $B_{i}(p)$ of agent $i \in N_{1}$, let the flexible price vector $p \in \mathbf{R}_{+}^{l}$ be given. The basic income $\nu_{i}(p)$ of $i \in N_{1}$ consists of the following terms:

$$
\alpha_{i}(p):=q \cdot \theta^{i}+p \cdot\left(\omega^{i}-\theta^{i}\right), \quad \delta_{i}^{\prime}:=\sum_{j \in N_{2}} s_{i j}^{\prime} q \cdot \vartheta^{j}, \quad \delta_{i}^{\prime \prime}(p):=\sum_{j \in N_{2}} s_{i j}^{\prime \prime} \pi_{j}(p)
$$

The profit $\pi_{j}(p)$ of firm $j \in N_{2}$ earned on the secondary market is defined by $\pi_{j}(p):=\sup \left\{p \cdot\left(y^{j}-\vartheta^{j}\right) \mid y^{j} \in Y_{j}\right\}$. One has to take into account the governmental order $\vartheta^{j}$, which has to be supplied by firm $j$ at fixed prices $q$. Hence, the term $p \cdot \vartheta^{j}$ in the above formula represents the opportunity cost of the governmental order.

Put $\nu_{i}(p):=\alpha_{i}(p)+\delta_{i}^{\prime}+\delta_{i}^{\prime \prime}(p)$ and let $w_{i}\left(p, x^{\prime i}\right):=\nu_{i}(p)+(p-q)^{+} \cdot\left(\beta^{i}-x^{\prime i}\right)$ be the total income of agent $i \in N_{1}$ (the additional term $(p-q)^{+} \cdot\left(\beta^{i}-x^{\prime i}\right)$ results from reselling the surplus quantities $\left(\beta^{i}-x^{\prime i}\right)$ of the rationed commodities on the secondary market). Here and below, for any $a \in \mathbf{R}^{L}$ we denote by $a^{+}$vector from $\mathbf{R}^{L}$ with components $a_{k}^{+}=a_{k}$ if $a^{k}>0$, and $a_{k}^{+}=0$ if $a^{k} \leq 0$ ("positive variation" of $a$ ).

Remark 1. For the case of $\beta_{h}^{i}>x_{h}^{\prime i}$ for an agent $i \in N_{1}$ and a particular commodity $h \in L$ with $p_{h}>q_{h}$, it is thus assumed that the consumer nevertheless exploits the quota $\beta_{h}^{i}$ entirely, in order to resell the excess amount on the flexible price market.

Definition 1. Given the above concepts, the budget set of agent $i \in N_{1}$ is defined as follows:

$$
B_{i}(p):=\left\{x^{i}=\left(x^{\prime i}, x^{\prime \prime i}\right) \in X_{i}(\beta) \mid q \cdot x^{\prime i}+p \cdot x^{\prime \prime i} \leq w_{i}\left(p, x^{\prime i}\right)\right\}
$$

with $X_{i}(\beta):=\left\{x^{i} \in X_{i} \mid x^{\prime i} \leq \beta^{i}\right\}$ and $X_{i}:=X_{i}^{\prime} \times X_{i}^{\prime \prime}$.
The individual demand and supply correspondences, $D_{i}(p), i \in N_{1}$, and $S_{j}(p), j \in N_{2}$, are defined in the standard way

$$
\begin{aligned}
D_{i}(p) & :=\left\{x^{i} \in B_{i}(p) \mid \mathcal{P}_{i}^{\beta}\left(x^{i}\right) \cap B_{i}(p)=\emptyset\right\} \\
S_{j}(p) & :=\left\{y^{j} \in Y_{j} \mid \pi_{j}(p)=p \cdot\left(y^{j}-\vartheta^{j}\right)\right\}
\end{aligned}
$$

(with $\mathcal{P}_{i}^{\beta}\left(x^{i}\right):=\left\{\tilde{x}^{i} \in X_{i}(\beta) \mid u_{i}\left(\tilde{x}^{i}\right)>u_{i}\left(x^{i}\right)\right\}$ ). Then the excess demand correspondence $E(p)$ is given by $E(p):=\sum_{i \in N_{1}} D_{o i}(p)-\sum_{j \in N_{2}} S_{j}(p)-\sum_{i \in N_{1}} \omega^{i}$, with $D_{o i}(p):=\left\{x^{o i}=x^{\prime i}+x^{\prime \prime i} \mid\left(x^{\prime i}, x^{\prime \prime i}\right) \in D_{i}(p)\right\}$.

Next we consider the set of feasible allocations of $\mathcal{E}$. Put $X:=\prod_{i \in N_{1}} X_{i}$, $X(\beta):=\prod_{i \in N_{1}} X_{i}(\beta), Y:=\prod_{j \in N_{2}} Y_{j}, Z:=X \times Y$, and $Z(\beta):=X(\beta) \times Y$.

Definition 2. The set $Z_{\beta}(\mathcal{E})$ of feasible allocations of $\mathcal{E}$ is given by

$$
Z_{\beta}(\mathcal{E}):=\left\{z=(x, y) \in Z(\beta) \mid \sum_{i \in N_{1}} x^{o i}=\sum_{j \in N_{2}} y^{j}+\sum_{i \in N_{1}} \omega^{i}\right\} .
$$

The concept of an equilibrium allocation is then introduced in the usual way:
Definition 3. A feasible allocation $(\bar{x}, \bar{y})=\left(\left(\bar{x}^{i}\right)_{i \in N_{1}},\left(\bar{y}^{j}\right)_{j \in N_{2}}\right) \in Z_{\beta}(\mathcal{E})$ is an equilibrium allocation of the mixed economy $\mathcal{E}$, if there exists a price vector $\bar{p} \in \mathbf{R}_{+}^{l}$ such that $\bar{x}^{i} \in D_{i}(\bar{p})$ for $i \in N_{1}$, and $\bar{y}^{j} \in S_{j}(\bar{p})$ for $j \in N_{2}$. Again, as usual, $\bar{p} \in \mathbf{R}_{+}^{l}$ is an equilibrium price vector, and $(\bar{p}, \bar{z})$ with $\bar{z}=(\bar{x}, \bar{y})$ is an equilibrium state of the mixed economy $\mathcal{E}$. The set of equilibrium allocations of $\mathcal{E}$ is denoted by $\mathcal{W}=\mathcal{W}(\mathcal{E})$.

We introduce further the concept of fuzzy blocking (domination) and corresponding notion of the fuzzy core for our mixed economy of Arrow-Debreu type. It is based, mostly, on two principles: (1) privatization, and (2) linearization. The former one deals with the assignment to the consumers not only the profit shares, but the shares of production sets themselves (privatization, or distribution of the production activity between the consumers, like in [6]). As to the latter principle, it concerns some special tools allowing to eliminate nonlinearity of income functions (at least, up to some extent).

Observe, that the payments $\alpha_{i}^{\prime}=q \cdot \theta^{i}$ and $\delta_{i}^{\prime}=\sum_{j \in N_{2}} s_{i j}^{\prime} q \cdot \vartheta^{j}$ of the central agency for the delivery $\theta^{i}$ and $\vartheta^{\prime i}=\sum_{j \in N_{2}} s_{i j}^{\prime} \vartheta^{j}$ of the obligatory supplies are equal to their values against the fixed state prices $q$. Hence, on the state market both the selling and purchasing prices are equal to $q$. So, the total payment for the delivery of obligatory supply, $\sum_{N_{1}}\left(\alpha_{i}^{\prime}+\delta_{i}^{\prime}\right)$, provides consumption of the maximum total amount, $\sum_{N_{1}} \beta^{i}$, of rationed goods against fixed state prices $q$. Note, that an extra consumption takes place against the market prices.

The principal difficulty of cooperative characterization of the set $\mathcal{W}:=\mathcal{W}(\mathcal{E})$ of equilibrium allocations of mixed economy $\mathcal{E}$ relates to nonlinearity of the total income functions $w_{i}\left(p, x^{\prime i}\right)$ with respect to the flexible prices $p$. To overcome this difficulty we make use of the fact that by definition functions $w_{i}$ are piecewise linear w.r.t. $p$, and partition $\mathcal{W}$ into several components according to the types of possible equilibrium prices $p$. Subsequent analysis of coalitional stability of the equilibrium allocations is then carried out separately for each of these components.

We now present the formal definitions adapted to consideration of coalitional stability of the equilibrium allocations related to different types of equilibrium prices. Given $K \subseteq L$, put

$$
P_{K}:=\left\{p \in \mathbf{R}_{+}^{l} \mid p_{k} \geq q_{k}, k \in K ; \quad p_{j} \leq q_{j}, j \in J\right\},
$$

where $J$ denotes the complement of $K$, i.e., $J:=L \backslash K$. The components mentioned above are subsets of the set $\mathcal{W}$, which correspond to a particular type of the equilibrium prices classified with the help of the convex polyhedrons $P_{K}$ :

$$
\mathcal{W}_{K}=\mathcal{W}_{K}(\mathcal{E}):=\left\{z \in \mathcal{W} \mid \exists p \in P_{K}:(p, z) \text { is an equilibrium state of } \mathcal{E}\right\} .
$$

Allocations in $\mathcal{W}_{K}$ are called $K$-equilibrium allocations of the economy $\mathcal{E}$.

## 3 Core Allocations in the Mixed Economy $\mathcal{E}$

In this section, we introduce a concept of fuzzy core allocations in terms of appropriate fuzzy domination relations in $\mathcal{E}$, and provide rather natural conditions that make it possible to get equilibrium presentation of the fuzzy core allocations in the mixed economy of Arrow-Debreu type.

### 3.1 Fuzzy $K$-Core in the Mixed Economy $\mathcal{E}$

We turn now to present definition of fuzzy domination in the mixed economy $\mathcal{E}$. Fix $K \subseteq L$ and, for each vector $a \in \mathbf{R}^{L}$, denote by $a_{K}$ its projection onto $\mathbf{R}^{K} \times\{0\} \subseteq \mathbf{R}^{L}$ :

$$
\left(a_{K}\right)_{k}:=\left\{\begin{array}{l}
a_{k}, k \in K \\
0, k \in J=L \backslash K .
\end{array}\right.
$$

In case $b=\left(b^{1}, \ldots, b^{n_{1}}\right) \in\left(\mathbf{R}^{L}\right)^{N_{1}}$ we write $b_{K}:=\left(b_{K}^{1}, \ldots, b_{K}^{n_{1}}\right)$. Below we use also the following abridged notations. For every $i \in N_{1}$, we denote

$$
\begin{aligned}
\vartheta^{\prime i} & :=\sum_{j \in N_{2}} s_{i j}^{\prime} \vartheta^{j}, \quad \vartheta^{\prime \prime i}:=\sum_{j \in N_{2}} s_{i j}^{\prime \prime} \vartheta^{j}, \quad \widehat{\vartheta}^{i}:=\vartheta^{\prime i}-\vartheta^{\prime \prime i} \\
\gamma^{\prime i} & :=\theta^{i}+\vartheta^{\prime i}-\beta^{i}, \quad \gamma^{\prime \prime i}:=\theta^{i}+\vartheta^{\prime \prime i}-\beta^{i} .
\end{aligned}
$$

To introduce modified initial endowments $\widehat{\omega}^{\prime i}, \widehat{\omega}^{\prime \prime i}$, and privatized production sets $\widetilde{Y}_{i}$ and $\widehat{Y}_{i}$ we put

$$
\widehat{\omega}^{\prime i}:=\omega^{i}-\gamma^{\prime i}, \quad \widehat{\omega}^{\prime \prime i}:=\omega^{i}-\gamma^{\prime \prime i}, \quad \widehat{Y}_{i}:=\widehat{\vartheta}^{i}+\widetilde{Y}_{i}, \quad i \in N_{1},
$$

where $\widetilde{Y}_{i}:=\sum_{j \in N_{2}} s_{i j}^{\prime \prime} Y_{j}, \quad i \in N_{1}$.

Remark 2. It follows from the definition of $\widehat{Y}_{i}$ that in case $\vartheta^{\prime i}=\vartheta^{\prime \prime i}$, each $i \in N_{1}$, we have: $\widehat{Y}_{i}=\widetilde{Y}_{i}$ for every $i \in N_{1}$. Specifically, $\widehat{Y}_{i}=\widetilde{Y}_{i}$, whenever $s_{i j}^{\prime}=s_{i j}^{\prime \prime}$ for every $i \in N_{1}, j \in N_{2}$.

As it was noted in Introduction, the proof of the Edgeworth conjecture for the model $\mathcal{E}$ may be given on the basis of a characterization of the sets $\mathcal{W}_{K}$ in terms of appropriate fuzzy dominations. To introduce a formal definition, recall [1], that a fuzzy coalition is a nonzero element $\tau=\left(\tau_{1}, \ldots, \tau_{n_{1}}\right)$ of the unit hypercube $I^{n_{1}}=[0,1]^{n_{1}}$. Here, the components of $\tau$ measure the degree of participation of the economic agents in an ordinary coalition $N(\tau)=\operatorname{supp} \tau$ with

$$
N(\tau):=\left\{i \in N_{1} \mid \tau_{i}>0\right\},
$$

referred to as the support of $\tau$. We denote $\mathcal{T}:=I^{n_{1}} \backslash\{0\}$ and, for arbitrary $\tau=\left(\tau_{1}, \ldots, \tau_{n_{1}}\right) \in \mathcal{T}$ and $b=\left(b^{1}, \ldots, b^{n_{1}}\right) \in\left(\mathbf{R}^{l}\right)^{N_{1}}$, write $b(\tau):=\sum_{N_{1}} \tau_{i} b^{i}$.

To ease the notations, we make use the following shortenings

$$
\widehat{Y}:=\prod_{i \in N_{1}} \widehat{Y}_{i} \quad \text { and } \quad \widehat{Z}(\beta):=X(\beta) \times \widehat{Y}
$$

Further, for any $z=(x, y) \in \widehat{Z}(\beta)$ we use the notations $x^{\prime}=\left(x^{\prime 1}, \ldots, x^{n_{1}}\right), x^{\prime \prime}=$ $\left(x^{\prime \prime 1}, \ldots, x^{\prime \prime n_{1}}\right), y=\left(y^{1}, \ldots, y^{n_{1}}\right)$, and $x^{0}=x^{\prime}+x^{\prime \prime}$. Like in case of rationing, $\beta=\left(\beta^{1}, \ldots, \beta^{n_{1}}\right)$, and governmental order in consumption, $\theta=\left(\theta^{1}, \ldots, \theta^{n_{1}}\right)$, we put $\omega:=\left(\omega^{1}, \ldots, \omega^{n_{1}}\right), \vartheta^{\prime}:=\left(\vartheta^{\prime 1}, \ldots, \vartheta^{\prime n_{1}}\right)$, and $\widehat{\omega}^{\prime}:=\omega-\theta-\vartheta^{\prime}+\beta$.

Definition 4. A fuzzy coalition $\tau K$-dominates a feasible allocation $\bar{z} \in Z_{\beta}(\mathcal{E})$ if there exists an allocation $z=\left(x^{i}, y^{i}\right)_{i \in N_{1}} \in \prod_{i \in N_{1}} X_{i}(\beta) \times \widehat{Y}_{i}$ such that
$K F 1 . u_{i}\left(x^{i}\right)>u_{i}\left(\bar{x}^{i}\right), \quad i \in N(\tau)$,
KF2. $x_{K}^{0}(\tau) \leq \widehat{\omega}_{K}^{\prime}(\tau)+y_{K}(\tau)$,
KF3. $q_{K \cup I} \cdot x^{0}(\tau)+q_{J \backslash I} \cdot x^{\prime}(\tau) \leq q_{K \cup I} \cdot(\omega+y)(\tau)+q_{J \backslash I} \cdot\left(\theta+\vartheta^{\prime}\right)(\tau)$, each $I \subseteq J$.
In particular, for $K=L$, a fuzzy coalition $\tau \in \mathcal{T} L$-dominates a feasible allocation $\bar{z} \in Z_{\beta}(\mathcal{E})$ if there exists an allocation $z=\left(x^{i}, y^{i}\right)_{i \in N_{1}} \in \prod_{i \in N_{1}} X_{i}(\beta) \times \widehat{Y}_{i}$ such that

LF1. $u_{i}\left(x^{i}\right)>u_{i}\left(\bar{x}^{i}\right), \quad i \in N(\tau)$,
LF2. $x^{0}(\tau) \leq \widehat{\omega}^{\prime}(\tau)+y(\tau)$,
$L F 3 . q \cdot x^{0}(\tau) \leq q \cdot \omega(\tau)+q \cdot y(\tau)$.
The requirement that the coalition allocation $\left(x^{i}, y^{i}\right)_{i \in N(\tau)}$ be balanced at the prices $q$, represented by condition $L F 3$, reflects a specific feature of the economy $\mathcal{E}$, the fixed prices in the first market.

Remark 3. Observe, that condition LF3 is essential only when nonequivalent exchange (at fixed prices $q$ ) of the initial endowment $\omega^{i}$ for $\widehat{\omega}^{\prime i}$ takes place: if $q \cdot\left(\theta^{i}+\vartheta^{\prime i}\right)=q \cdot \beta^{i}$ for all $i \in N_{1}$, then, evidently, LF3 is a direct consequence
of $L F 2$. In general case, however, each of $2^{|J|}$ inequalities appearing in $K F 3$, matters and, as with the case of $L$-domination, reflects the requirement that $\left(x^{i}, y^{i}\right)_{i \in N(\tau)}$ be balanced with respect to the corresponding possible "extreme" realizations $p^{*}$ of the flexible market prices from $P_{K}$, which have the form

$$
p_{K \cup I}^{*}=q_{K \cup I}, \quad p_{J \backslash I}^{*}=0, \quad I \subseteq J .
$$

Here it is taken into account that, at zero flexible prices for commodities in $J \backslash I$, the entire income of an agent $i \in N_{1}$ from selling the corresponding initial endowment $\omega_{J \backslash I}^{i}$ consists only of the amount $q_{J \backslash I} \cdot\left(\theta^{i}+\vartheta^{\prime i}\right)$ guaranteed by the governmental order.

Definition 5. The fuzzy $K$-core of the economy $\mathcal{E}$ is the set $C_{K, F}(\mathcal{E})$ of all allocations $\bar{z} \in Z_{\beta}(\mathcal{E})$ that cannot be $K$-dominated by any fuzzy coalition $\tau$ :

$$
C_{K, F}=C_{K, F}(\mathcal{E}):=\left\{\bar{z} \in Z_{\beta}(\mathcal{E}) \mid \text { there exists no } \tau \in \mathcal{T} \text { that } K \text {-dominates } \bar{z}\right\} .
$$

So, roughly speaking, any allocation from the fuzzy core $C_{K, F}$ is coalitional stable in the sense there is no fuzzy coalition that $K$-dominates it.

### 3.2 Fuzzy Core Equivalence for $L$-Equilibrium Allocations

By applying approach developed in [8-10] for the mixed economic systems without production, we can obtain rather mild conditions providing the inclusions

$$
\begin{equation*}
\mathcal{W}_{K} \subseteq C_{K, F}, \quad K \subseteq L \tag{1}
\end{equation*}
$$

(see, e.g., Assumptions $(A 1),(A 2)$, below). To verify these inclusions, which are valid under rather mild assumptions, we can use a special representation of the budget sets $B_{i}(p)$ defined by the type of flexible prices $p$. For the inclusions reversed to (1) and their refinements to hold (that imply equivalence of the cooperative and equilibrium mechanisms in $\mathcal{E}$ ) several additional assumptions must be made. We write

$$
\begin{aligned}
& X^{\prime}:=\prod_{N_{1}} X_{i}^{\prime}, \quad X^{\prime \prime}:=\prod_{N_{1}} X_{i}^{\prime \prime}, \\
& X^{\prime}(\mathcal{E}):=\operatorname{Pr}_{X^{\prime}} Z_{\beta}(\mathcal{E}), \quad X^{\prime \prime}(\mathcal{E}):=\operatorname{Pr}_{X^{\prime \prime}} Z_{\beta}(\mathcal{E}), \quad X_{\beta}(\mathcal{E}):=\operatorname{Pr}_{X} Z_{\beta}(\mathcal{E}),
\end{aligned}
$$

and offer these assumptions (below, $a \gg 0$ means $a_{k}>0$, each component of $a$ ):
(A1) $X_{i}^{\prime}=X_{i}^{\prime \prime}=R_{+}^{l}$, for all $i \in N_{1}$,
(A2) $Y_{j}$ are convex sets, containing zero vector, for all $j \in N_{2}$,
(A3) $\forall x \in X_{\beta}(\mathcal{E})\left[\sum_{i \in N_{1}} x^{0 i} \gg 0\right]$,
(A4) $u_{i}$ are continuous and concave, for all $i \in N_{1}$,
(A5) $u_{i}$ are strictly increasing in $x^{\prime \prime i}$, for all $i \in N_{1}$.

To prevent too lengthy and tedious considerations, we demonstrate the main ideas of the approach proposed for the special class of mixed economies of ArrowDebreu type, only. Namely, below we deal with the models satisfying so-called "willingness to by at the second market" condition (providing that free market is "weakly preferred" to the governmental one). This condition, formulated in [11], is as follows:

A6) $\forall x^{i} \in X_{i}(\beta) \forall \Delta \in R_{+}^{l}\left[\Delta \leq x^{\prime i} \Rightarrow u_{i}\left(x^{\prime i}-\Delta, x^{\prime \prime i}+\Delta\right) \geq u_{i}\left(x^{\prime i}, x^{\prime \prime i}\right)\right]$, for all $i \in N_{1}$.

It can easily be verified that under strict positivity of the rations assumptions $(A 5)$ and (A6) imply the following property of the economy $\mathcal{E}$ (see [11]).

Proposition 1 (Vasil'ev-Wiesmeth). Let mixed economy $\mathcal{E}$ satisfies assumptions (A5), (A6), and, besides, its rations $\beta^{i}$ are strictly positive for each $i \in N_{1}$. Then the set of equilibrium allocations $\mathcal{W}$ reduces to the set of L-equilibrium allocations, $\mathcal{W}_{L}$ :

$$
\mathcal{W}(\mathcal{E})=\mathcal{W}_{L}(\mathcal{E})
$$

Remark 4. Assumption (A6) is obviously satisfied in case of the neutrality of preferences of economic agents with respect to the different markets, when the utility of consumption bundle $x^{i}=\left(x^{\prime i}, x^{\prime \prime i}\right)$ depends only on the total consumption $x^{o i}=x^{\prime i}+x^{\prime \prime i}$, or, in more details, when $u_{i}\left(x^{i}\right)=u_{i}\left(\hat{x}^{i}\right)$ for any $x^{i}, \hat{x}^{i} \in X_{i}$ such that $x^{\prime i}+x^{\prime \prime i}=\hat{x}^{\prime i}+\hat{x}^{\prime \prime i}$.

To test that the fuzzy core coincides with equilibrium allocations under the assumptions $(A 1)-(A 6)$, we need in dual characteristics of the convex cone $T_{L}$, defined by (below, $t^{0}:=t^{\prime}+t^{\prime \prime}$ for any $t=\left(t^{\prime}, t^{\prime \prime}\right)$ )

$$
T_{L}:=\left\{t=\left(t^{\prime}, t^{\prime \prime}\right) \in R^{2 l} \mid t^{\prime \prime} \leq 0, q \cdot t^{0} \leq 0\right\} .
$$

We present one of these characteristics by description of the polar cone $\left(T_{L}\right)^{0}$.
Proposition 2. The polar cone $T_{L}^{0}=\left(T_{L}\right)^{0}:=\left\{h \in R^{2 l} \mid h \cdot t \leq 0, t \in T_{L}\right\}$ is given by the formula

$$
\begin{equation*}
T_{L}^{0}=\left\{(\lambda q, p) \in R^{2 l} \mid \lambda \geq 0, \lambda q \leq p\right\} \tag{2}
\end{equation*}
$$

Proof. We have to prove that a concrete description of the polar cone $T_{L}^{0}$ may be given by formula (2) (remind that in the first line of Proposition 2 just the formal definition of $T_{L}^{0}$ is presented). Put $H_{L}:=\left\{(\lambda q, p) \in R^{2 l} \mid \lambda \geq 0, \lambda q \leq p\right\}$. Since the cone $H_{L}$ is convex and closed, by the bipolar theorem (see, e.g., [7]), we have $H_{L}^{00}=H_{L}$. Therefore, to prove the equality $H_{L}=T_{L}^{0}$, it suffices to show that

$$
\begin{equation*}
H_{L}^{0}=T_{L} . \tag{3}
\end{equation*}
$$

To establish (3), we make use of the fact that the extreme rays of the cone $H_{L}$ are generated by the vectors $\left\{\left(0, e^{k}\right)\right\}_{k \in L} \cup\{(q, q)\}$. To prove this fact, observe that $q \gg 0$ and, for each element $(\lambda q, p) \in H_{L}$, we have:

$$
\begin{equation*}
(\lambda q, p)=\lambda(q, q)+(0, s), \tag{4}
\end{equation*}
$$

where $s=p-\lambda q$, and, in addition, by definition of $H_{L}$, the inequality $s \geq 0$ holds. Therefore, one can rewrite (4) as follows: $(\lambda q, p)=\lambda(q, q)+\sum_{k \in L} s_{k}\left(0, e^{k}\right)$, which proves our claim, since $\lambda$ and $s_{k}, k \in L$, are nonnegative.

Based on the above, (2) is implied by definition of the sets $T_{L}$ and $H_{L}$ and the evident relation $\left(t^{\prime}, t^{\prime \prime}\right) \cdot(q, q)=q \cdot t^{0}, \quad t \in R^{2 l}$.

Introduce now an almost ordinary economy $\mathcal{E}^{0}$ of Arrow-Debreu type (a reduced version of the mixed economy $\mathcal{E}$ with $q=0$ ), which will be useful for description of the $L$-core allocations in the economy, satisfying assumption ( $A 6$ ). $\mathcal{E}^{0}$ is characterized by the parameters

$$
\begin{equation*}
\mathcal{E}^{0}=\left\langle L,\left(X_{i}(\beta), u_{i}, \widehat{\omega}^{\prime \prime i}\right)_{i \in N_{1}},\left(Y_{j}\right)_{j \in N_{2}},\left(s_{i j}^{\prime \prime}\right)_{(i, j) \in N_{1} \times N_{2}}, P\right\rangle, \tag{5}
\end{equation*}
$$

with initial endowments $\widehat{\omega}^{\prime \prime i}$ resulting from reallocation of the bundles $\omega^{i}$ through rationing $\beta=\left(\beta^{1}, \ldots, \beta^{n_{1}}\right)$, and central orders in consumption $\theta=\left(\theta^{1}, \ldots, \theta^{n_{1}}\right)$ and production $\vartheta=\left(\vartheta^{n_{1}+1}, \ldots, \vartheta^{n_{2}}\right)$ by the formula $\widehat{\omega}^{\prime \prime i}=\omega^{i}-\theta^{i}-\vartheta^{\prime \prime i}+\beta^{i}$.

Remark 5. It is easy to verify that the budget sets of the reduced mixed economy $\mathcal{E}^{0}$ with zero fixed prices take the form standard for Arrow-Debreu models (see, e.g., [6]): $B_{i}^{0}(p):=\left\{x^{i} \in X_{i}(\beta) \mid p \cdot x^{0 i} \leq p \cdot \widehat{\omega}^{\prime \prime i}+\widetilde{\pi}_{i}(p)\right\}, \quad i \in N_{1}$, where, as above, $\widehat{\omega}^{\prime \prime i}=\omega^{i}-\gamma^{\prime \prime i}, \gamma^{\prime \prime i}=\theta^{i}+\vartheta^{\prime \prime i}-\beta^{i}$, and

$$
\widetilde{\pi}_{i}(p):=\sup \left\{p \cdot \tilde{y}^{i} \mid \tilde{y}^{i} \in \widetilde{Y}_{i}\right\}, \widetilde{Y}_{i}=\sum_{j \in N_{2}} s_{i j}^{\prime \prime} Y_{j}, \quad i \in N_{1} .
$$

Minor differences consist of the "compound" character of the consumption sets $X_{i}(\beta)=\left\{\left(x^{\prime i}, x^{\prime \prime i}\right) \in X_{i} \mid x^{\prime i} \leq \beta^{i}\right\}, i \in N_{1}$, and the utility functions $u_{i}$ dependent on $2 l$ variables. It is easily seen, also, that the fuzzy $L$-domination in $\mathcal{E}^{0}$ is analogous to the traditional one (see, e.g., [1]): a fuzzy coalition $\tau \in \mathcal{T}$ $L$-dominates an allocation $\bar{z} \in Z_{\beta}\left(\mathcal{E}^{0}\right)$ if there exists an allocation $z=(x, \tilde{y})$ from $\widetilde{Z}(\beta):=X(\beta) \times \widetilde{Y}\left(\right.$ with $X(\beta):=\prod_{N_{1}} X_{i}(\beta)$ and $\left.\widetilde{Y}:=\prod_{N_{1}} \widetilde{Y}_{i}\right)$ such that

$$
\begin{aligned}
& L F 1^{0} \cdot u_{i}\left(x^{i}\right)>u_{i}\left(\bar{x}^{i}\right), \quad i \in N(\tau), \\
& L F 2^{0} \cdot x^{0}(\tau) \leq \widehat{\omega}^{\prime \prime}(\tau)+\tilde{y}(\tau)
\end{aligned}
$$

By applying formulae $\widehat{Y}_{i}=\widehat{\vartheta}^{i}+\tilde{Y}_{i}, i \in N_{1}$, and equalities $\widehat{\omega}^{\prime \prime i}=\widehat{\omega}^{\prime i}+\widehat{\vartheta}^{i}$, $i \in N_{1}$, one can easily prove that this domination is stronger than the fuzzy $L$-domination in original economy $\mathcal{E}$. Therefore, the following inclusions hold

$$
\begin{equation*}
\mathcal{W}_{L}^{0} \subseteq C_{L, F}^{0} \subseteq C_{L, F} \tag{6}
\end{equation*}
$$

where, as above, we denote by $\mathcal{W}_{L}^{0}$ and $C_{L, F}^{0}$ the set of $L$-equilibrium allocations and the fuzzy $L$-core of the model $\mathcal{E}^{0}$, respectively. Since the fixed prices in this model are equal to zero, $\mathcal{W}_{L}^{0}$ coincides with $\mathcal{W}^{0}:=\mathcal{W}\left(\mathcal{E}^{0}\right)$, the set of Walras allocations of $\mathcal{E}^{0}$, and the fuzzy $L$-core coincides with the ordinary fuzzy core of $\mathcal{E}^{0}$ (some details, concerning fuzzy domination in the classic Arrow-Debreu model can be found in [1]). Thus, from inclusions (6) it follows

$$
\begin{equation*}
\mathcal{W}\left(\mathcal{E}^{0}\right) \subseteq C_{L, F}(\mathcal{E}) \tag{7}
\end{equation*}
$$

Turn, finally, to the description of the $L$-core allocations in terms of market mechanism of a mixed economy of Arrow-Debreu type. The following theorem provides such description for the economies satisfying "willingness to buy at the second market" condition.

Theorem 1. Let a mixed economy $\mathcal{E}$ satisfies assumptions $(A 1)-(A 6)$, and, besides, its rations $\beta^{i}$ are strictly positive for each $i \in N_{1}$. Then the set of fuzzy L-core allocations of $\mathcal{E}$ admits the following presentation:

$$
C_{L, F}(\mathcal{E})=\mathcal{W}(\mathcal{E}) \cup \mathcal{W}\left(\mathcal{E}^{0}\right),
$$

with economic system $\mathcal{E}^{0}$ defined by the formula (5).
To prove this theorem we need in some auxiliary constructions. First, denote by $\Gamma_{L}$ the linear operator from $R^{2 l}$ into $R^{2 l}$ acting by the rule

$$
\Gamma_{L}(t):=\left(0, t^{0}\right), \quad t=\left(t^{\prime}, t^{\prime \prime}\right) \in R^{2 l},
$$

where, as above, $t^{0}=t^{\prime}+t^{\prime \prime}$. Second, for any $i \in N_{1}$ put

$$
\omega_{L, i}:=\left(\gamma^{\prime i}, \widehat{\omega}^{\prime i}\right), \quad \widehat{Y}_{0 i}:=\{0\} \times \widehat{Y}_{i} .
$$

Define, finally, the main auxiliary objects, which proved to be useful in the proof of Theorem 1 . For that end, for any feasible allocation $\bar{z}=(\bar{x}, \bar{y})$ of the mixed economy $\mathcal{E}$ introduce the following sets:

$$
\begin{aligned}
& \mathcal{M}_{L, i}(\bar{z}):=\Gamma_{L}\left(\mathcal{P}_{i}^{\beta}\left(\bar{x}^{i}\right)-\widehat{Y}_{0 i}-\left\{\omega_{L, i}\right\}, \quad i \in N_{1}\right. \\
& \mathcal{M}_{L}(\bar{z}):=\left\{x(\tau) \mid x \in \prod_{i \in N_{1}} \mathcal{M}_{L, i}(\bar{z}), \tau \in \mathcal{T}\right\}
\end{aligned}
$$

Observe, that from the very definition of the fuzzy $L$-domination we get (in terms of the set $\left.\mathcal{M}_{L}(\bar{z})\right)$ a rather simple criterion for $\bar{z} \in Z_{\beta}(\mathcal{E})$ to belong to the fuzzy $L$-core of the mixed economy $\mathcal{E}$.

Lemma 1. For any $\bar{z} \in Z_{\beta}(\mathcal{E})$ it holds: $\bar{z} \in C_{L, F} \Leftrightarrow \mathcal{M}_{L}(\bar{z}) \cap T_{L}=\emptyset$.
One more useful property of the set $\mathcal{M}_{L}(\bar{z})$ is as follows.
Lemma 2. If $\mathcal{E}$ satisfies Assumptions ( $A 1$ ), (A2), and (A4), then, for any allocation $\bar{z} \in Z_{\beta}(\mathcal{E})$, the set $\mathcal{M}_{L}(\bar{z})$ is convex.

Proof. By applying a standard convexity argumentation.
We are now in position to prove the main result of the paper.
Proof (of Theorem 1). To check inclusion $\mathcal{W}\left(\mathcal{E}^{0}\right) \cup \mathcal{W}(\mathcal{E}) \subseteq C_{L, F}(\mathcal{E})$, note first that due to the insertion (7) considered above we need in the proof of the inclusion $\mathcal{W}(\mathcal{E}) \subseteq C_{L, F}(\mathcal{E})$, only. So, take an arbitrary equilibrium allocation $\bar{z}=\left(\left(\bar{x}^{i}\right)_{i \in N_{1}},\left(\bar{y}^{j}\right)_{j \in N_{2}}\right)$ with equilibrium prices $\bar{p}$ satisfying inequality $\bar{p} \geq q$.

Assume that there exists a fuzzy coalition $\tau$ that $L$-dominates $\bar{z}$ via an allocation $z=\left(x^{i}, y^{i}\right)_{i \in N_{1}} \in \prod_{i \in N_{1}} X_{i}(\beta) \times \widehat{Y}_{i}$. Put $\tilde{y}^{i}=\sum_{j \in N_{2}} s_{i j}^{\prime \prime} \bar{y}^{j}$ and $\bar{y}^{i}=\widehat{\vartheta}^{i}+\tilde{y}^{i}$, each $i \in N_{1}$. Observe that from the definition of equilibrium allocation it follows: $\pi_{i}(\bar{p})=\bar{p} \cdot\left(\tilde{y}^{i}-\vartheta^{\prime \prime i}\right) \geq \bar{p} \cdot\left(y^{i}-\vartheta^{\prime \prime i}\right)$, each $i \in N_{1}$. Hence, due to the inclusions $\bar{x}^{i} \in D_{i}(\bar{p}), i \in N_{1}$, inequalities $u_{i}\left(x^{i}\right)>u_{i}\left(\bar{x}^{i}\right), i \in N(\tau)$, imply (from the very definition of the budget sets $\left.B_{i}(\bar{p})\right)$ :

$$
\begin{equation*}
\bar{p} \cdot\left(x^{0 i}-y^{i}-\widehat{\omega}^{\prime i}\right)-q \cdot \gamma^{\prime i} \geq \bar{p} \cdot\left(x^{0 i}-\bar{y}^{i}-\widehat{\omega}^{\prime i}\right)-q \cdot \gamma^{\prime i}>0, i \in N(\tau) \tag{8}
\end{equation*}
$$

where, as before, $\gamma^{\prime i}=\theta^{i}+\vartheta^{\prime i}-\beta^{i}, i \in N_{1}$. Put $s=\bar{p}-q$ and taking into account equalities $\widehat{\omega}^{\prime i}=\omega^{i}-\gamma^{\prime i}$, rewrite inequalities $\bar{p} \cdot\left(x^{0 i}-y^{i}-\widehat{\omega}^{\prime i}\right)-q \cdot \gamma^{\prime i}>0$, arising from (8), in more convenient form

$$
\begin{equation*}
q \cdot\left(x^{0 i}-y^{i}-\omega^{i}\right)+s \cdot\left(x^{0 i}-y^{i}-\widehat{\omega}^{\prime i}\right)>0, \quad i \in N(\tau) \tag{9}
\end{equation*}
$$

Summing up the inequalities (9) that are multiplied by the corresponding components of $\tau$, we arrive at the inequality

$$
\begin{equation*}
q \cdot\left(x^{0}(\tau)-y(\tau)-\omega(\tau)\right)+s \cdot\left(x^{0}(\tau)-y(\tau)-\widehat{\omega}^{\prime}(\tau)\right)>0 \tag{10}
\end{equation*}
$$

But from the definition of fuzzy $L$-domination it follows that

$$
q \cdot\left(x^{0}(\tau)-y(\tau)-\omega(\tau)\right) \leq 0, \quad x^{0}(\tau)-y(\tau)-\widehat{\omega}^{\prime}(\tau) \leq 0
$$

which contradicts (10) as far as vectors $q$ and $s$ are nonnegative. This contradiction proves inclusion $\mathcal{W}(\mathcal{E}) \subseteq C_{L, F}(\mathcal{E})$.

To prove the reverse inclusion $C_{L, F}(\mathcal{E}) \subseteq \mathcal{W}(\mathcal{E}) \cup \mathcal{W}\left(\mathcal{E}^{\prime}\right)$ consider an arbitrary allocation $\bar{z}=(\bar{x}, \bar{y})$ that belongs to $C_{L, F}=C_{L, F}(\mathcal{E})$. Applying Lemma 1, we have $\mathcal{M}_{L}(\bar{z}) \cap T_{L}=\emptyset$. Further, Assumption (A5) and Lemma 2 imply that the set $\mathcal{M}_{L}(\bar{z})$ is nonempty and convex. Hence, from the Minkowski separation theorem it follows that there exists a nonzero functional $\widehat{p}=\left(p^{\prime}, p^{\prime \prime}\right)$ separating $\mathcal{M}_{L}(\bar{z})$ and $T_{L}$ :

$$
\begin{equation*}
\sup \left\{\widehat{p} \cdot t \mid t \in T_{L}\right\} \leq \inf \left\{\widehat{p} \cdot t \mid t \in \mathcal{M}_{L}(\bar{z})\right\} \tag{11}
\end{equation*}
$$

Remind, that $T_{L}$ is a cone. Since $T_{L}$ has its vertex at the origin, we conclude that $\sup \left\{\widehat{p} \cdot t \mid t \in T_{L}\right\}=0$. Consequently, $\widehat{p}$ belongs to the polar $T_{L}^{0}$ of the cone $T_{L}$. By Proposition 2, the separating functional $\widehat{p}$ has the form $(\lambda q, \bar{p})$ with $\lambda \geq 0$, where $\bar{p}$ satisfies the inequality $\bar{p} \geq \lambda q$. Let, for definiteness, $\lambda>0$ (case $\lambda=0$ will be analyzed below, separately). Then, without loss of generality, we may and shall assume that $\lambda=1$ and, respectively, $\widehat{p}=(q, \bar{p})$.

By (11) and obvious inclusions $\mathcal{M}_{L, i}(\bar{z}) \subseteq \mathcal{M}_{L}(\bar{z})$, which are valid for all $i \in N_{1}$, we have

$$
\begin{equation*}
-q \cdot \gamma^{\prime i}+\bar{p} \cdot\left(x^{0 i}-y^{i}-\widehat{\omega}^{\prime i}\right) \geq 0, \quad i \in N_{1} \tag{12}
\end{equation*}
$$

whenever $x^{i} \in \mathcal{P}_{i}^{\beta}\left(\bar{x}^{i}\right)$, and $y^{i} \in \widehat{Y}_{i}, \quad i \in N_{1}$. Therefore, due to the strict monotonicity of $u_{i}$ in $x^{\prime \prime i}$, by choosing $y^{i}=\bar{y}^{i}$ with $\bar{y}^{i}:=\widehat{\vartheta}^{i}+\sum_{j \in N_{2}} s_{i j}^{\prime \prime} \bar{y}^{j} \in \widehat{Y}_{i}$,
and passing to the limit $x_{n}^{i} \rightarrow \bar{x}^{i}$ with $x_{n}^{i} \in \mathcal{P}_{i}^{\beta}\left(\bar{x}^{i}\right)$, we obtain

$$
\begin{equation*}
F_{i}^{L}\left(\bar{p}, \bar{x}^{i}, \bar{y}^{i}\right) \geq 0, \quad i \in N_{1} \tag{13}
\end{equation*}
$$

where $F_{i}^{L}\left(\bar{p}, \bar{x}^{i}, \bar{y}^{i}\right)$ stands for the left-hand side of (12) with $x^{i}=\bar{x}^{i}$ and $y^{i}=\bar{y}^{i}$. Summing up the inequalities (13) and making use the equalities

$$
\begin{aligned}
\sum_{i \in N_{1}} \gamma^{\prime i} & =\sum_{i \in N_{1}} \gamma^{\prime \prime i}=\sum_{i \in N_{1}} \theta^{i}+\sum_{j \in N_{2}} \vartheta^{j}-\sum_{i \in N_{1}} \beta^{i}=0, \\
\sum_{i \in N_{1}} \bar{y}^{i} & =\sum_{i \in N_{1}} \sum_{j \in N_{2}} s_{i j}^{\prime \prime} \bar{y}^{j}=\sum_{j \in N_{2}} \bar{y}^{j}, \sum_{i \in N_{1}} \bar{x}^{0 i}=\sum_{i \in N_{1}} \omega^{i}+\sum_{i \in N_{1}} \bar{y}^{i},
\end{aligned}
$$

we have

$$
-q \cdot \sum_{N_{1}} \gamma^{\prime i}+\bar{p} \cdot \sum_{N_{1}}\left(\bar{x}^{0 i}-\widehat{\omega}^{\prime i}-\bar{y}^{i}\right)=\bar{p} \cdot\left(\sum_{N_{1}} \bar{x}^{0 i}-\sum_{N_{1}} \omega^{i}-\sum_{N_{2}} \bar{y}^{j}\right)=0 .
$$

This implies that each inequality in (13) holds, in fact, as equality

$$
\begin{equation*}
-q \cdot \gamma^{\prime i}+\bar{p} \cdot\left(\bar{x}^{0 i}-\bar{y}^{i}-\widehat{\omega}^{\prime i}\right)=0, \quad i \in N_{1} . \tag{14}
\end{equation*}
$$

Consequently, due to the fact that $\bar{p} \cdot\left(\bar{y}^{i}-\vartheta^{\prime i}\right)=\sum_{j \in N_{2}} s_{i j}^{\prime \prime} \bar{p} \cdot\left(\bar{y}^{j}-\vartheta^{j}\right) \leq \pi_{i}(\bar{p})$, we get: $\bar{x}^{i} \in B_{i}(\bar{p})$ for all $i \in N_{1}$. Moreover, passing to the limit $x_{n}^{i} \rightarrow \bar{x}^{i}$ with $x_{n}^{i} \in \mathcal{P}_{i}^{\beta}\left(\bar{x}^{i}\right)$ in (12), and applying equalities (14), we obtain obvious relations: $F_{i}^{L}\left(\bar{p}, \bar{x}^{i}, y^{i}\right) \geq 0=F_{i}^{L}\left(\bar{p}, \bar{x}^{i}, \bar{y}^{i}\right)$ for any $y^{i} \in \widehat{Y}_{i}$ and $i \in N_{1}$. These relations immediately imply the inequalities: $\bar{p} \cdot \bar{y}^{i} \geq \bar{p} \cdot y^{i}$, each $y^{i} \in \widehat{Y}_{i}, i \in N_{1}$. Hence, $\bar{p} \cdot \sum_{j \in N_{2}} s_{i j}^{\prime \prime} \bar{y}^{j} \geq \bar{p} \cdot \sum_{j \in N_{2}} s_{i j}^{\prime \prime} y^{j}$ for any $i \in N_{1}$ and $y^{j} \in Y_{j}, j \in N_{2}$. Therefore, the production vectors $\bar{y}^{j}$ belong to the corresponding supply sets $S_{j}(\bar{p})$ :

$$
\bar{p} \cdot \bar{y}^{j} \geq \bar{p} \cdot y^{j} \quad \text { for any } y^{j} \in Y_{j}, j \in N_{2} .
$$

Thus, to complete the proof of inclusion $\bar{z} \in \mathcal{W}(\mathcal{E})$ we have only to check the relations: $\mathcal{P}_{i}^{\beta}\left(\bar{x}^{i}\right) \cap B_{i}(\bar{p})=\emptyset, i \in N_{1}$. Since $\bar{p} \geq q$, it follows from $q \gg 0$ that $\bar{p}_{k}>0$ for all $k \in L$. Put $\delta_{i}\left(\bar{p}, \bar{y}^{i}\right):=q \cdot \gamma^{\prime i}+\bar{p} \cdot\left(\widehat{\omega}^{\prime i}+\bar{y}^{i}\right)$ and, taking into account inclusion $\bar{p} \in P_{L}$, rewrite the budget constraints of the agents as

$$
\bar{p} \cdot x^{0 i} \leq \delta_{i}\left(\bar{p}, \bar{y}^{i}\right), \quad i \in N_{1} .
$$

By Assumption (A1) we have $x^{0 i} \geq 0$, each $i \in N_{1}$. Hence, $\delta_{i}\left(\bar{p}, \bar{y}^{i}\right) \geq 0$. Note that equality $\delta_{i}\left(\bar{p}, \bar{y}^{i}\right)=0$ implies $B_{i}(\bar{p})=\{(0,0)\}$. Therefore, it suffices to verify the relations $\mathcal{P}_{i}^{\beta}\left(\bar{x}^{i}\right) \cap B_{i}(\bar{p})=\emptyset$ in case $\delta_{i}\left(\bar{p}, \bar{y}^{i}\right)>0$. Let $x^{i} \in \mathcal{P}_{i}^{\beta}\left(\bar{x}^{i}\right)$ and $\bar{p} \cdot x^{0 i}=\delta_{i}\left(\bar{p}, \bar{y}^{i}\right)>0$. Then $x^{i} \neq(0,0)$ and, without loss of generality, we may assume that there exists an $\widetilde{x}^{i} \neq x^{i}$ such that $\widetilde{x}^{i} \leq x^{i}$ and $\widetilde{x}^{i} \in X_{i}(\beta)$. Consequently, due to strict positivity of $\bar{p}$ and $q$, we can choose a sequence $\left\{x_{n}^{i}\right\}_{n=1}^{\infty} \subseteq X_{i}(\beta)$ such that $\lim x_{n}^{i}=x^{i}$ and

$$
\begin{equation*}
\bar{p} \cdot x_{n}^{0 i}<\delta_{i}\left(\bar{p}, \bar{y}^{i}\right), \quad n \geq 1 . \tag{15}
\end{equation*}
$$

By continuity of the functions $u_{i}$, we obtain $x_{n}^{i} \in \mathcal{P}_{i}^{\beta}\left(\bar{x}^{i}\right)$ for $n$ sufficiently large. But this, together with (15), is inconsistent with (12). Thus, for $\lambda>0$, the inclusion $\bar{z} \in \mathcal{W}(\mathcal{E})$ is established.

Consider the case $\lambda=0$. Note, that due to the assumption ( $A 3$ ) one can rather easily verify that the condition $\widehat{p}=(0, \bar{p}) \neq 0$ yields positivity of $\bar{p}$. Next, arguing as in the proof of relations $\mathcal{P}_{i}^{\beta}\left(\bar{x}^{i}\right) \cap B_{i}(\bar{p})=\emptyset$ for $\lambda>0$, we arrive at $\bar{p} \cdot \bar{x}^{0 i}=\bar{p} \cdot\left(\widehat{\omega}^{\prime i}+\bar{y}^{i}\right), i \in N_{1}$, with $\bar{p} \cdot x^{0 i}>\bar{p} \cdot\left(\widehat{\omega}^{\prime i}+y^{i}\right)$ for all $x^{i} \in \mathcal{P}_{i}^{\beta}\left(\bar{x}^{i}\right)$, $y^{i} \in \widehat{Y}_{i}$. But this means, due to the equality $\widehat{\omega}^{\prime \prime i}=\widehat{\omega}^{\prime i}+\widehat{\vartheta}^{i}$, that $\bar{z}$ belongs to $\mathcal{W}\left(\mathcal{E}^{o}\right)$. This completes the proof of Theorem 1.
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#### Abstract

Intensive applications and success of metaheuristics in practice have initiated research on their theoretical analysis. Due to the unknown quality of reported solution(s) and the inherently stochastic nature of metaheuristics, the theoretical analysis of their asymptotic convergence towards a global optimum is mainly conducted by means of probability theory. In this paper, we show that principles developed for the theoretical analysis of Bee Colony Optimization metaheuristic hold for swarm intelligence based metaheuristics: they need to implement learning mechanisms in order to properly adapt the probability rule for modification of a candidate solution. We propose selection schemes that a swarm intelligence based metaheuristic needs to incorporate in order to assure the so-called model convergence.
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## 1 Introduction

Let us consider an optimization problem that requires minimization of a realvalued function $f$ on a feasible space $\mathcal{X}$. More precisely, $f: S \rightarrow \mathbb{R}$ with a domain $S \subseteq \mathbb{R}^{n} . S$ is also called a set of solutions (or solution space) for the considered optimization problem, while each $\boldsymbol{x} \in S$ represents a solution. A solution $\boldsymbol{x}=\left(x^{1}, x^{2}, \ldots, x^{n}\right)$ is an array in the $n$-dimensional space and it consists of components $x^{i}, i=1, \ldots, n . \mathcal{X} \subseteq S$ is called a set of feasible solutions and it contains only the solutions that satisfy constraints defined within the considered optimization problem, i.e., $\boldsymbol{x} \in \mathcal{X}$ represents a feasible solution. An optimal solution (or optimum) of the considered optimization problem is $\boldsymbol{x}^{*} \in \mathcal{X}$ such that $f\left(\boldsymbol{x}^{*}\right) \leq f(\boldsymbol{x})$ for all $\boldsymbol{x} \in \mathcal{X}$. All other solutions $\boldsymbol{x} \in \mathcal{X}$ are called sub-optimal. The optimal solution may not exist and then the considered optimization problem is unfeasible. If the optimal solution exists it may not be unique, and therefore, the solving of the considered optimization problem means finding one or more (or sometimes even all) of its optimal solutions.

Finding the optimal solutions is usually a very hard task and it involves the application of exact methods that are time and/or space consuming. The efficient, problem-specific methods designed to find sub-optimal solutions very fast
are called heuristics. Metaheuristic methods have been developed to eliminate limitations of exact and heuristic methods, i.e., to satisfy requirements for less computational resources and to obtain a better quality of sub-optimal solutions at the same time. Today we distinguish various types of metaheuristics [25]. The population-based methods explore the idea that combining or modifying existing solutions can produce new and (hopefully) better ones. Swarm Intelligence (SI), especially its engineering stream, is a discipline of Artificial Intelligence (AI) that studies actions of individuals in various decentralized systems [1]. It explores the behavior of natural entities (consisting of many individuals) in order to build artificial systems for solving problems of practical relevance [4]. Therefore, among population-based we distinguish SI-based metaheuristics such as Ant Colony Optimization (ACO) [6], Artificial Bee Colony (ABC) [18], Bee Colony Optimization (BCO) [3], and Particle Swarm Optimization (PSO) [26]. An exhaustive list of SI-based metaheuristics methods may be found in [21].

Although practically very useful, metaheuristic algorithms suffer from a theoretical disadvantage: it is hard to evaluate the quality of the reported solution. The obtained solution may be even optimal, however, it is almost impossible to prove that. In the literature, metaheuristics are primarily investigated experimentally, usually associated with their concrete engagement and implementations. In addition, some theoretical research related to the convergence analysis of metaheuristic methods has already been conducted [ $2,10,20,22,28$ ].

The importance of metaheuristics' theoretical background has inspired our work on proving convergence properties of the SI-based metaheuristic methods. The difficulty of theoretical analysis of stochastic search methods, in general, may be found in complex, highly nonlinear and stochastic correlations between their constituting parts [28]. Furthermore, theoretical analysis of metaheuristics commonly implies mathematical verification of the asymptotic convergence of the reported solution towards an optimal one, under some predefined conditions. Assuming that a considered optimization problem is solvable, investigating convergence properties of a metaheuristic algorithm is related to the question: is the optimal solution reachable if the algorithm is given enough time and resources [5]. Inspired by [10,12], two types of convergence for BCO, the socalled best-so-far convergence and sophisticated model convergence, have been utilized in $[15,16]$. Therefore, our intention now is to apply the gained insights to all SI-based metaheuristics. The main contributions of this paper are fourfold. First, we systematically review the existing notations and definitions related to the model convergence of metaheuristic methods. Then we provide an extension of the generic procedure (proposed in [10]) in such a way that it reflects the main steps of SI metaheuristic methods. Third, we recommend learning rules that assure model convergence of SI methods. Finally, we provide a systematic proof of model convergence of SI methods towards a global optimum when the recommended learning rules are applied.

In Sect. 2 we review some of the known results related to the SI methods and their convergence analysis. After a short survey of general notation and properties of stochastic sequences in Sect.3, in Sect. 4 we present conditions
that are sufficient to obtain convergence of SI-based metaheuristics to desired optimal solution. The last section contains concluding remarks.

## 2 Swarm Intelligence Metaheuristic Methods

From the biological perspective, swarm behavior (such as fish schools, flocks of birds, herds of land animals, insects' communities, etc.) is founded on existential needs of individuals to collaborate without any central control. In such a way they increase the probability to survive because predators mostly attack isolated individuals. This type of behavior is first and foremost characterized by autonomy, distributed functioning and self-organization. With this main idea in mind, SI investigates cooperation of individuals in biological systems and implements them to solve various practical problems [1].

Typical examples of SI metaheuristic algorithms are: ACO, PSO and various bees algorithms. Practicality and usefulness of these algorithms verified experimentally have motivated their theoretical research. Related to PSO, theoretical verification of convergence may be found in [7,17,26,27,29], for ACO in $[8,9,12,19,24,30]$ and for BCO in $[15,16]$. In the above mentioned papers conditions of convergence are given for the specific method or a specific implementation of the corresponding SI metaheuristic methods. In the case of BCO, the authors of $[15,16]$ have presented sufficient conditions for convergence of a constructive version of the BCO algorithm ( BCOc ). Theoretical analysis of the improvement-based version of the BCO algorithm ( BCOi ) is given in [14]. Therefore, our goal is to recognize conditions of asymptotic convergence under a general framework that describes all known SI metaheuristics w.r.t. to both types of generating solutions (constructive and the improvement one).

Constructive SI methods are building solutions by adding components to an empty solution or to already generated partial solutions. The examples of constructive methods are ACO and early versions of BCO, called BCOc. On the contrary, the improvement-based ones are modifying the existing complete solutions in an attempt to improve their quality. Typical examples of improvementbased SI methods are PSO, and BCOi, while ABC represents combination of these two approaches.

### 2.1 Instance- and Model-Based Algorithms

In [30] the authors proposed a framework that should improve the performance of majority of metaheuristic methods from a theoretical aspect. This framework is based on analyzing parameters of a metaheuristic method. Borrowing the notation from the machine learning field, the authors of [30] recognize two types of metaheuristic methods: instance-based and model-based. To generate new candidate solutions an instance-based algorithm utilizes only a current solution or a set of current solutions. On the contrary, model-based algorithms utilize a parameterized probabilistic scheme (called model) to generate candidate solutions.

A metaheuristic method is said to satisfy the model-based search properties if it iteratively explores the following two steps [30]:

- Generates (constructs or transforms) candidate solutions using some parameterized probabilistic model.
- Modifies the model (i.e., instantiate update rule) using candidate solutions such that the search is directed towards more promising regions.

Such a metaheuristic adopts the model-based parameter scheme, thus establishing a basis for the model convergence [10]. It requires learning properties which may be implemented in a form of an update rule for the method's parameters and/or structure $[30,31]$. The update rule represents the utilization of information extracted during the search in order to update the model.

### 2.2 Generic Procedure

The authors of $[10,11,30]$ have presented a general framework called generic algorithm (i.e., generic procedure) to encompass most (or all) known metaheuristics for combinatorial optimization problems. The generic procedure allows a rather flexible description of different segments (modules) of a metaheuristic. It can be viewed as an iterative algorithm that utilizes two different structures: (1) $m_{t}$ - a state of memory, and (2) $L_{t}$ - a list of $N$ sample points, i.e., solutions $\left(\boldsymbol{x}_{s} \in \mathcal{X}, 1 \leq s \leq N, N \in \mathbb{N}\right)$ in iteration $t$. The stopping criterion is defined as the maximum number of iterations. The main steps of the generic procedure are as follows:

1. $t \leftarrow 1$;
2. Initialization of memory $m_{t}$;
3. Until stopping criterion is satisfied:
(a) Determine the list $L_{t}$ as a function $g\left(m_{t}, \xi_{t}\right)$ of memory state $m_{t}$ and a random influence $\xi_{t}$;
(b) Determine a value of objective function $f\left(\boldsymbol{x}_{s}\right)$ for all $\boldsymbol{x}_{s} \in L_{t}$ and generate a list $L_{t}^{+}$of pairs $\left(\boldsymbol{x}_{s}, f\left(\boldsymbol{x}_{s}\right)\right)$;
(c) Determine new memory state $m_{t+1}$ as a function $h\left(m_{t}, L_{t}^{+}, \xi_{t}^{\prime}\right)$ of current memory state $m_{t}$, current list $L_{t}^{+}$and random influence $\xi_{t}^{\prime}$;
(d) $t \leftarrow t+1$.

The state of memory $m_{t}$ may be further defined by two components: the so-called sample-generating part ( $m_{t}^{s}$ ) and the reporting part $\left(m_{t}^{r}\right)$. The sample-generating part holds all necessary information to generate $L_{t}$ in iteration $t$. All other relevant information are stored in $m_{t}^{r}$, such as solution of the highest quality found so far, namely the best-so-far solution, $\boldsymbol{x}^{b s f}$. The procedure to determine $\boldsymbol{x}^{b s f}$ depends on the best solution found in iteration $t$, i.e., on the iteration best solution $\left(\hat{\boldsymbol{x}}_{t}\right)$. The solution $\hat{\boldsymbol{x}}_{t}$ is determined as $f\left(\hat{\boldsymbol{x}}_{t}\right)=\min _{1 \leq s \leq N} f\left(\boldsymbol{x}_{s}\right)$. We should emphasize that for the purpose of convergence analysis $\boldsymbol{x}^{b s} \bar{f}$ represents a current approximation of an optimal solution [10]. Function $g\left(m_{t}, \xi_{t}\right)$ determines a probability distribution of new solutions to enter the list $L_{t}$, while function
$h\left(m_{t}, L_{t}^{+}, \xi_{t}^{\prime}\right)$ defines rules to determine the state of memory $m_{t+1}$ in the next iteration. Moreover, $g\left(m_{t}, \xi_{t}\right)$ refers to a set of possible transformations (i.e., possible moves) that generate new solutions depending on the current model. Function $h\left(m_{t}, L_{t}^{+}, \xi_{t}^{\prime}\right)$ is responsible for modifying (updating) the model by integrating learning properties ([10], p. 168). It is important to note that in this formalism, information about a problem instance may be used as an argument of functions $g$ and $h$. Consequently, the update rules differentiate w.r.t. the type of optimization problem being solved and the type of heuristic rules that either construct or modify solutions during the search. The provided generic procedure accommodates well all notable SI metaheuristic algorithms as it was shown for some versions of ACO, PSO [10] and BCO [14].

Here, we present a modification of generic procedure that contains more details about the steps of typical SI method. Finding a solution of an optimization problem requires all of its components to be determined. Constructive methods are selecting values for components and building a solution step by step, while the improvement-based metaheuristics are transforming the current values of solution components in order to improve the quality of the considered solution. The SI methods that satisfy model-based search properties involve some learning steps that influence the solution generation process. More precisely, the determination of solution components values is influenced by the quality of previously generated solutions. The main focus of learning is the modification of selection scheme for values of components (expressed by selection probability values $p_{i, j}$ ). As we are considering the combinatorial optimization problems, the set of possible components values is finite (or at most countable). Consequently, selection probability $p_{i, j}$ measures the chances that component $i$ will take value $j$. If the SI method is model-based the values for selection probabilities will change from iteration to iteration, i.e., we will have different values for $p_{i, j}(t), t=1,2, \ldots$

SI metaheuristics are population-based methods, and therefore their $m_{t}$ consists of $N$ current solutions, best-so-far solution, current selection probability values, and some other data specific for each particular method (we do not go into details here and consider only the first three items). The pseudo-code of model-based SI metaheuristic method is presented by the Algorithm 1.

Each SI metaheuristic method has its specificities, however, they can be described by some general steps. At the beginning, the reading of problem data and setting of parameter values is performed. Then, some initialization is required, and we described it in the following way: best-so-far solution (the final solution to be reported to the user at the end of execution) is initialized to an empty solution and the corresponding objective function value is set to a large enough constant. These steps are not necessary yet they ensure the compactness of our pseudo-code. The values for selection probabilities $p_{i, j}(1)$ are set to given initial values, denoted by $p_{i, j}(0), \nu(i)$ denotes the number of possible values for the component $i$. The values $p_{i, j}(0)$ may be different in various SI methods, although usually all selection probabilities have the same initial value. Some of the methods involve restarts in their executions and then the values of $p_{i, j}(t)$ are set to $p_{i, j}(0)$ again. We also assume that the initial state of

```
\(t \leftarrow 1\)
Read(Problem input data, method parameters)
\(\boldsymbol{x}^{b s f} \leftarrow \emptyset, f\left(\boldsymbol{x}^{b s f}\right) \leftarrow \infty\) \{initialization of \(\left.m_{t}\right\}\)
for \(i \leftarrow 1, n\) do
    for \(j \leftarrow 1, \nu(i)\) do
        \(p_{i, j}(t) \leftarrow p_{i, j}(0)\)
    end for
end for
\{main loop\}
repeat
    for \(s \leftarrow 1, N\) do
        \(\boldsymbol{x}_{s} \leftarrow\) CreateSolution \(\left(m_{t}, p_{i, j}(t)\right.\), rand \()\)
        if \(f\left(\boldsymbol{x}_{s}\right)<f\left(\boldsymbol{x}^{b s f}\right)\) then
                \(\boldsymbol{x}^{b s f} \leftarrow \boldsymbol{x}_{s}\)
            end if
        end for
        for \(i \leftarrow 1, n\) do
            for \(j \leftarrow 1, \nu(i)\) do
                \(p_{i, j}(t+1) \leftarrow \operatorname{Update}\left(p_{i, j}(t)\right)\)
            end for
        end for
        \(t \leftarrow t+1\)
until stopping criterion is satisfied
\(\operatorname{Return}\left(\boldsymbol{x}^{b s f}, f\left(\boldsymbol{x}^{b s f}\right)\right)\)
```

Algorithm 1: Pseudo-code for SI method
$m_{t}$ (actually the content of $m_{1}$ ) does not include any solution from the population. This enables to capture the characteristics of both constructive and improvement-based methods. As our REPEAT loop is executed for $t=1$ first, each particular method can generate initial population according to its own set of rules (realized by procedure CreateSolution). The same (or similar) procedure can be used in all remaining iterations to generate the new population of solutions by the considered SI method and possibly update $\boldsymbol{x}^{b s f}$. The final step of each iteration consists of updating values for selection probabilities to be used in the next iteration.

## 3 Convergence Analysis

Convergence of a stochastic sequence addresses the question whether or not a series of random variables $\left(X_{1}, X_{2}, \ldots\right)$ converges to a new random variable $X^{*}$. In case of metaheuristic algorithms we observe a sequence of solutions produced at the end of each iteration. Having in mind that SI metaheuristics are population-based methods, we need to determine a single solution $\boldsymbol{x}_{t}=\left(x_{t}^{1}, x_{t}^{2}, \ldots, x_{t}^{n}\right) \in \mathcal{X}$ that is reported at the end of iteration $t$. Here, $x_{t}^{i} \in \mathbb{R}$ represents the $i$-th component of the solution $\boldsymbol{x}_{t}$. Usually, $\boldsymbol{x}_{t}=\hat{\boldsymbol{x}}_{t}$.

Because the algorithm incorporates a global knowledge exchange among the iterations, we are able to obtain best-so-far solution $\boldsymbol{x}_{t}^{\text {bsf }}$ in any iteration $t$. Here, we use a strict policy for the update of $\boldsymbol{x}_{t}^{b s f}$. Namely, in the initialization phase of the search the value of variable $\boldsymbol{x}^{b s f}$ is set arbitrary until the condition $f\left(\hat{\boldsymbol{x}}_{t}\right)<f\left(\boldsymbol{x}^{b s f}\right)$ is satisfied and then $\boldsymbol{x}^{b s f}$ copies a value from $\hat{\boldsymbol{x}}_{t}$. Consequently, we become interested in the sequence of solutions $\boldsymbol{x}_{t}^{b s f}$ generated by the metaheuristic method, i.e., we observe the sequence $\left(\boldsymbol{x}_{1}^{b s f}, \boldsymbol{x}_{2}^{b s f}, \ldots, \boldsymbol{x}_{t}^{b s f}, \ldots\right)$.

The best-so-far convergence analyzes conditions under which the sequence $\left(\boldsymbol{x}_{t}^{b s f}\right)_{t=1}^{\infty}$ converges to an optimal solution $\boldsymbol{x}^{*}$, more precisely, it evaluates probability that an optimal solution will be found at least once during the search. Accordingly, one should find the conditions that guarantee a sequence of objective function values $f\left(\boldsymbol{x}_{t}^{b s f}\right)$ to converge ("w. pr. 1" or "in probability") to $f^{*}=\min \{f(\boldsymbol{x}): \boldsymbol{x} \in \mathcal{X}\}$. As shown in $[10,23,24]$ the only requirement is that, in any iteration, $\left(p^{*}\right)$ - the probability to find an optimal solution is strictly greater than zero. However, the concept of best-so-far convergence is too "generous" as it appears that even a random search, known as quite inefficient algorithm, converges to a global optimum [23]. A superior behavior may be expected only in the cases when the set of current solutions (also referred to as model) tends to be modified into the set of optimal and high quality solutions, as $t \rightarrow \infty$. This type of modification is named the model convergence [10] and it tends to evaluate the probability that the algorithm reaches a state in which it generates only optimal solution(s). Model convergence is hard to prove as it requires adequate balance between exploration and exploitation of the search obtained by fine-tuning of the algorithm's parameters.

## 4 Model Convergence of SI Optimization Methods

In this section we present conditions that are sufficient for any SI based metaheuristic algorithm to find an optimal solution. We start with necessary notation and remind on known theoretical results in the literature. The basic tools of probability theory are utilized, such as limit theorems for stochastic sequences, in particular the second Borel-Cantelli lemma which we do not repeat here.

To express the model-based search properties, the SI method needs to be well organized (structured) algorithm which utilizes the information about the performance from the previous stages of its execution. Consequently, the global knowledge exchange between iterations is the main assumption in our analysis. These requirements are fulfilled if CreateSolution procedure of the SI generic pseudo-code (Algorithm 1) includes some learning properties.

### 4.1 Preliminary Conditions

To explain the course of our analysis, the following events should be defined (borrowing the notation from $[10,13]$ ).

Definition 1. For any feasible solution $\boldsymbol{x}$ of the considered problem and an iteration counter $t \geq 1$ assume that:

- $C(t)$ denotes the event that $\boldsymbol{x}_{t}=\boldsymbol{x}$, i.e., the examined solution was generated in iteration $t . C^{c}(t)$ is used to represent the complementary event.
$-B(t)$ marks the event that $\boldsymbol{x}$ was not visited during the first $t$ iterations i.e., $B(t)=C^{c}(1) \cap C^{c}(2) \cap \cdots \cap C^{c}(t)$. The complementary event is $B^{c}(t)$.
$-B=\bigcap_{t=1}^{\infty} B(t)$ represents the event that the algorithm cannot generate the examined solution $\boldsymbol{x}$, i.e., $\boldsymbol{x} \neq \boldsymbol{x}_{t}$ for all $t=1,2, \ldots$
$-r(t)=\operatorname{Pr}\left(B^{c}(t) \mid B(t-1)\right)=\operatorname{Pr}(C(t) \mid B(t-1))$ means the probability that $\boldsymbol{x}$ is generated in the iteration $t$, although it has not been obtained in any of the previous iterations.

According to Definition 1, $B(1)$ denotes that $\boldsymbol{x}$ was not produced by the algorithm in the first iteration, $B(2)$ describes the situation that $\boldsymbol{x}$ was not visited in the first and second iteration, and so on. Consequently, $\{B(t)\}_{t=1}^{\infty}$ represents a non-increasing sequence of events ${ }^{1}$, more precisely:

$$
B(1) \supseteq B(2) \supseteq \cdots \supseteq B(t) \supseteq B(t+1) \supseteq \cdots
$$

Based on Definition 1 and definition of convergence in probability from [10, $14,16], \operatorname{Pr}(C(t)) \rightarrow 1$ as $t \rightarrow \infty$ denotes that the sequence $\boldsymbol{x}_{t}$ converges in probability to the set $\mathcal{X}^{*}$ (that contains only optimal solutions). Moreover, based on the definition of events $B$ and $B(t)$ we can conclude that

$$
\operatorname{Pr}(B(t)) \rightarrow P(B)=\operatorname{Pr}\left(\left\{\bigcap_{t=1}^{+\infty} B(t)\right\}\right) \text { as } t \rightarrow+\infty
$$

To establish connection between events introduced in Definition 1 we present here the theorem about the convergence of Generalized Hill Climbing algorithm (GHC) proven in [13]. The pseudo-code for GHC is presented by the Algorithm 2 in Appendix.

Theorem 1. A GHC algorithm converges in probability to $\mathcal{X}^{*}$ if and only if the following two conditions are satisfied:
(i) $\sum_{t=1}^{+\infty} r(t)=+\infty$,
(ii) $\operatorname{Pr}\left(\left\{C^{c}(t) \mid B^{c}(t-1)\right\}\right) \rightarrow 0$ as $t \rightarrow \infty$.

Then, an equivalent form for ( $i$ ) can be shown, i.e.,
Lemma 1. $\operatorname{Pr}(B)=0 \Leftrightarrow \sum_{t=1}^{+\infty} r(t)=+\infty$.
Lemma 1 was obtained for the single-solution metaheuristic, however, it is straight-forward to extend it to the population-based methods by observing the sequence of best-so-far solutions.

[^7]In order to identify the model convergence properties for majority of the SI metaheuristic methods, we need to define four modification schemes for the values of selection probabilities. Based on our previous experience, besides constructive and improvement-based SI metaheuristics we need to distinguish between two types of optimization problems. The first type includes optimization problems for which the size of the solution is smaller then the size of the problem. More precisely, these are the so called selection problems (like $p$-median or $p$ center location problems). In these kind of problems we are usually given a number of possibilities to choose a subset of their values that will constitute a solution of the considered problem. In this case, modification scheme for selection probability values needs to consider only components' affiliation within $\boldsymbol{x}^{b s f}$. The second type of optimization problems are the ones whose solutions represent orderings and/or groupings of all given elements. For these problems the length of the solution vector is equal to the size of the problem. Typical examples of the second type problems are Traveling Salesman Problem (TSP), Vehicle Routing Problem (VRP) and various scheduling problems. For these problems the probability update rules should be modified in such a way to take care of ordering or group affiliation of solution components.

### 4.2 Modification Schemes in the Cases When Subset of Data Constitutes a Solution

For the constructive SI method the selection probability for component $i$ taking value $j$ in the iteration $t+1$ should be modified in the following way:

$$
p_{i, j}(t+1)= \begin{cases}1-\lambda_{t} \cdot\left(1-p_{i, j}(t)\right) & \text { if } j \in \boldsymbol{x}^{b s f}  \tag{1}\\ \lambda_{t} \cdot p_{i, j}(t) & \text { if } j \notin \boldsymbol{x}^{b s f} \\ p_{i, j}(0) & \text { if } j \text { was not chosen before. }\end{cases}
$$

where $0<\lambda_{t} \leq 1$ represents the time dependent learning rate. As we already mentioned, $p_{i, j}(0)$ represents the initial value for selection probability. The idea is to learn the influence of the component's value to the quality of generated solutions. This means that if value $j$ belongs to the best-so-far solution, the probability that $j$ will be included as a value for component $i$ of some solution constructed in the next iteration increases. If the value $j$ is not in the best-so-far solution but was selected before (in some of the previous iterations) the probability of its selection in the next iteration decreases. For all values that were not considered in any of previous iterations the selection probability value remains unchanged (its value is still equal to the initial one).

In addition, we define the probability of generating an optimal solution for this type of problems by the constructive SI method as the following indicator function of the pair $(i, j)$ :

$$
p_{i, j}^{*}=\left\{\begin{array}{l}
1 \text { if } j \in \boldsymbol{x}^{*} ; \\
0 \text { otherwise }
\end{array}\right.
$$

In the case of the improvement-based metaheuristic method the selection probability that component $i$ should take value $j$ in the iteration $t+1$ should be modified as follows (assuming $0<\lambda_{t} \leq 1$ ):

$$
p_{i, j}(t+1)= \begin{cases}1-\lambda_{t} \cdot\left(1-p_{i, j}(t)\right) & \text { if } j \in \boldsymbol{x}^{b s f} \text { and } i \notin \boldsymbol{x}^{b s f}  \tag{2}\\ \lambda_{t} \cdot p_{i, j}(t) & \text { otherwise }\end{cases}
$$

where $i \notin \boldsymbol{x}^{b s f}$ is an abbreviation for $x_{s}^{i} \notin \boldsymbol{x}^{b s f}$ and it actually refers to the previous value of the component $i$ in any solution $\boldsymbol{x}_{s}$ considered for transformation. If value $j$ was a part of the best-so-far solution and the current value of component $i$ was not, the probability that $j$ will substitute the current value of component $i$ in the next iteration is increased. In all other cases we decrease the probability of selecting value $j$ in the next iteration.

The corresponding indicator function is defined in the following way:

$$
p_{i, j}^{*}=\left\{\begin{array}{l}
1 \text { if } i \notin \boldsymbol{x}^{*}, j \in \boldsymbol{x}^{*} ; \\
0 \text { otherwise }
\end{array}\right.
$$

### 4.3 Modification Schemes in the Cases When All Data Constitute a Solution

First, we consider the problems (such as TSP) requiring to properly order solution's components. The selection probability modification schemes in the case of constructive and improvement-based SI methods have the same form:

$$
p_{i, j}(t+1)= \begin{cases}1-\lambda_{t} \cdot\left(1-p_{i, j}(t)\right) & \text { if }(i, j) \in \boldsymbol{x}^{b s f}  \tag{3}\\ \lambda_{t} \cdot p_{i, j}(t) & \text { otherwise }\end{cases}
$$

where $0<\lambda_{t} \leq 1$. Here, we calculate the probability that component $i$ should be assigned value $j$ either by adding value in a constructive method or by transforming its previous value in an improvement-based method. The notation $(i, j) \in \boldsymbol{x}^{b s f}$ describes the case that components $i-1$ and $i$ are getting the same combination of values as in the best-so-far solution. The corresponding indicator function can be defined as follows:

$$
p_{(i, j)}^{*}=\left\{\begin{array}{l}
1 \text { if }(i, j) \in \boldsymbol{x}^{*} ; \\
0 \text { otherwise }
\end{array}\right.
$$

The same rule is applied to the VRP type problems, while for scheduling like problems pair $(i, j)$ denotes that the task $i$ should be allocated to the group $j$. Consequently, the modification (selection) scheme (3) is applicable in this case as well.

### 4.4 Sufficient Conditions for Model Convergence of SI Methods

Let us assume that the considered SI algorithm is applying one of previously defined schemes for modifying selection probabilities. In this section we provide
the sufficient conditions for convergence in probability of the SI obtained solution toward an optimal one. In order to assure model convergence of the SI algorithm, two conditions should be satisfied: (i) all feasible solutions need to be reachable from any initial solution and (ii) upon an optimal solution is found its generation has to be favored.

The first condition represents the best-so-far convergence and it is satisfied if, with probability one, there exists an iteration $t>t_{0}$ in which any considered solution $\boldsymbol{x}$ (optimal included) is found. This is consistent with the condition ( $i$ ) from the Theorem 1, i.e., the probability that an optimal solution will never be generated tends to zero when $t \rightarrow \infty$. The second condition is related to model convergence. It requires to prove that, after generating an optimal solution, by applying the corresponding update rule defined by one of the Eqs. (1), (2) or (3), the generation of optimal solutions will be supported for the considered SI algorithm. This actually means that $p_{i, j}(t)$ converges to $p_{i, j}^{*}$.

Theorem 2. The conditions

$$
\begin{equation*}
1 \geq \lambda_{t} \geq \frac{\log t}{\log (t+1)} \text { for all } t \geq t_{0},\left(t_{0} \geq 2\right) \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{t=1}^{+\infty}\left(1-\lambda_{t}\right)=+\infty \tag{5}
\end{equation*}
$$

are sufficient for the corresponding SI method to converge in probability toward an optimal solution $\boldsymbol{x}^{*}$ from $\mathcal{X}^{*}$.

Proof: (i) (best-so-far convergence) We actually prove that $\operatorname{Pr}(B)=0$, i.e., the equivalent condition from Lemma 1 . Let $\boldsymbol{x}$ be a given feasible solution. Then $C(t)$ means that $\boldsymbol{x}$ is found for the first time in iteration $t$. As

$$
B=C^{c}(1) \cap C^{c}(2) \cap \cdots \Rightarrow \boldsymbol{x} \text { is never found }
$$

then it holds

$$
\begin{align*}
\operatorname{Pr}(B) & =\operatorname{Pr}\left(\left\{C^{c}(1) \cap C^{c}(2) \cap \cdots\right\}\right) \leq \operatorname{Pr}(\{\boldsymbol{x} \text { is never found }\}) \\
& =\prod_{t=1}^{+\infty} \operatorname{Pr}(\{\boldsymbol{x} \text { is not found in iteration } t \mid \boldsymbol{x} \text { is not found in iteration } k<t\}) . \tag{6}
\end{align*}
$$

If we refer to solution components and selection probability update rules (1), (2) and (3), in the worst case for all pairs of components $(i, j)$ not being established in iterations $1, \ldots, t$, it holds:

$$
p_{i, j}(t)=\left[\prod_{k=1}^{t-1} \lambda_{k}\right] \cdot p_{i, j}(0)
$$

(justifiable easily by induction). Applying the first condition of the Theorem 2, it holds

$$
\begin{aligned}
{\left[\prod_{k=1}^{t-1} \lambda_{k}\right] \cdot p_{i, j}(0) } & \geq\left[\prod_{k=1}^{t_{0}-1} \lambda_{k}\right] \cdot\left[\prod_{j=t_{0}}^{t-1} \frac{\log j}{\log (j+1)}\right] \cdot p_{i, j}(0) \\
& =\left[\prod_{k=1}^{t_{0}-1} \lambda_{k}\right] \cdot \frac{\log t_{0}}{\log t} \cdot p_{i, j}(0)=\frac{\text { const }}{\log t}
\end{aligned}
$$

In such a way, for any pair of components $(i, j)$, we obtained a lower bound of the worst case selection scenario. Consecutively, even in the worst case, for the probability to find the solution $\boldsymbol{x}$ by the considered SI method it holds:

$$
\prod_{(i, j) \in x} p_{i, j}(t) \geq\left(\frac{\text { const }}{\log t}\right)^{n}
$$

$n$ being the number of components in the solution $\boldsymbol{x}$.
Assuming that the solution $\boldsymbol{x}$ was not found by the SI method, an upper bound on the right hand side of the relation (6) is obtained:

$$
\prod_{t=t_{0}}^{+\infty}\left[1-\left(\frac{\text { const }}{\log t}\right)^{n}\right]
$$

Applying logarithm and the convexity of the exponential function indicated by $(1-a) \leq e^{-a}, \forall a \in(0,1)$ (i.e., $\left.\log (1-a) \leq-a\right)$, from the previous term we obtain:

$$
\sum_{t=t_{0}}^{+\infty} \log \left(1-\left(\frac{\text { const }}{\log t}\right)^{n}\right) \leq-\sum_{t=t_{0}}^{+\infty}\left(\frac{\text { const }}{\log t}\right)^{n}=-\infty
$$

Now we deduce that

$$
\prod_{t=t_{0}}^{+\infty}\left[1-\left(\frac{\operatorname{const}}{\log t}\right)^{n}\right]=0
$$

i.e., $\operatorname{Pr}(B) \leq 0$ in (6). As $\operatorname{Pr}(B) \geq 0$ always holds, it is obvious that $\operatorname{Pr}(B)=0$.
(ii) (Model convergence) Let us assume that $\boldsymbol{x}^{*}$ is generated in the iteration $m$ for the first time. Then $\boldsymbol{x}_{t}^{b s f}=\boldsymbol{x}^{*}$ for all $t \geq m$. Moreover, we can prove that in all iterations $t>m$ the selection probability for pairs $(i, j)$, not included in $\boldsymbol{x}^{*}$, decreases, i.e., converges to zero as $t \rightarrow \infty$.

Let $(i, j) \notin \boldsymbol{x}^{*}$. According to (1), (2) and (3), the selection probability of pair $(i, j)$ in iteration $m+r, r=1,2, \ldots$ will be modified as follows:

$$
p_{i, j}(m+r)=\left[\prod_{k=m+1}^{m+r} \lambda_{k}\right] \cdot p_{i, j}(m) .
$$

The previous claim can be verified easily by induction. In addition, the condition (5) gives us

$$
\sum_{t=1}^{+\infty}\left(1-\lambda_{t}\right)=+\infty, \quad \text { which is equivalent to, } \prod_{k=1}^{+\infty} \lambda_{k}=0
$$

Consequently, for the probability that $(i, j) \notin \boldsymbol{x}^{*}$ will be used again after the optimal solution $\boldsymbol{x}^{*}$ was generated, it holds:

$$
\lim _{t \rightarrow+\infty} p_{i, j}(t)=\lim _{t \rightarrow+\infty}\left[\prod_{k=m+1}^{t-1} \lambda_{k}\right] \cdot p_{i, j}(m)=0
$$

That is exactly what needed to be proved for model convergence part of the theorem.

## 5 Conclusion and Future Work

We provide the sufficient conditions for the model convergence of the SI-based metaheuristics: (1) all feasible solutions must be reachable from any point in the solution space; (2) once an optimal solution is found, its generation is favored. To fulfill these requirements, the SI algorithm needs to incorporate selection schemes that exploit the knowledge from the previous search. We have provided three modification schemes w.r.t. the characteristics of the SI method and the considered optimization problem. Although the established conditions guarantee the asymptotic convergence of the SI generated solution toward one of the optimal ones, the question of practical usability of this result still remains open. Namely, in practice we cannot perform an infinite number of iterations, and therefore, we need also the evaluation of convergence speed. Consequently, future work should include runtime analysis of an expected time (iteration index) to obtain the optimal solution, the so-called first hitting time.
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## Appendix

To describe the GHC algorithm, we remind on several definitions as provided in [13]. An objective function $f: S \rightarrow[0,+\infty)$ is defined on a finite set $S$ of all possible solutions. Two important components of GHC are: (a) neighborhood function $\eta: S \rightarrow 2^{S}$, where $\eta(\boldsymbol{x}) \subseteq S$, for all $\boldsymbol{x} \in S$, and (b) hill climbing random variables $R_{k}: S \times S \rightarrow \mathbb{R}$, where $k=1,2, \ldots$ indicates an iteration counter of the outer loop controlled by STOP_OUTER. The pseudo-code for GHC algorithm is given as Algorithm 2. At each iteration $i$ of GHC's inner loop, a candidate solution $\boldsymbol{x}$ is generated uniformly at random among all neighbours of the solution $\boldsymbol{x}_{i} \in S$ i.e., according to probability mass (density) function $h_{\boldsymbol{x}_{i}}(\boldsymbol{x})=1 /|\eta(\boldsymbol{x})|$.

The hill climbing random variables $R_{k}$ are utilized to accept or reject neighbour solution. STOP_INNER is the stopping criterion for inner loop utilized to inspect if a current solution is a local optimum and if the counter $k$ should be incremented. According to [13], it is important to assume that the verification if the current solution is a local optimum can be conducted in polynomial time. This is possible if there are a polynomial number of neighboring solutions of the current solution. As a consequence, the generation of a local optimum implies that a new random variable will be used within the next iteration.

```
Define function \(\eta\) and a set of random variables \(R_{k}\);
\(k \leftarrow 1\); /* initialize outer loop counter */
\(i \leftarrow 0\); /* initialize inner loop counter */
Select an initial solution \(\boldsymbol{x}_{0} \in S\);
while not STOP_OUTER do
    while not STOP_INNER do
        Generate \(\boldsymbol{x} \in \eta\left(\boldsymbol{x}_{i}\right)\) according to \(h_{\boldsymbol{x}_{i}}(\boldsymbol{x})\);
        \(\Delta\left(\boldsymbol{x}_{i}, \boldsymbol{x}\right)=f(\boldsymbol{x})-f\left(\boldsymbol{x}_{i}\right) ;\)
        if \(R_{k} \geq \Delta\left(\boldsymbol{x}_{i}, \boldsymbol{x}\right)\) then
            Accept solution \(\boldsymbol{x}\);
        else
            Reject solution \(\boldsymbol{x}\);
        end if
        \(i \leftarrow i+1 ;\)
    end while
    \(k \leftarrow k+1\);
    Update R_k;
end while
```

Algorithm 2: Pseudo-code of the GHC algorithm.

It is important to note that the search space $S$ must be reachable, that is, all solutions are accessible regardless of a starting point $\boldsymbol{x}_{0}$ [13].
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#### Abstract

We consider the problem of empty tank cars relocation in a railway petroleum transportation. Biggest petroleum carrier in Kazakhstan railway network provides transportation service to the customers. The majority of its expenses consist of an empty run of the cars, as they move to the load stations. Given the demand for empty tank cars, the company seeks to reduce total costs to satisfy all the demand within a planning period. We provide a mathematical model for this problem in terms of integer programming and perform an experimental study with LP solver. Numerical calculations show that new model allows to significantly reduce empty run of the tank cars on the railway petroleum logistics market lowering the total expenses of the company by more than $10 \%$ level.
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## 1 Introduction

The problem of reassignment of empty cargo tank cars is among the most challenging ones in a railway freight transportation. Numerous initial data should be taken into consideration, i.e. demand in empty cars on the loading stations, availability of the cars, their locations and maintenance schedule, compatibility of different cars and types of cargo. A number of studies is devoted to this kind of problems. In [7] the authors consider an empty freight cargo management at Union Pacific Railroad. In the presented model authors seek to reduce transportation costs, and improve delivery time and customer satisfaction while assigning empty freight cars based on demand. They provide a MILP formulation of the problem, mainly based on the transportation problem and propose an efficient solution approach. The UP has introduced the proposed model to the decision-making system resulting in an ROI of $35 \%$. Another modeling approach suggested in [4]. The authors propose a novel empty rail car distribution problem that considers realistic technical and business requirements while assigning
empty cars to customer demands. They provide a path-based multi-commodity capacitated network flow model for this problem. The model takes car substitution, network capacities and classification yard operation complexities into consideration while dissociating the car routing and car distribution decisions. Those two decisions are separated from each other and they are usually made by different departments in railroads. The result of a numerical example showed an $18 \%$ improvement, comparing with the non capacitated model. In this work we consider a petroleum logistics market taking its particular properties into account. Petroleum carrier company owns a fleet of tank cars and provides a transportation service on the railway network. The service is generally provided to deliver the petroleum products from refinery plants to retail stations. Some retailers, in turn, generate their own delivery orders in order to supply smaller consumers. Both refinery plants and retailers generate a demand for an empty cars that have to be provided for loading. The demand information includes the number of cars to be provided, due date and also specifies the type of product to be carried. The demand information is updated daily - predicted demand is substituted by explicit data, some orders may be cancelled, new ones may appear. In this work, we present an optimization model for a Kazakhstan Railway Network oil carrier. The majority of its expenses consist of an empty run of the cars, as they move to the load stations. Given the demand for empty tank cars, the company seeks to reduce total costs to satisfy all the demand within a planning period.

## 2 Problem Formulation

The aim of this work is devoted to the optimization of the empty tank car movement of the biggest oil carrier on the railway network of Kazakhstan Republic. The carrier company owns a fleet of tank cars of different types and provide a transportation service to the customers. The majority of movements are devoted to the transportation of the oil products from three refinery plants to the consumers, or retailer stations. A number of retailers, in turn, make their own orders for empty tank cars thus the demand is not concentrated only on refinery stations. We assume that the movements of the loaded cars are well defined by the set of orders and are made according to schedule. Together with known running times for loaded cars, this data provides us an information about the appearance of unloaded cars on their destination stations. This information is used as an input data. Running times for the empty cars are also assumed to be known as a result of statistical measurements. The set of all stations can be separated into fours subsets in the following way. The first set consists of consumer stations, i.e. those where only unload operations are performed. The demand for empty cars is assumed to be zero, so there is no need to send empty cars to this stations. The second set consist of retailer stations. This stations mostly consume the production of the refinery plants, but also provide retail service to the smaller customers providing a nonzero demand for empty cars by their own. The third set represents the refinery plants. There is a number of refinery plants in the
network which supplies a number of different oil products and provides most of the demand for empty cars on the market. This demand is assumed to be known a priori along the whole planning horizon. Due to the extremely high costs for breaking the production process, it is required to ensure that the amount of empty cars on this stations is enough for three consecutive days of operation.

Each refinery has an associated Washing Station which performs the preparation (washing) process. Each car should be washed on such station before load. Washing procedure cost depend on the type of the car to be washed, previous cargo and the cargo to be prepared for. Even though it is possible to prepare a car, used to carry asphalt for a gasoline transportation, the cost of such preparation would be times higher than gasoline-gasoline washing. Together with price levels, each washing station has a given capacity, so only a limited amount of preparations can be performed. The last, fourth set of stations represent the dead ends. This stations used to store the cars, while they are not in demand. The storage is also possible at the refinery stations but is not preferable due to the limited capacity and higher storage price.

Although it is highly desirable to cover all the demand for empty cars, we assume that the lack is possible and leads to a penalty. This penalty represent additional expenses caused by the shortage. The order still can be fulfilled, as it is possible to rent additional cars from the third party. For the sake of simplicity, this aspect is not included in the model.

The company aims to minimize total expenses, which consist of the following terms; mainly it is the cost of an empty run of the tank cars, washing and preparation process, payments for storage and penalty for the shortage of tank cars.

In the following section, we provide a model for this problem in terms of linear integer programming.

## 3 Mathematical Model

We consider the following formulation of the empty tank cars transportation over the railway network. Sets:

```
\(g \in G\) - types of tank cars;
\(c \in C\) - types of cargo;
\(i \in I_{1}\) - stations with only unload operations allowed (consumers);
\(i \in I_{2}\) - stations with both load and unload operations allowed (advanced
customers);
\(i \in I_{3}\) - stations connected with factory;
\(i \in I_{4}\) - storage stations;
\(i \in I=I_{1} \cup I_{2} \cup I_{3} \cup I_{4}\) - all stations;
\(t \in T=1 . . t^{\text {max }}\) - days in planning horizon;
\(p \in P\) - price level for different types of cargo;
```

Parameters:
$q_{i c t}^{g}$ - amount of tank cars of type $g$ prepared for transportation of cargo $c$ become available at station $i$ on day $t$;
$V_{i}$-capacity of station $i$;
$\tau_{i j}$ - time to travel from station $i$ to station $j$;
$d_{i j p}$ - price to travel from station $i$ to station $j$ price level $p$;
$r_{i c t}$ - amount of empty tank cars, prepared for cargo $c$ needed at station $i$ on day $t$;
$P_{i c_{1} c_{2} g}$ - price to prepare(wash) tank car of type $g$ from cargo $c_{1}$ to cargo $c_{2}$ at station $i$;
$P_{i}^{\text {max }}$ - upper bound on washing costs on day $i$;
$F^{f}$ - fine level induced for insufficient amount of empty tank cars at factory $i \in I_{3}$;
$F^{S t}$ - fine level induced for insufficient amount of empty tank cars at loading station $i \in I_{2}$;
$H_{i}^{S t}$ - cost for unnecessary storage of the tank car on station $i \in I_{2}$ per day;
$H_{i}^{d}$ - storage cost per tank car per day on the storage station $i \in I_{4}$;
$H_{i}^{f}$ - storage cost per tank car per day on the factory $i \in I_{3}$;
$L^{w}$ - duration of the washing process, days;
$L^{S t}$ - minimum duration of stay on a storage station, days;
Variables:
$x_{i j c g t} \geq 0$ - amount of empty tank cars of type $g$ prepared for cargo $c$ sent from $i$ to $j$ on day $t$;
$y_{i c_{1} c_{2} g t} \geq 0-$ amount of empty tank cars of type $g$ prepared for cargo $c_{1}$ sent to wash for cargo $c_{2}$ on station $i$ on day $t$;
$Q_{i c t}$ - number of tank cars prepared for cargo $c$ available on station $i$ on day $t$;
$Q_{i c t}^{g}$ - number of tank cars of type $g$ prepared for cargo $c$ available on station $i$ on day $t$;
$\bar{Q}_{i c t} \geq 0$ - lack of tank cars for cargo $c$ on station $i$ on day $t ;$
$\bar{Q}_{i c t}^{g} \geq 0$ - lack of tank cars of type $g$ for cargo $c$ on station $i$ on day $t$;
$r_{i c t}^{g}$ - demand on station $i$ tank cars $g$ cargo $c$ on day $t$;
$S^{\text {store }}$ - total cost of storage of tank cars on the planning horizon;
$S^{\text {pen }}$ - total fine, induced for insufficient amount of tank cars on planning horizon;
$S^{\text {wash }}$ - total cost for washing on planning horizon;
$S^{r u n}$ - total cost for empty tank cars run;
With the introduced variables the problem can be formulated as follows. Goal function

$$
\begin{equation*}
\min S^{\text {run }}+S^{\text {wash }}+S^{\text {pen }}+S^{\text {store }} \tag{1}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\sum_{t^{\prime} \leq t} q_{i c g t^{\prime}}=\sum_{j \in I} \sum_{t^{\prime} \leq t} x_{i j c g t^{\prime}} \quad i \in I_{1}, c \in C, g \in G, t \in T \tag{2}
\end{equation*}
$$

$$
\begin{align*}
& Q_{i c t}^{g}=\sum_{t^{\prime} \leq t} q_{i c t^{\prime}}^{g}+\sum_{j \in I}\left(\sum_{t^{\prime} \leq t-\tau_{j i}} x_{j i c g t^{\prime}}-\sum_{t^{\prime} \leq t} x_{i j c g t^{\prime}}\right) \\
& -\sum_{t^{\prime} \leq t} r_{i c t^{\prime}}^{g}+\sum_{t^{\prime} \leq t} \bar{Q}_{i c t^{\prime}}^{g} \quad i \in I_{2}, c \in C, g \in G, t \in T  \tag{3}\\
& r_{i c t}=\sum_{g \in G} r_{i c t}^{g} \quad i \in I_{2} \cup I_{3}, c \in C, t \in T  \tag{4}\\
& \bar{Q}_{i c t}=\sum_{g \in G} \bar{Q}_{i c t}^{g} \quad i \in I_{2}, c \in C, t \in T  \tag{5}\\
& \bar{Q}_{i c t}^{g} \leq r_{i c t}^{g} \quad i \in I_{2}, c \in C, g \in G, t \in T  \tag{6}\\
& \sum_{t^{\prime} \leq t} q_{i c t^{\prime}}^{g}+\sum_{j \in I}\left(\sum_{t^{\prime} \leq t-\tau_{j i}} x_{j i c g t^{\prime}}-\sum_{t^{\prime} \leq t} x_{i j c g t^{\prime}}\right) \geq 0 \quad i \in I_{2}, c \in C, g \in G, t \in T  \tag{7}\\
& \sum_{g \in G} Q_{i c t}^{g} \leq \sum_{t^{\prime} \geq t} r_{i c t} \quad i \in I_{2}, c \in C, t \in T,  \tag{8}\\
& \sum_{j \in I} \sum_{g \in G} \sum_{t^{\prime} \leq t-\tau_{j i}} x_{j i c g t^{\prime}} \leq \sum_{t^{\prime} \leq t} r_{i c t^{\prime}}-\sum_{g \in G} \sum_{t^{\prime} \leq t} q_{i c t^{\prime}}^{g} \quad i \in I_{2}, c \in C, t \in T  \tag{9}\\
& Q_{i c t}^{g}=\sum_{t^{\prime} \leq t} q_{i c t^{\prime}}^{g}+\sum_{j \in I}\left(\sum_{t^{\prime} \leq t-\tau_{j i}} x_{j i c g t^{\prime}}-\sum_{t^{\prime} \leq t} x_{i j c g t^{\prime}}\right)-\sum_{t^{\prime} \leq t+2} r_{i c t^{\prime}}^{g}  \tag{10}\\
& +\sum_{c_{1} \in C}\left(\sum_{t^{\prime} \leq t-L^{w}} y_{i c_{1} c g t^{\prime}}-\sum_{t^{\prime} \leq t} y_{i c c_{1} g t^{\prime}}\right) \quad i \in I_{3}, c \in C, g \in G, t \in T \\
& Q_{i c t}=\sum_{g \in G} Q_{i c t}^{g} \quad i \in I, c \in C, t \in T,  \tag{11}\\
& \bar{Q}_{i c t}^{g} \geq-Q_{i c t}^{g} \quad i \in I_{3}, c \in C, g \in G, t \in T  \tag{12}\\
& \sum_{c \in C} Q_{i c t}+\sum_{c_{1} \in C} \sum_{c_{2} \in C} \sum_{g \in G} \sum_{t-L^{w}+1 \leq t^{\prime} \leq t} y_{i c_{1} c_{2} g t^{\prime}}+\sum_{c \in C} \sum_{t+1 \leq t^{\prime} \leq t+2} r_{i c t^{\prime}}^{g} \leq V_{i}  \tag{13}\\
& i \in I_{3}, t \in T \\
& \sum_{c_{1} \in C} \sum_{c_{2} \in C} \sum_{g \in G} P_{i c_{1} c_{2} g} y_{i c_{1} c_{2} g t} \leq P_{i}^{\max } \quad i \in I_{3}, t \in T,  \tag{14}\\
& \sum_{c_{1} \in C} \sum_{g \in G} \sum_{t^{\prime} \leq t-L^{w}} y_{i c_{1} c g t^{\prime}} \geq \sum_{t^{\prime} \leq t+2} r_{i c t^{\prime}}+\sum_{g \in G} \sum_{j \in I} \sum_{t^{\prime} \leq t} x_{i j c g t^{\prime}} \\
& -\sum_{g \in G} \sum_{t^{\prime} \leq t} \bar{Q}_{i c t^{\prime}}^{g} \quad i \in I_{3}, c \in C, t \in T \\
& \sum_{t^{\prime} \leq t} q_{i c t^{\prime}}^{g}+\sum_{j \in I} \sum_{t^{\prime} \leq t-\tau_{j i}} x_{j i c g t^{\prime}} \geq \sum_{c_{2} \in C} \sum_{t^{\prime} \leq t} y_{i c c_{2} g t^{\prime}} \quad i \in I_{3}, c \in C, g \in G, t \in T  \tag{16}\\
& \sum_{t^{\prime} \leq t} q_{i c t^{\prime}}^{g}+\sum_{j \in I} \sum_{t^{\prime} \leq t^{\max }-\tau_{j i}} x_{j i c g t^{\prime}}=\sum_{c_{2} \in C} \sum_{t^{\prime} \in T} y_{i c c_{2} g t^{\prime}} \quad i \in I_{3}, c \in C, g \in G \tag{17}
\end{align*}
$$

$$
\begin{align*}
& \bar{Q}_{i c t-1}^{g}-\bar{Q}_{i c t}^{g} \leq \sum_{c_{2} \in C} y_{i c_{2} c g t-L^{w}} \quad i \in I_{3}, c \in C, g \in G, t \in T  \tag{18}\\
& Q_{i c t}^{g}=\sum_{t^{\prime} \leq t} q_{i c t^{\prime}}^{g}+\sum_{j \in I} \sum_{t^{\prime} \leq t-\tau_{j i}} x_{j i c g t^{\prime}}-\sum_{j \in I} \sum_{t^{\prime} \leq t} x_{i j c g t^{\prime}} \quad i \in I_{4}, c \in C, g \in G, t \in T  \tag{20}\\
& \sum_{c \in C} \sum_{g \in G} Q_{i c t}^{g} \leq V_{i} \quad i \in I_{4}, t \in T  \tag{19}\\
& S^{\text {run }}=\sum_{i \in I} \sum_{j \in I} \sum_{c \in C} \sum_{g \in G} \sum_{t \in T} d_{i j p(c)} x_{i j c g t}  \tag{21}\\
& S^{\text {store }}=\sum_{c \in C} \sum_{t \in T}\left(\sum_{i \in I_{2}} Q_{i c t} H_{i}^{S t}+\sum_{i \in I_{3}}\left(Q_{i c t}+\bar{Q}_{i c t}\right) H_{i}^{f}+\sum_{i \in I_{4}} Q_{i c t} H_{i}^{d}\right)  \tag{22}\\
& S^{w a s h}=\sum_{i \in I_{3}} \sum_{c_{1} \in C} \sum_{c_{2} \in C} \sum_{g \in G} \sum_{t \in T} y_{i c_{1} c_{2} g t} P_{i c_{1} c_{2} g}  \tag{23}\\
& S^{\text {fpen }}=\sum_{i \in I_{3}} \sum_{c \in C} \sum_{t \in T} \bar{Q}_{i c t} F^{f}+\sum_{i \in I_{2}} \sum_{c \in C} \sum_{t \in T} \bar{Q}_{i c t} F^{S t}  \tag{24}\\
& \sum_{j \in I} \sum_{t^{\prime}+\tau_{j i} \geq t^{\max }} x_{j i c g t^{\prime}}=0 \quad i \in I_{2} \cup I_{3}, c \in C, g \in G,  \tag{25}\\
& x_{i j c g t}=0 \quad t \in T, i \in I_{4}, j \in I_{4}, c \in C, g \in G  \tag{26}\\
& x_{i j c g t}=0 \quad t \in T, i \in I_{3}, j \in I_{3}, g \in G, c \in C  \tag{27}\\
& x_{j i c g t}=0 \quad g \in G, i \in I_{2}, j \in I_{1} \cup I_{2} \cup I_{4}, c \in C, t \in T \tag{28}
\end{align*}
$$

The objective function specifies the total costs required to cover the demand for empty tank cars at the planning horizon. The expenses consist of the total cost of the empty tank car run, the cost of all washes, the penalty for the lack of tank cars as well as the cost of storing tank cars at stations and dead ends.

The constraints of the problem can be conditionally divided into several groups, each of which simulates the movement of tank cars on one or another set of stations. Constraint (2) describes the flow balance of emerging and departing tank cars at unload stations. Namely, it requires that all tank cars that appear on the station have to be sent to the destination station on the same day. Next group of constraints (3)-(9) describes the operation of stations with load, i.e. stations with a nonzero demand for empty tank cars. The constraint (3) describes the balance of the tank car flow at such stations: the number of tank cars available at the station is calculated as the total number of tank cars that appeared or arrived at the station at that time, minus empty and loaded tank cars sent to other stations. The last term in (3) represents a lack of tank cars at the station. In case it was not possible to cover all the demand for the station, this term will reflect the total shortage of tank cars on each day. The constraint (4) indicates that the demand for empty cars must be split into different categories of tank cars. Similarly, the shortage of tank cars in the constraint (5) splits into categories. According to (6), the shortage of tank cars cannot exceed the demand
for them. Inequality (7) indicates that the number of real tank cars at the station cannot be negative. Constraint (8) does not allow to store more tank cars at the station for a given type of cargo that may be needed in the future for loading. Inequality (9) indicates that the number of empty tank cars which can arrive at the station cannot exceed the number of required to the current moment.


Fig. 1. Scheme of empty movements

The following group of constraints (10)-(18) describes the operation of the refinery plant. The crucial difference between plants and stations with load are an increased priority in meeting the demand and the availability of washing supplies. The first constraint of the group (10) calculates the balance of the tank cars at the refinery. This constraint is constructed similarly to (3). The difference is that washing operations are also included in the balance flow. As a result of washing operations, the tank cars can change the type of cargo associated with them, or simply be prepared for loading. (10) claims to cover the demand for empty tank cars for three days in advance. Constraint (11) calculates the total stock of tank cars for a certain type of cargo. (12) specifies the relationship between the variables for the shortage of tank cars and their number. Constraint (13) counts the total number of tank cars located on the station and claims to satisfy the capacity conditions. Inequality (14) limits the total costs of washing operations at the washing station during the day. Constraint (15) prescribes to wash all tank cars leaving the station in any direction, while (16) and (17) do not allow more tank cars to be used for washing than it was available. Constraint (18) indicates that the tank cars which cover the shortage should also be washed. The group (19)-(20) describes the balance of tank cars in dead ends and satisfies the capacity conditions.

Constraints (21)-(24) calculate the total costs for each group of operations empty mileage, payment for washes, fines for the shortage, storage fees. Finally (25)-(28) describe special logical constraints, such as the ban on sending tank
cars to stations and refineries if the arrival would occur beyond the planning horizon; prohibition of empty cars to pass straightforward between pairs of dead ends, between pairs of oil refineries; dispatch of tank cars to the loading stations is possible only from the refinery plant. The schematic view of possible movements of empty cars is presented in Fig. 1.


Fig. 2. Scheme of cargo movements

Figure 2 represents the schematic view of the possible cargo movements. It is assumed that these movements are predetermined by the list of orders, thus fixed and represented in the model as an input parameters $q_{i c t}^{g}$.

## 4 Experimental Study

The presented model was numerically tested on the real data instances provided by Kazakhstan petroleum carrier. During the study, we applied the GLPK freeware solver to carry out the calculations. The aim of this study was twofold. On the one hand, the desire was to raise the efficiency of the empty car movements and reduce the associated costs. On the other hand, the demand data and other parameters may be updated more than once during the day so the company should be capable to find the solution quickly. The presented model appeared to be successful in both directions. Despite the constraint matrix is not totally unimodular, due to the absence of the parametric coefficients for the variables in the constraints we observed the following property. On every instance, we tested during the experimental study the solution of the linear relaxation of the problem appeared to be fully integer. Thus, the time per instance did not exceed 10 min on a $2,4 \mathrm{Ghz}$ Core i7 PC and an LP solution always provided us with a globally optimal integer solution.

The parameters of the instance are as follows:
6800 tank cars;
3 refinery plants;
638 unload stations;
188 station with demand;
15 dead ends;
Average value for total demand of the refineries is about 500 cars per day; average travel time is 2.8 days;
A scheme of the Kazakhstan railroads is presented in Fig. 3.


Fig. 3. Map of Kazakhstan railways

During the first experimental study, we conducted a series of runs on a day-by-day basis to compare the results, obtained with the model and real movements of the fleet. As the input data is inexact, especially in a long-term, the study is conducted as follows. We run the model for $[1 \ldots T]$ period, obtain an optimal solution and fix the values of the "first-day" variables. Then we run the model for a period $[2 \ldots T+1]$, using the solution for day 1 as an input data. I.e. if the value of $x_{i, j, c, g, 1}=k$ then we use it on the next step as follows: $q_{j, c, g, 1+\tau_{i j}}^{\prime}=q_{j, c, g, 1+\tau_{i j}}^{\prime}+k$. A series of runs for $T=30$ times was performed and a period [1...T] was taken into consideration. We obtained the following results: an overall run of the empty cars reduced from $48 \%$ to $36 \%$ of the total run while the expenses of the company decreased by $10.38 \%$ of its real level.

In our second study, we made an attempt to optimize the number of tank cars that the company have to maintain in its fleet. The maintenance cost of each car is a sufficient value, thus the possibility of the shortage of the fleet without losing the quality of service looks quite desirable. During the number of test runs, performed in the same way as before, we compared the empty run and total expenses of the company under different values of the fleet size. We add here another term to the goal function to represent the maintenance cost of the fleet. For fleets big enough this cost is proportional to the size of the fleet. The values for the empty run and total expenses of the company with the real fleet size of 6800 cars, obtained during the previous experiment, were taken as a $100 \%$. The results of the study presented in Table 1.

Table 1. Empty run and expenses.

| Fleet size | Empty run (in\%) | Total expenses (in\%) |
| :--- | :--- | :--- |
| 5500 | 110.1 | 116.3 |
| 6000 | 104.7 | 98.2 |
| 6500 | 101.3 | 97.4 |
| 6800 | 100 | 100 |
| 7000 | 98.1 | 102.1 |
| 7500 | 91.8 | 112.4 |
| 8000 | 83.2 | 123.2 |

It can be noted from the table that the current fleet of the company is slightly excessive, and on the considered planning horizon it is possible to satisfy all the customers with the smaller fleet. But the company prefers to have a slight reserve in its fleet to be able to manage with any unexpected circumstances. If the fleet is reduced to a size of 5000 cars, the company would not be able to fulfill all orders, so the subsequent fines for unsatisfied orders will raise the expenses. Bigger fleet allows to reduce the empty run, but the maintenance costs for additional cars exceeds the savings.

## 5 Conclusion and Future Research

This paper studies a new optimization model to minimize the total operational costs of a railway petroleum carrier. We present an integer linear model and apply the GLPK freeware solver. Computational results on the real test instances confirm the efficiency of the approach and allow the company to significantly reduce empty run of the tank cars on the railway petroleum logistics market from $48 \%$ to $36 \%$ of the total run. Total expenses of the company were also reduced by more than $10 \%$.

As a possible direction for future research, we suggest considering the competition on the market. Similar models for two companies in the field of facility
location problem can be found in [1,6]. It is worth to note that such models are harder than well-known NP-complete problems and, in fact, are $\Sigma_{p}^{2}$-hard [2,5]. The best pricing strategy for each company may be the most intriguing question in such games. Some preliminary results for Stackelberg pricing games can be found in [8-10]. Another direction for future research is the development of the model. Among many the following directions may be considered: Introduce the possibility of car rent. Although, usually the fleet size of the carrier is enough to cover all the demand on the market, due to some emergency situations the company may need additional cars for temporary use. Those may be rented from another carrier (country). The carrier has to pay the rent price for each day, thus it is preferable to use rented cars more intensively than the own ones.
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#### Abstract

We consider a bi-objective optimization problem of choosing the buffers capacity in a production system of parallel tandem lines, each consisting of two machines with a single intermediate buffer. During operation of the system, the equipment stops occur due to failures and these stops are random in the moments when they arise and in their durations. The product is accumulated in an intermediate buffer if the downstream machine is less productive than the upstream machine.

We study the complexity of exact and approximate computations of a Pareto front for the following two bi-objective problem formulations: (i) the expected revenue maximization with minimization of buffers allocation cost and (ii) the expected revenue maximization with minimization of expected inventory costs. The expected revenue is assumed to be an increasing function of the expected throughput of the system.

On the one hand, fully polynomial-time approximation schemes for approximation of Pareto fronts of these problems are proposed and an exact pseudo-polynomial time algorithm is suggested for the first problem in the case of integer buffer capacity costs. On the other hand, we show that both of these problems are intractable even in the case of just one tandem two-machine line.


Keywords: Inventory system • Throughput • Capital costs
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## 1 Introduction

Finding the set of Pareto-optimal solutions or a close approximation to it are of great importance in design of automated control and decision support systems. The problem of buffer volume optimization of the volume of buffers arises in
management of such manufacturing systems as automatic lines, flexible production systems and automated assembly lines, where parts are moved from one machine to another using some transport mechanism.

Due to equipment failures, in the process of operation of the line the machine breakdowns occur in random moments and have a random duration. The consequences of failures spread on related operations due to the impossibility to pass an item onto the following operation, or lack of parts coming from the upstream machine. Presence of buffers for storage of parts between the machines allows to reduce the impact of failures on neighboring operations, and to increase the line throughput, i.e. the production rate of the line in the stationary regime. However, installation of buffers is associated with additional capital expenditures and increases the inventory of parts. The problem consists in choosing the volume of buffers based on the throughput of the line, the capital cost of the installation of buffers and the inventory cost.

Significance of solving such problems of optimization of production lines is shown in [28]. Economic effect of implementation of solution methods for such problems in the car production is shown in [26] on the example of PSA Peugeot Citroën.

Analysis of production lines subject to failures is usually conducted using Markov models with discrete or continuous time under the assumption of geometric or exponential distributions of time to fail and time to repair (see [10]). The duration of processing a part can be assumed deterministic or random (typically with geometric, Erlang or the exponential probability distribution). In the case of continuous time and deterministic durations of parts processing, some non-Markov transitions may be approximated by Markov transitions under the assumption of exponential distribution of the corresponding random variables $[16,17,23]$. At quite natural assumptions thus obtained Markov models have a stationary distribution (see [24], Chap. 2) and the throughput as well as the expected number of parts in each buffer are determined in the stationary regime.

Most of the works in the literature on optimization of buffer volumes are dealing with a single-criterion problem formulations (see [2, 18, 20]). Other studies consider more than one criterion, but using a weighted sum of criteria $[1,12]$. In [5], the ant colony algorithm and the evolutionary algorithm of [30] are adapted for multi-criteria buffer allocation problem. Here the optimization criteria are maximization of the throughput of the line, calculated with a simulation algorithm, and minimization of the overall buffers volume. The well-known variant of multi-objective genetic algorithm [11] is adapted in [9] to the bi-criteria buffers allocation problem, where the criteria are the throughput and the capital cost of buffers installation.

In the present paper, we consider three criteria: maximization of average production rate in the steady regime, minimization of capital costs for the installation of buffers and minimization of the average inventory cost for storage of parts in the intermediate buffers.

Exact methods of calculation of the average production rate are known for two-machine tandem lines and, in some special cases, for the three three-machine tandem lines (see e.g., the review [10]). For the general case, one can only apply the approximate decomposition methods,approximate aggregation or simulation methods $[10,16]$.

In the present paper, we will not assume a specific type of distribution of time to fail and time to repair or processing time of machines. Neither shall we choose a specific method of computing the expected throughput and inventory of a line. Instead of that, we will make two simple monotonicity assumptions which hold in many different versions of the buffers allocation problem (see the details below in Sect. 2).

Suppose that on the set of feasible solutions $D$, the vector function of criteria $\mathbf{f}=\left(f_{1}, f_{2}\right)$ is specified with points $\mathbf{f}(x)=\left(f_{1}(x), f_{2}(x)\right) \in \mathbb{R}^{2}, x \in D$ in the criteria values space. In our case, $f_{1}$ is a maximization criterion and $f_{2}$ is a minimization criterion. Let us define the Pareto dominance in the space $\mathbb{R}^{2}$ : vector $\mathbf{f}=\mathbf{f}(x), x \in D$ is Pareto-dominated by vector $\overline{\mathbf{f}}=\mathbf{f}(\bar{x}), \bar{x} \in D$, if the inequalities $f_{1}(x) \geq f_{1}(\bar{x}), f_{2}(x) \leq f_{2}(\bar{x})$ hold and there is at least one strict inequality among them. A solution $x \in D$ is dominated by a solution $\bar{x} \in D$, if the vector $\mathbf{f}(x)$ is dominated by vector $\mathbf{f}(\bar{x})$ in the sense of Pareto. The set $\tilde{D}$ of all non-dominated feasible solutions is called the set of Pareto-optimal solutions. The total set of alternatives is a subset $D^{0} \subseteq \tilde{D}$ of a minimum size, such that $f\left(D^{0}\right)=f(\tilde{D})$ [27]. The Pareto Front is the set $F:=\mathbf{f}(\tilde{D})$. Given $\varepsilon>0$, the Pareto set $\varepsilon$-approximation $\tilde{D}_{\varepsilon}$ is a set such that for any Pareto optimal solution $\tilde{x} \in \tilde{D}$, there is a solution $x \in \tilde{D}_{\varepsilon}$ satisfying $f_{1}(x) \geq(1-\varepsilon) f_{1}(\tilde{x})$ and $f_{2}(x) \leq(1+\varepsilon) f_{2}(\tilde{x})$.

In what follows, $m$ denotes the number of machines in a production line, $N$ is the number of intermediate buffers, subject to optimization.

By system with a simple structure, we mean a system which consists of $N$ parallel two-machine tandem lines with common input buffer and common output buffer. An example of a system with simple structure is provided in Fig. 1.


Fig. 1. Example of a series-parallel line with simple structure ( $N$ two-machine tandem lines in parallel)

In what follows, we consider the complexity of two bi-objective optimization problems that ask to determine the buffers capacity in a production system with
simple structure. The optimization criteria we consider are the same as in [13]: the expected revenue due to line operation, the capital costs for installing buffers, and the expected total inventory cost for intermediate products. The expected revenue is supposed to be an increasing function of the expected throughput of the system.

On the positive side, we propose two fully polynomial-time approximation schemes (FPTASes) for approximation of Pareto front in the following two biobjective problem formulations: (i) the expected revenue maximization with minimization of capital costs and (ii) the expected revenue maximization with minimization of the expected inventory costs. An exact pseudo-polynomial time algorithm is proposed for computing the Pareto front in the first problem, if the buffers allocation cost is a linear function of buffer sizes with integer coefficients, i.e. assuming integer buffer capacity costs.

On the negative side, we show that the canonical decision problems for the above mentioned bi-objective problems are $\mathcal{N} \mathcal{P}$-hard even if the revenue is proportional to the production rate and the buffers allocation cost is linear. In the case of just one tandem two-machine line, both of the problems are complete multiobjective optimization problems in the sense of Emelichev and Perepelitsa [19] and therefore intractable, i.e. their Pareto-front can be of exponential size in the input size. We also show for both of these special cases that if the Pareto front is computable in a polynomial time then $\mathcal{P}=\mathcal{N} \mathcal{P}$ holds.

The remainder of the paper is organized as follows. The assumptions of the model of production line and the bi-objective problems formulation are presented in the next section. Section 3 is devoted to the analysis of computational complexity of bi-objective buffer allocation problems on the two-machine tandem lines. This is followed by the analysis of computational complexity and approximability of bi-objective buffer allocation problems for lines of simple structure in Sect.4. Finally some conclusions are drawn in Sect. 5.

## 2 Basic Properties and Definitions

### 2.1 An Illustrative Model of Production Line

Let us consider an illustrative example of a production systems under consideration. Suppose that each machine of the system can be in an operational state or under repair. An operational machine may be blocked and temporarily stopped in case if there is no room in the downstream buffer. An operational machine may be starved if there are no parts to process in the upstream buffer. Otherwise operational machines are working.

A working machine is assumed to have a constant cycle time. It is supposed that machines break down only when they are working. The times to fail and times to repair for each machine are assumed to be mutually independent and exponentially distributed random values. A detailed analysis of steady-state performance of such systems and optimization of its parameters were carried out in a number of works, see e.g. $[3,8,12-17,23]$.

### 2.2 Optimization Criteria and the Set of Feasible Solutions

Let the buffers in the system be denoted by $B_{1}, \ldots, B_{N}$ and let $h_{j}$ be the capacity of buffer $B_{j}, j=1, \ldots, N$, subject to optimization. Denote the vector of decision variables by $H=\left(h_{1}, h_{2}, \ldots, h_{N}\right) \in \mathbb{Z}_{+}^{N}$, where $\mathbb{Z}_{+}$is the set of non-negative integers. Let $D=\left\{H=\left(h_{1}, \ldots, h_{N}\right) \in \mathbb{Z}^{N} \mid 0 \leq h_{i} \leq d_{i}, i=1, \ldots, N\right\}$ be the set of feasible solutions, where $d_{1}, \ldots, d_{N}$ are the maximal admissible buffer capacities.

The most commonly used optimization criteria are:

- the throughput, i.e. expected number of parts produced by the system per unit of time in the steady state mode (expected steady state production rate) $V(H)$;
- the expected steady state inventory $Q(H)=\left(q_{1}(H), \ldots, q_{N}(H)\right)$, where $q_{j}(H) \in\left[0, h_{j}\right]$ is the expected steady state number of parts in buffer $B_{j}$, $j=1, \ldots, N$.

Let us introduce the following additional notation, using the symbol $\mathbb{Q}$ for the set of rational numbers:
$-R(V)$ is the revenue related to the production rate $V$, i.e. $R: \mathbb{Q}_{+} \rightarrow \mathbb{Q}_{+}$;

- $B(H)$ is the cost of buffer configuration $H$, i.e. $B: D \rightarrow \mathbb{Q}_{+}$;
$-C(Q)$ is the cost of expected steady state inventory vector $Q$, i.e. $C: \mathbb{Q}_{+}^{N} \rightarrow \mathbb{Q}_{+}$.

In what follows, $R(V)$ is assumed to be a given non-decreasing function. In the case of lines with simple structure, $V(H), B(H)$ and $C(Q)$ are assumed to be given completely additively separable functions, non-decreasing in each argument. Recall that $f\left(x_{1}, \ldots, x_{n}\right)$ is called completely additively separable if $f(x)=f\left(x_{1}\right)+\ldots+f_{n}\left(x_{n}\right)$ for some functions $f_{1}, \ldots, f_{n}$, each a function of one variable. We also make two technical assumptions: (i) functions $V(H), B(H)$, $C(Q) Q(H)$ and $R(V)$ are computable in polynomial time, and (ii) denoting any of these functions by $f(\cdot)$, we have the value $|\log f(\cdot)|$ polynomially bounded in the length of the problem input.

The cost function $B(H)$ may be non-linear to model some standard buffer capacities. A stepwise revenue function can be used to model zero revenue in case of an unacceptably low throughput.

### 2.3 Formulation of the Bi-objective Problems

Let us use the following notation for the problems of finding a Pareto front:

- In ( $\mathrm{R}, \mathrm{B}$ )-Pareto, the criterion $f_{1}$ is the expected revenue maximization $R(V(H))$ and $f_{2}$ is the minimization of buffer allocation cost $B(H)$.
- In ( $\mathrm{R}, \mathrm{C}$ )-Pareto, the criterion $f_{1}$ is the expected revenue maximization $R(V(H))$ and $f_{2}$ is the minimization of expected inventory cost $C(Q(H))$.

In accordance with [4, 25, 29], by Canonical Decision Problem for the buffers allocation problem with criteria pairs $f_{1}(H) \rightarrow \max , f_{2}(H) \rightarrow$ min, we mean the following decision problem: Given an instance $I$ of buffer allocation problem and a pair $(\alpha, \beta) \in \mathbb{R}_{+}^{2}$, decide whether there exists a feasible buffers allocation $H^{\prime}$, for which $f_{1}\left(H^{\prime}\right) \geq \alpha, f_{2}\left(H^{\prime}\right) \leq \beta$.

Let us use the following notation for the canonical decision:

- In (V,linear B)-DEc, the criterion $f_{1}(H) \equiv V(H)$ and $f_{2}$ is the minimization of linear buffers allocation cost $B(H)=\sum_{i=1}^{N} b_{i} h_{i}$.
- In (V,linear Q)-DEC the criterion $f_{1}(H) \equiv V(H)$ and $f_{2}$ is the minimization of linear inventory cost $C(Q(H))=\sum_{i=1}^{N} c_{i} q_{i}(H)$.


### 2.4 Monotonicity Properties

In what follows, we use the following two monotonicity assumptions for each subsystem consisting of two machines, separated by a buffer $B_{i}$ of size $h_{i}$ :

- M1. Monotonicity of expected throughput. $V(H)$ is an increasing function of $h_{i}, i=1, \ldots, N$.
- M2. Monotonicity of expected inventory. $q_{i}(H)$ is an increasing function of $h_{i}, i=1, \ldots, N$.

In the case of illustrative model presented in Subsect. 2.1, properties M1 and M2 follow from the analytical solution of the system of Kolmogorov equations describing the two-machine production system $[8,17]$.

## 3 Computational Complexity of Bi-objective Buffer Allocation Problems on Two-Machine Tandem Line

In the case of $N=1$, we denote $h:=h_{1}=H$ and $d:=d_{1}$ for simplicity. Let us consider two increasing functions $V(h)$ and $Q(h)$, defined for $h=0,1, \ldots, d$, and taking rational values.

Theorem 1. (i) If problem (R,B)-Pareto is polynomially solvable in case of $N=1$, then $\mathcal{P}=\mathcal{N} \mathcal{P}$.
(ii) If problem (R,C)-Pareto is polynomially solvable in case of $N=1$, then $\mathcal{P}=\mathcal{N} \mathcal{P}$.

The proof is similar to the proof of Proposition 1 in [13] and employs an idea of Cheng and Kovalyov [7].

In [19], Emelichev and Perepelitsa give a definition of the complete multiobjective problem. A multiobjective optimization problem with $k$ objectives is called complete if for any instance $I$ of this problem with a set of feasible solutions $D$, there exists a vector of criteria $\left(f_{1}, \ldots, f_{k}\right)$, such that $D$ is the only total set of alternatives w.r.t. $\left(f_{1}, \ldots, f_{k}\right)$, i.e. $D^{0}=D$ holds.

In view of the monotonicity assumptions for $V(h)$ and $Q(h)$, a straightforward verification of the above definition indicates that ( $\mathrm{R}, \mathrm{B}$ )-Pareto and ( $\mathrm{R}, \mathrm{Q}$ )Pareto are both complete in the sense of Emelichev and Perepelitsa. Note that $d$ is a numerical parameter of the problem and $|D|=d+1$. Together with the completeness property, this implies that the cardinalities of Pareto fronts of ( $\mathrm{R}, \mathrm{B}$ )-Pareto and ( $\mathrm{R}, \mathrm{Q}$ )-Pareto are not bounded by any polynomial in problem input size and therefore these problems are intractable, according to the terminology from [4,21].

## 4 Computational Complexity of Bi-objective Buffer Allocation Problems on Lines of Simple Structure

Consider the bi-objective buffer allocation problem with criteria of expected revenue $R(V(H))$ maximization and buffers installation cost $B(H)$ minimization on the set $D$, assuming that $B(H)=\sum_{i=1}^{N} b_{i} h_{i}$ where $b_{i} \in \mathbb{Z}$ for all $i=1, \ldots, N$.

Proposition 1. In the case of lines of simple structure, the problem (V, linear B)-Dec is $\mathcal{N} \mathcal{P}$-hard.

The proof of Proposition 1 is analogous to the proof [15] of $\mathcal{N} \mathcal{P}$-hardness of the single-objective buffer allocation problem with the criterion of $B(H)$ minimization, given a lower bound on $V(H)$.

Proposition 2. In the case of lines of simple structure, the problem (V,linear Q)-Dec is $\mathcal{N} \mathcal{P}$-hard.

The proof of Proposition 2 is analogous to the proof [13] of $\mathcal{N} \mathcal{P}$-hardness of the single-objective buffer allocation problem with the criterion of $Q(H)$ minimization, given a lower bound on $V(H)$.

Proposition 3. In the case of lines of simple structure, the Pareto front of buffer allocation problem with the criteria of expected revenue $R(V(H))$ maximization and buffers installation cost $B(H)$ minimization is computable in pseudopolymonial time, assuming integer $b_{i}, i=1, \ldots, N$.

The proof of Proposition 3 is based on the dynamic programming method. It is similar to the proof of pseudo-polynomial solvability of the Integer Knapsack Problem.

Analogous claim for an arbitrary function $B(H)$, increasing in each of its arguments $h_{i}$, is problematic. The reason is that the dynamic programming method gives pseudopolymonial solvability only if the cardinality of the set of values, taken by one of the optimization criteria, is polynomially bounded, given polynomially bounded numerical input data. The same difficulty arises in computing the Pareto set of the bi-objective buffer allocation problem with criteria of the expected revenue $R(V(H))$ maximization and the expected inventory cost $C(Q(H))$ minimization.

It is possible, however, to convert the FPTAS for Generalized Knapsack problem [22] into FPTASes for the bi-criteria optimization problems, where expected revenue $R(V(H))$ maximization is combined with buffers installation cost $B(H)$ minimization or with the expected inventory cost $C(Q(H))$ minimization. Recall that a family of algorithms $\left\{A_{\varepsilon}\right\}$ is called a fully polynomial approximation scheme (FPTAS) for a multiobjective optimization problem if for any input instance and any $\varepsilon>0$, the algorithm $A_{\varepsilon}$ runs in polynomial time w. r. t. the size of the input and $1 / \varepsilon$, and outputs a Pareto set $\varepsilon$-approximation.

Theorem 2. In the case of lines of simple structure, there exist FPTASes for ( $\mathrm{R}, \mathrm{B}$ )-Pareto and ( $\mathrm{R}, \mathrm{C}$ )-Pareto.

The proof is based on the general scheme suggested by Cheng et al. in [6] for the construction of Pareto set $\varepsilon$-approximation of a bi-criteria problem.

## 5 Conclusions

We have established intractability of several special cases of buffer allocation problem in bi-objective formulation using the proof ideas developed for the analysis of single-criteria formulations of the problem. Our results apply to different particular models of production line, provided that two monotonicity conditions, formulated here, are satisfied. On the positive side, we propose fully polynomialtime approximation schemes for approximation of the Pareto front for two versions of buffers allocation problem and an exact pseudo-polynomial algorithm based on the dynamic programming method.
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#### Abstract

We study a spare part supply system where both Traditional Manufacturing and Additive Manufacturing (also know as 3D printing) are used for replenishment of the spare parts inventories. Demands for the spare parts occur according to a Poisson process, and the failed parts are immediately replaced from the inventory, if available. If inventory is not available, items are backordered and fulfilled when a spare becomes available (i.e., a replenishment is received from one of the suppliers). Additive Manufacturing offers the advantage of shorter lead times, however, at higher production costs. Moreover, Additive Manufacturing processes often have uncertain yield, leading to the fact that not every produced part will satisfy the quality control and can be used to replenish the inventory. In this paper, we propose a Linear Programming (LP) based optimization problem that decides which of the processes to use for replenishment of the inventory while minimizing the total (holding + backorder) system costs.
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## 1 Introduction

Spare part inventories play an important role in modern life, keeping downtime of advanced capital goods within reasonable limits and ensuring availability, safety and eco-friendliness of different production and service systems, cf. [1]. At the same time, spare parts inventories have low turnover and form a substantial cost item in the production or service budgets. One of the main reasons for the large costs of spare parts inventories is the long replenishment lead-time, in particular for customized parts manufactured using Traditional Manufacturing (TM) technologies like milling, drilling or molding.

Additive manufacturing (AM), referred to as 3D printing, has greatly improved in the last years and is often used as an alternative (sometimes even as the main process) for the production of assembly components and replacement parts. Due to the use of very computerized printers that do not require specialized skills, the production can be moved closer to the inventory location, thus
reducing lead times considerably. However, (AM) often produces items that are not of desired quality and the production costs might be higher than in Traditional Manufacturing (TM).

In this paper, we study inventory policies for the case where both AM and TM may be used for replenishment. That is, depending on the stock level and yield uncertainty, one may decide whether to source a spare part from an AM or/and TM supplier.

This paper is related to the dual sourcing models, where suppliers have different lead times. Motivated by the offshoring phenomenon that became very popular after the 1990s, these models assume an expensive supplier with shorter lead-time and a cheaper supplier, with a longer lead-time. Due to the complexity of the problem, however, the literature mainly focuses on models with certain yield.

For a lead-time difference larger than one, it has been shown in [2] that the optimal policy does not have a simple structure. In the recent years, several close to optimal policies have been proposed in the literature for this problem [3-6]. Our model differs from these papers by taking into account yield uncertainty for the supplier with short lead-times.

In the context of dual sourcing, uncertainty in supply has been considered mainly regarding capacity or yield. [7,8], analyze periodic inventory models with uncertain capacities of the faster supplier. [8] assumes that the fast supplier is the in-house production unit, and is thus cheaper than the outside supplier, who is merely used when in-house capacity is not sufficient. For the case with no ordering costs and capacity restrictions revealed at the moment of order, [8] show that a capacity dependent base stock policy for both suppliers is optimal. A similar problem is studied in [7], however, under the assumption that the capacity of the fast supplier is unknown at the moment of ordering. Both papers assume a lead time difference of at most one.

Uncertain yield is mainly studied in the context of single sourcing [9-12]. For dual sourcing, the most studied form of random yield is when suppliers face a random disruption (either can satisfy the whole order or nothing). [13] looks at the joint pricing and inventory control problem under a finite horizon for a firm with two suppliers, both facing random disruptions and price-sensitive random demands. They show that when both suppliers are unreliable, for a leadtime difference of one and disruptions following a Markov Chain, the optimal inventory policy in each period is a reorder point policy and the optimal price is decreasing in the starting inventory level in that period. To the best of our knowledge, the only paper considering binomial random yield in the context of dual sourcing with arbitrary lead time difference is [14]. The unreliable supplier is the slow, cheaper supplier. They propose an approximate policy by reducing the problem with uncertain yield to a dual sourcing problem with certain yield and modified demand.

In our paper, we assume a dual sourcing model, where the quality of the items delivered by the fast and expensive supplier (the AM supplier) is uncertain. This supplier is used only to compensate for the long lead-times of the regular supplier
(the TM supplier), which produces at lower costs, but has longer lead time. In our model, we assume expensive items, that justify the assumption that orders are placed when demands occur and have size at most one for each supplier (similar to the ( $\mathrm{S}-1, \mathrm{~S}$ ) policy for single sourcing models). Note that when the order size is one, random disruptions and random yield are equivalent, if the disruption becomes known only upon delivery. We assume exponential lead times for both suppliers. This assumption allows us to work with lead times with a difference larger than 1, unlike the previous papers studying random disruptions.

The rest of the paper is organized as follows. In Sect. 2, we describe the problem and provide necessary assumptions and notations. In Sect. 3, we present how the problem can be analyzed using the Continuous Markov Decision Process. Finally, in Sects. 4 and 5, we present some numerical results and initial observations about advantages of using the Additive Manufacturing as a resupply option.

## 2 The Problem

In this paper, we consider a single-site spare parts supply system. We assume that demands for spare parts occur according to Poisson processes and the failed spare parts are immediately replaced from the inventory, if available. If the replacement parts are not available in the inventory, the failed parts are backordered and fulfilled when a spare of the same type becomes available. When a demand occurs, a replenishment order is sent out immediately, to either the TM or the AM supplier, or to both see Fig. 1. The last option is necessary to compensate for the uncertain yield of the AM supplier whose parts might not pass quality control. When a part from the $A M$ supplier does not pass the quality control, it will be discarded. Replenishment times from both suppliers are assumed exponentially distributed and independent of each other.

The decision of which supplier to use (the AM or the TM supplier) is based on the trade-off between the higher purchasing costs (but shorter lead-times) for the AM supplier and the lower purchasing costs (but longer lead-times) for the TM supplier. The model below assumes only one type of items in the system. This assumption, however, can be easily relaxed since the proposed optimization model is fully separable, and the decisions for each item type can be taken independently.

The main optimization challenge is to find an ordering policy that minimizes the average per-period total cost, consisting of the ordering (production) costs, the inventory holding costs, and the stockout (backorder) penalty costs.

### 2.1 Assumptions and Notations

In the remainder of the paper, we use the following assumptions and notations:
$-\lambda$ : arrival rate of failed items; the arrival process is assumed to be Poisson.

- $\mu^{T M}$ and $\mu^{A M}$ : replenishment rates from the TM and AM suppliers;


Fig. 1. System diagram

- $P^{g}$ : the probability of an item from an $A M$ supplier to pass quality control
- $C^{H}$ : holding costs, paid per time unit per parts available in the inventory (net inventory).
$-c^{B O}$ : Penalty costs (or backorder costs) incurred when the required part is not available; paid per time unit per not available part,
$-c^{T M}, c^{A M}$ : ordering costs from the $T M$ and $A M$ suppliers, correspondingly.


## 3 The Markov Decision Problem

The behavior of this inventory system can be modeled by a continuous time Markov Chain (MC) with states given by $s=\left(n^{I}, m^{T M}, m^{A M}\right)$, where
$n^{I}$ - items in the inventory (net),
$m^{T M}$ - items in the ordering pipeline at the TM supplier,
$m^{A M}$ - items in the ordering pipeline at the AM supplier.
Let $\alpha_{s}, \beta_{s}$, and $\gamma_{s}$ be binary variables that indicate whether the $A M, T M$ or both suppliers are used in state $\left(n^{I}, m^{T M}, m^{A M}\right)$. We assume that

$$
\begin{equation*}
\alpha_{s}+\beta_{s}+\gamma_{s}=1 \tag{1}
\end{equation*}
$$

i.e., a replenishment order is always placed.

For a given ordering policy $\left\{\left(\alpha_{s}, \beta_{s}, \gamma_{s}\right), s \in \Omega\right\}$, the transition diagram is as shown in Fig. 2. Please note, that when a part replenished by the AM process does not satisfy the quality control (with probability $1-P^{g}$ ), the total number of parts (inventory + ordered) in the system drops by 1 (lower right node in Fig. 2). Therefore, extra parts might be ordered at the next failure event (lower left node in Fig. 2).

The equilibrium equations for the steady-state probabilities $p_{n^{I}, m^{T M}, m^{A M}}$ in this Continuous Time Markov Chain system (for all states $s=$ $\left.\left(n^{I}, m^{T M}, m^{A M}\right) \in \Omega\right)$ are as follows:


Fig. 2. Markov Chain flow diagram

$$
\begin{align*}
&(\lambda+\left.m^{T M} \mu^{T M}+m^{A M} \mu^{A M}\right) p_{n^{I}, m^{T M}, m^{A M}} \\
& \quad= \alpha_{n^{I}+1, m^{T M}-1, m^{A M}} \lambda p_{n^{I}+1, m^{T M}-1, m^{A M}} \\
& \quad+\beta_{n^{I}+1, m^{T M}, m^{A M}-1} \lambda p_{n^{I}+1, m^{T M}, m^{A M}-1} \\
& \quad+\gamma_{n^{I}+1, m^{T M}-1, m^{A M}-1} \lambda p_{n^{I}+1, m^{T M}-1, m^{A M}-1}  \tag{2}\\
& \quad+\left(m^{T M}+1\right) \mu^{T M} p_{n^{I}-1, m^{T M}+1, m^{A M}} \\
& \quad+P^{g}\left(m^{A M}+1\right) \mu^{A M} p_{n^{I}-1, m^{T M}, m^{A M}+1} \\
& \quad+\left(1-P^{g}\right)\left(m^{A M}+1\right) \mu^{A M} p_{n^{I}, m^{T M}, m^{A M}+1}
\end{align*}
$$

Adding the normalization equality

$$
\begin{equation*}
\sum_{s \in \Omega} p_{s}=1 \tag{3}
\end{equation*}
$$

we obtain a system of independent linear equations that gives the steady-state probabilities $p_{n^{I}, m^{T M}, m^{A M}}$.

We truncate the state space $\Omega$ by limiting the net inventory $n^{I}$ by the minimum and maximum possible inventory levels $\left(n_{\min }^{I}\right.$ and $\left.n_{\max }^{I}\right)$. We also limit the number of items in pipelines, $m^{T M}$ and $m^{A M}$, by $m_{\max }^{T M}$ and $m_{\max }^{A M}$. At the same time, the range $n_{\text {max }}^{I}-n_{\text {min }}^{I}$ should not exceed $\max \left(m_{\text {max }}^{T M}, m_{\text {max }}^{A M}\right)$.

The goal of the model is to find an ordering policy $\left\{\left(\alpha_{s}, \beta_{s}, \gamma_{s}\right), s \in \Omega\right\}$ that minimizes the average per-period total cost consisting of the ordering (production) costs, the inventory holding costs, and the stockout (backorder) penalty costs:

$$
\begin{equation*}
\min _{\alpha, \beta} \sum_{s \in \Omega}\left[c^{T M} \lambda\left(\alpha_{s}+\gamma_{s}\right)+c^{A M} \lambda\left(\beta_{s}+\gamma_{s}\right)+c^{H}\left(n_{s}^{I}\right)^{+}-c^{B O}\left(n_{s}^{I}\right)^{-}\right] p_{s} \tag{4}
\end{equation*}
$$

where $a^{+}$and $a^{-}$denote $\max (0, a)$ and $\min (0, a)$, and $n_{s}^{I}$ represents the first component of state $s$.

The optimization problem consists of the objective (4), balance Eqs. (2-3) and relation (1). Due to the multiplication of the variables $\alpha, \beta$ and $\gamma$ by the steady-state probabilities, the optimization problem is not linear. However, the problem can be shown to be equivalent to a linear program, whose solutions are integer (see for example $[15,16]$ ).

### 3.1 Linear Programming Formulation

To create the LP formulation, we relax first the integrality condition for $\left(\alpha_{s}, \beta_{s}, \gamma_{s}\right)$. As a result, these variables will present in fact probabilistic decisions to order from TM or AM suppliers: in state $s$, a part will be ordered from the TM supplier with probability $\alpha_{s}$, from the AM supplier with probability $\beta_{s}$ and from both with probability $\gamma_{s}$.

Next, we introduce new decision variables:

$$
\begin{aligned}
y_{s}^{\alpha} & =\alpha_{s} p_{s} \\
y_{s}^{\beta} & =\beta_{s} p_{s}
\end{aligned}
$$

These new variables allow us to the rewrite the optimization problem (1-4) as the following linear program:

$$
\begin{align*}
& \min _{\alpha, \beta} \sum_{s \in \Omega}\left[c^{T M} \lambda\left(\alpha_{s}+\gamma_{s}\right)+c^{A M} \lambda\left(\beta_{s}+\gamma_{s}\right)+c^{H}\left(n_{s}^{I}\right)^{+}-c^{B O}\left(n_{s}^{I}\right)^{-}\right] p_{s}  \tag{5}\\
& \text { s.t. }(\lambda+\left.m^{T M} \mu^{T M}+m^{A M} \mu^{A M}\right) p_{n^{I}, m^{T M}, m^{A M}} \\
&= \lambda\left[y_{n^{I}+1, m^{T M}-1, m^{A M}}^{\alpha}+y_{n^{I}+1, m^{T M}, m^{A M}-1}^{\beta}\right. \\
& \quad+p_{n^{I}+1, m^{T M}-1, m^{A M}-1} \\
&\left.\quad-y_{n^{I}+1, m^{T M}-1, m^{A M}-1}^{\alpha}-y_{n^{I}+1, m^{T M}-1, m^{A M}-1}^{\beta}\right]  \tag{6}\\
&+\left(m^{T M}+1\right) \mu^{T M} p_{n^{I}-1, m^{T M}+1, m^{A M}} \\
&+P^{g}\left(m^{A M}+1\right) \mu^{A M} p_{n^{I}-1, m^{T M}, m^{A M}+1} \\
&+\left(1-P^{g}\right)\left(m^{A M}+1\right) \mu^{A M} p_{n^{I}, m^{T M}, m^{A M}+1} \\
& \sum_{s \in \Omega} p_{s}=1  \tag{7}\\
& y_{s}^{\alpha}+y_{s}^{\beta} \leq p_{s}  \tag{8}\\
& y_{s}^{\alpha}, y_{s}^{\beta}, p_{s} \geq 0 \tag{9}
\end{align*}
$$

Note here that $\gamma_{s}$ is substituted by $1-\alpha_{s}-\beta_{s}$, hence $\gamma_{s} p_{s}=p_{s}-y_{s}^{\alpha}-y_{s}^{\beta}$.
For this problems, it is possible to show (see for example [15]) that the optimal $y_{s}^{\alpha}$ and $y_{s}^{\beta}$ are always equal either $p_{s}$ or 0 . That is, the optimal $\alpha_{s}$ and $\beta_{s}$ will always be integer. Observe that when $\alpha_{s}=\beta_{s}=0$ corresponds to the situation when we order from both suppliers.

## 4 Numerical Experiments

In this section, we present few numerical experiments to demonstrate advantages of using the Additive Manufacturing as an extra supply option.

In the presented experiments, we use the following settings. The cost parameters and the probability that an AM supplied part is good are: $c^{H}=1.0$,
$c^{T M}=10.0, c^{A M}=100.0, c^{B O}=1000.0, P^{g}=0.9$. The maximum and minimum inventory levels ( $n_{\max }^{I}$ and $n_{\min }^{I}$ ) are set to 10 and -20 , correspondingly. For the failure and replenishments rates we following values:

$$
\begin{array}{ll}
\lambda=0.1,0.2,0.3 & \text { - failure rates per year } \\
\mu^{T M}=2,3,4 & \text { - lead times of } 6,4, \text { and } 3 \text { month } \\
\mu^{A M}=30,50,100 & \text { - lead times of } 12,7.5, \text { and } 3.6 \text { days }
\end{array}
$$

The combinations of these failure and replenishments rates produce 27 experiments, the results of which can be found in Table 1.

Table 1. The total cost and inventory cost reductions when additive manufacturing is used as a secondary supply option.

Total cost reduction

| $\mu^{T M}$ | $\mu^{A M}$ | $\lambda$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 0.1 |  | 0.20 .3 |
| 2 | 30 | 4.65\% | .53\% | \% 1.50\% |
|  | 50 | 6.66\% | 0.81\% | \% 2.03\% |
|  |  | 8.10\% | .54\% | \% 2.47\% |
| -3- |  | $0.49 \%$ | . $\overline{01} \overline{\%}$ | $\overline{\%} \overline{0} . \overline{0} 2 \%$ |
|  | 50 | 1.97\% | .02\% | \% 0.02\% |
|  | 100 | 3.14\% | 0.06\% | \% 0.15\% |
| 4 | $\overline{3} 0$ | 0.01\% | . $\overline{0} \overline{\%}$ | $\overline{\%} \overline{0} . \overline{0} 0 \%$ |
|  | 50 | 0.09\% | 0.02\% | \% 0.01\% |
|  | 100 | 0.10\% | 0.02\% | \% 0.01\% |

Inventory cost reduction

|  |  |  |  |
| :---: | :---: | :---: | :---: |
| $\mu^{T M}$ | $\mu^{A M}$ | $\begin{array}{ll}0.1 & 0.2\end{array}$ |  |
| 2 | 30 | 33.83\% 0.13\% | 0.03\% |
|  | 50 | 33.83\% 0.13\% | 0.03\% |
|  | 100 | $33.83 \% 0.16 \%$ | 0.03\% |
|  | $\overline{3} 0$ | -0.16\% 0.00\% | $\overline{0} . \overline{0} 0 \%$ |
|  | 50 | 0.16\% 0.00\% | 0.00\% |
|  | 100 | 0.16\% 0.00\% | -0.01\% |
| $-4$ | $\overline{3} 0$ | $\overline{0} \overline{0} 0 \overline{0} \% 0^{0.00} \%$ | $\overline{0} . \overline{0} 0 \%$ |
|  | 50 | 0.00\% 0.00\% | 0.00\% |
|  | 100 | 0.00\% 0.00\% | 0.00\% |

The results presented in Table 1 indicate that:

1. Additive Manufacturing can help reduce the total system cost despite its higher costs and yield uncertainty.
2. The main reduction in cost is due to inventory cost reduction. Reducing inventory costs plays an important role, due to the high costs of spare parts, in particular of advanced equipment.
3. The cost reduction depends very much on the problem parameters, and the larger savings are achieved when the TM supplier is slow.
4. The optimal policy is state dependent, making harder to derive simple ordering rules.

The obtained results are rather limited and are just to demonstrate the advantages of the Additive Manufacturing in spare parts supply. At the same time, the obtained optimization problem is linear and can be easily solved for relatively large problem sizes using any commercial LP solver.

## 5 Conclusions

In this paper, we studied the spare parts supply system where both AM and TM methods are used for replenishment of the spare parts inventories. One of
the main aspects of our model is that we assume yield uncertainty in the replenishments from the AM source. The obtained results indicate that the Additive Manufacturing can be an interesting option for the replenishment, despite its obvious drawbacks (price and yield uncertainty).
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#### Abstract

We study a pooling-inventory-capacity problem that arises in the design of repair shops for repairable spare part logistic systems. We formulate the problem as a stochastic nonlinear integer programming model and propose a two-stage sequential solution algorithm. At the first stage, a genetic algorithm (GA) generates a set of feasible pooled repair shop design schemes. A pooled design can be viewed and modeled as the union of mutually exclusive and total exhaustive multi-class multi-server queueing systems. Thus, we exploit this fact and optimize each queueing system separately. In the second stage, optimal inventory and capacity levels for each independent system are calculated by using a queueing approximation technique and a local greedy heuristic. Finally, the performed numerical experiments show that proposed two-stage approach achieves high-quality solutions in reasonable time.
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## 1 Introduction

Maintenance plays a very important role in the modern life ensuring availability, safety, and eco-friendliness of different production and service systems, cf. [1]. At the same time, maintenance costs form a substantial cost item in the production or service budgets. In production systems, maintenance related costs can be typically anywhere between $15 \%$ and $70 \%$ of the total production expenses [2].

In our research, we study supply systems for repairable spare parts, where malfunctioned parts or components are immediately replaced by ready-for-use spares. The failed components are sent to a repairshop, and once the repair is finished, they are forwarded back to stock as good as new. The repair shop has


Fig. 1. Repair shop architecture for 2 failure types and 3 Cross-Trained Servers.
several multi-skilled parallel servers (technicians) that are capable of handling certain types of spares, see Fig. 1.

Previously (see [3-5]), different simulation based evolutionary heuristics were applied to optimize the skill assignments in the spare parts supply systems described above. There was shown that the optimal assignments of skills could reduce the total system cost by almost $30 \%$ compared to the cases where servers can handle all failures. The presented heuristics used the simulation models for objective function evaluation due to the lack of exact methods for analysis of queueing systems with cross-training.

The simulation-based optimization methods, however, are very timeconsuming. Therefore, one can utilize the existing queueing theory models to speed up the optimization of the skill-server assignments, in order to be able to analyze bigger queueing systems. One of such models is the model for a multi-class multi-server queueing system [6], where all incoming requests can be processed by all servers, i.e. with "full" cross-training. The idea of pooled design was analyzed in $[7,8]$, where it was shown, that the best pooled design is very often within the $10 \%$ range from the optimal solution.

In this paper, we propose a new Genetic Algorithm (GA) based optimization heuristic where the search space is limited only to the pooled designs. This allows us to use the existing exact queueing models and to speedup the evaluation of the objective function.

The rest of the paper is organized as follows. Section 2 describes the assumptions and the optimization model of the studied problem. In Sect. 3, the proposed optimization heuristic is presented. Numerical experiments comparing the proposed heuristic with other optimization models are presented in Sect. 4. Conclusions and future research directions are discussed in Sect. 5 .

## 2 Problem Definition and Optimization Model

We study a single echelon spare part supply system with one repair facility and multiple repairable stock keeping units (SKUs) at stock points. The repair facility may have several parallel multi-skilled servers with different amount of cross-training as shown in Fig. 2. We focus on a design scheme known as pooling
in which repairables are clustered by some measure of similarity. A repair shop has a pooled structure if the spare parts are divided into several independent and non-overlapping groups (clusters) and each cluster has their group of servers as depicted in Fig. 2(b).

When a part fails in the system, it is immediately replaced by a ready-for-use part of the same SKU type from the stock point, and the failed part is sent to the repair shop (Fig. 1). If the spare is not available in the stock, the request is backordered. In this case, the system goes down, and a downtime cost occurs until the requested ready-for-use part is delivered. The failures of parts obey a Poisson process with constant rates, and they are mutually independent of each other. We assume the repair times are exponentially distributed and mutually independent. We also assume the expected repair times depend on the SKU type and are independent of the processing server providing that the server has that skill to repair the failed part. We use first come first served (FCFS) queueing discipline. This discipline implies that whenever a server gets idle, it picks the failed part that has the longest waiting time in the queue, as long as the server has the needed skill. These are the most commonly used assumptions in the repairable spare part supply systems [9].


Fig. 2. An example of possible different repair shop designs.

In addition to the common assumptions, we model each cluster inside the repair shop as a Markovian multi-class multi-server $M / M / k$ queueing system with dedicated queues, i.e., every server inside a cluster can repair all SKUs that are assigned to that cluster. Also, clusters inside the repair shop are mutually exclusive (disjoint) and collectively exhaustive, i.e., a particular failed SKU can be repaired at exactly one cluster, and all SKUs are assigned to exactly one cluster. The rest of the assumptions can be found in [5].

We use the similar modeling approach developed in [8]. The parameters and decision variables used for the development of stochastic model and solution procedures are presented below.
Sets:
$N$ : Set of distinct types of repairables (SKUs)

## Problem parameters:

$\lambda_{i}$ : Failure rate of SKU type $i(i=1, \ldots,|N|)$
$\mu_{i}$ : Service rate of SKU type $i(i=1, \ldots,|N|)$
$h_{i}$ : Inventory holding cost of SKU type $i$ per unit time per part $(i=1, \ldots,|N|)$
$b$ : Penalty cost for each backordered demand per unit time, which is equivalent to the cost of downtime of the system
$f$ : Operation cost of a server per unit time
$c_{i}$ : Cost of having the skill to repair SKU type $i$ per unit time per server $(i=1, \ldots,|N|)$
$\epsilon$ : Very small positive real number

## Decision variables:

$S_{i}$ : Initial inventory quantity (basestock level) kept in stock for SKU type $i(i=1, \ldots,|N|)$ and $\mathbf{S}=\left(S_{1}, \ldots, S_{|N|}\right)$
$z_{j}:$ Number of the operational servers in the cluster $j(j=1, \ldots,|N|)$
$x_{i j}$ : Binary variable indicating that whether the cluster $j$ has the skill to repair SKU type $i(i=1, \ldots,|N|)$ or not

The objective function (1) shows the sum of costs included in the model. The first term represents the cost of acquiring capacity (servers), whereas the second term represents the cross-training cost of the servers in each cluster, the third summation term shows the cost of holding spare parts inventories, and backorder cost is represented by the last term. The backorder cost term is calculated using the penalty cost $b$ and the expected total number of backordered parts $\mathbb{E B O} \mathbb{D}_{i}\left[S_{i}, \mathbf{X}, \mathbf{Z}\right]$ for each SKU type $i$ in the steady-state; under the given initial inventory level $S_{i}$, pooling scheme of the repair shop $\mathbf{X}$ and the server assignment policy $\mathbf{Z}$. The variable $\mathbf{X}$ represents the $(|N| \times|N|)$-matrix of the binary decision variables $x_{i j}$ denoting how SKUs are pooled in the repair shop. The variable $\mathbf{Z}$ represents a $1 \times|N|$ - row matrix of integer decision variables $z_{j}$ denoting the number of servers in each cluster of the repair shop. Constraints (2) guarantee that an SKU is assigned to the exactly one cluster. The overall utilization rate of a particular cluster $k\left(\sum_{i=1}^{N} x_{i k} \lambda_{i} / \mu_{i}\right)$ must be strictly smaller than capacity (total number of servers in the cluster $z_{k}$ ) of that cluster, which is ensured by Constraints (3). Constraints (4) restrict $x_{i j}$ to be binary so that clusters in any pooling scheme $\mathbf{X}$ become mutually exclusive and totally exhaustive.

The remaining constraint sets (5) and (6) are required the decision variables to be integers and non-negative.

$$
\begin{array}{cc}
\min _{\mathbf{S}, \mathbf{X}, \mathbf{z}} \sum_{j=1}^{|N|} f z_{j}+\sum_{j=1}^{|N|} z_{j}\left(\sum_{i=1}^{|N|} c_{i} x_{i j}\right)+\sum_{i=1}^{|N|} h_{i} S_{i}+b \sum_{i=1}^{|N|} \mathbb{E} \mathbb{B O}_{i}\left[S_{i}, \mathbf{X}, \mathbf{Z}\right] \\
\text { Subject to: } \sum_{j=1}^{|N|} x_{i j}=1 & i \in\{1, \ldots,|N|\} \\
\sum_{i=1}^{|N|} x_{i j} \frac{\lambda_{i}}{\mu_{i}} \leq(1-\epsilon) z_{j} & j \in\{1, \ldots,|N|\} \\
x_{i j} \in\{0,1\} & i, j \in\{1, \ldots,|N|\} \\
z_{j} \in\{0\} \cup \mathbb{Z}^{+} & j \in\{1, \ldots,|N|\} \\
S_{i} \in \mathbb{N}_{0} & i \in\{1, \ldots,|N|\} \tag{6}
\end{array}
$$

## 3 A Two-Stage Solution Heuristic

An arbitrary pooling policy $\mathbf{X}$ is a feasible solution to the above model iff it corresponds to a partition of the set of SKUs, $N$. The number of ways a set of $|N|$ elements can be partitioned into non-empty subsets is called a Bell number. The number of possible pooling schemes $\mathbf{X}$; i.e., partitions, increases exponentially for increasing number of SKUs in the system. That is, the presented optimization problem is most probably NP-hard, as many other clustering problems. Therefore, we search for the optimal pooled repair shop design policy, $\mathbf{X}$, by utilizing a genetic algorithm (GA) based heuristic. This GA based heuristic, generates, first, a set of feasible pooled repair shop design policies. Afterwards, these candidate feasible solutions (policies) are passed through fitness evaluation function to find optimal values of server assignment policy $\mathbf{Z}$ and inventory levels of spares S. Figure 3 presents details of the proposed solution algorithm. The details of the algorithm are provided in the following subsections.

### 3.1 Pooling Policy Generation via GA

The GA is a stochastic optimization technique that depends on a random-based searching mechanism, and it has been successfully adapted in many areas to solve a large number of optimization problems [10]. GAs are inspired by natural selection and biological evolutionary philosophy. A population of individuals is represented by a chromosome, a string of information which is randomly generated [4]. Figure 4 shows the chromosome encoding procedure chosen in this study. Each chromosome corresponds to a particular repair shop design policy, $\mathbf{X}$. Every chromosome in the population has $|N|$ genes. The value of the gene $i$ indicates the cluster that SKU type $i$ is assigned into. Each chromosome also


Fig. 3. The proposed GA-integrated two-stage sequential solution algorithm.


Fig. 4. An illustrative chromosome representation for a pooled design
carries information about the number of clusters exist in the repair shop. The total number of distinct integer in the chromosome represents the number of clusters. For example in Fig. 4, there are five clusters and SKUs 1, 5 and 10 are in the same cluster.

The algorithm starts by creating an initial population of individuals (chromosome); i.e., feasible pooling policies. The value of genes is generated by assigning a random integer from 1 to $|N|$ with equal probability. Then, individuals in the population are evaluated for fitness; i.e., total cost/objective function in Eq. (1). The details of fitness evaluation are discussed in the Subsect.3.2.

Individuals that have better fitness are used to produce new offspring solutions which have a greater chance of being superior to the previous population of individuals. Less successful individuals from the previous generation are consequently deleted [4]. Selection processes in GA determine which solutions are to be preserved and allowed to reproduce and which ones deserve to die out. There are different techniques to implement selection in GAs. We chose tournament selection with tournament size 10. In tournament selection, several tournaments
are played among a few individuals. The individuals are chosen at random from the population. The winner of each tournament is selected for next generation.

Crossover is an operation where two chromosomes (parents) partially contribute characteristics to a new chromosome (child). We use a uniform random one-point crossover technique to generate new feasible pooling policies. After crossover, we apply mutation operation to randomly selected individuals. Mutation operation is used to avoid trapping in local optima and to explore new pooling policies. We develop and try two different mutation operations as illustrated in Fig. 5.
(a) switch-mutation: The procedure in which a random gene is chosen and switched to the value of another gene in the chromosome with equal probability.
(b) swap-mutation: The procedure in which two genes are selected at random, and then they are swapped by value.

Table 1 documents GA parameters and functions used in the solution algorithm development.


Fig. 5. An illustrative (a) switch-mutation (b) swap-mutation operations

Table 1. Summary of genetic algorithm parameters and details.

| Parameter | Value |
| :--- | :--- |
| Population size | 100 |
| Number of generation | 25 |
| Crossover rate | 0.8 |
| Chromosome mutation rate | 0.4 |
| Switch-mutation probability | 0.5 |
| Swap-mutation probability | 0.5 |
| Operation | Detail |
| Initial population | Uniform random integer $\in[1,\|N\|]$ |
| Fitness evaluation | Queuing approximation and local search |
| Selection | Tournament selection |
| Crossover | One-point uniform |
| Mutation(s) | Switch |
|  | Swap |

### 3.2 Fitness Evaluation

After the generation of the pooling policies $\mathbf{X}$ by above described GA procedures, multi-class multi-server solver and local search algorithm are called to evaluate the fitness (total cost) of each policy in the population as shown in Fig. 3.

Each cluster in $\mathbf{X}$ can be analyzed and optimized separately due to the clusters being mutually exclusive and independent from each other. For each cluster, the local search takes into account trade-off between adding an extra server to the cluster and decreasing the spare inventories in that cluster. The local search algorithm is basically a greedy search to find the optimal number of servers $z_{k}$ in the cluster $k$ by solving newsboy-like subproblems (see [11] for details).

To solve above-mentioned newsboy-like subproblems, the probability distribution of the number of failed SKU type $i$ at the steady-state, $p_{i}(q)$, is needed to find the value of $\mathbb{E B O} \mathbb{O}_{i}\left[S_{i}, \mathbf{Z}, \mathbf{X}\right]$. In this direction, each cluster $k$ in the repair shop for a given number of servers $z_{k}$ is modeled as a multi-class multi-server $M / M / z_{k}$ queueing system. The method proposed by [6] is deployed to analyze multi-class multi-server $M / M / z_{k}$ and to derive the probability distribution of the number of failed SKU type $i$. When the number of SKU types and number of servers are reasonably large in the cluster, this method may become computationally expensive in terms of running time. Thus, we utilized queueing approximation algorithms discussed in [12,13]. By this approximation, marginal probability distribution (and several performance characteristics) of the SKU type $i$ in the cluster $k$ is derived by aggregating all other SKUs in the cluster $k$ into a single SKU type (class). To obtain the remaining probability distributions for the other SKUs in the cluster, the procedure is repeated $[8,11]$.

Figure 6 visualizes how $N$-class $M / M / z_{k}$ system is decomposed into $N$ independent 3 -class $M / M / z_{k}$ for approximation, where $\Lambda_{A}$ and $\Lambda_{A^{\prime}}$ denote the arrival rates of aggregated classes.


Fig. 6. Approximation of an $N$-class $M / M / z_{k}$ queueing system with decomposition into N 3 -class $\mathrm{M} / \mathrm{M} / z_{k}$ subsystem

We can find the optimal value of inventory levels $\mathbf{S}$ for each SKU by using the approximated distributions, $\tilde{p}_{i}(q)$. The smallest $S_{i}$ value that satisfies the following equation is the optimal inventory level for given $\mathbf{X}$ and $\mathbf{Z}$ (see [14] for details).

$$
\begin{equation*}
\sum_{q=0}^{S_{i}} \tilde{p}_{i}(q) \geq \frac{b-h_{i}}{b} i=1, \ldots,|N| \tag{7}
\end{equation*}
$$

## 4 Numerical Study

In this section, first, we describe the experiment testbed used for the numerical study in Subsect.4.1. Then, we test the proposed solution algorithm under different input settings. In this direction, Subsect. 4.2 presents the total system cost reductions achieved by the proposed algorithm in comparison with fully flexible and dedicated repair shop designs, and Subsect. 4.3 documents the run-times of the proposed optimization algorithms under different factors.

### 4.1 Testbed

For benchmarking, we use the same testbed of instances as in [5, 8]. In this dataset, a full factorial design of experiment (DoE) with seven factors and two levels per factor is used to generate a total of 128 instances. The number of SKUs, $N$, and the initial total number of servers, $M$, are the first two DoE factors with levels 10 and 20 for the numbers of SKUs, and 5 and 10 for the initial numbers of servers. The failure rates and the service rates are generated based on the system (repair shop) utilization rate with the assumption that all SKUs are processed on all servers, i.e., a repair shop design with one cluster and fully flexible servers. The system utilization rate, $\rho$, is the third design factor with levels 0.65 and 0.80 . For the chosen utilization rate, we randomly generate two sets of parameters:
(a) the failure rates $\lambda_{i}$, such that $\sum_{i=1}^{N} \lambda_{i}=1$, and
(b) workload percentages $\delta_{i}$, such that $\sum_{i=1}^{N} \delta_{i}=1$.

Using the generated $\lambda_{i}$ and $\delta_{i}$, we produce the service rates $\mu_{i}$ as $\mu_{i}=\frac{\lambda_{i}}{\delta_{i} \rho M}$, where $\delta_{i} \rho M$ is the total workload of SKU type $i$. The pattern of the holding costs, $h_{i}$, is the fourth design factor with two variants (levels): (i) IND: completely randomly (independent) within a range $\left[h_{\min }, h_{\max }\right]$, and (ii) HPB: hyperbolically related to the workloads $w_{i}=\lambda_{i} / \mu_{i}=\delta_{i} \rho M$ :

$$
h_{i}=\frac{h_{\text {max }}-h_{\text {min }}+10}{9 \frac{w_{i}-w_{\text {min }}}{w_{\text {max }}-w_{\text {min }}}+1}-10+h_{\text {min }}+\xi_{i}
$$

where

$$
\begin{gathered}
\xi_{i} \in U\left[-\frac{h_{\max }-h_{\min }}{20}, \frac{h_{\max }-h_{\min }}{20}\right], w_{\min }=\min _{i=1, \ldots, N} w_{i} \\
\text { and } w_{\max }=\max _{i=1, \ldots, N} w_{i}
\end{gathered}
$$

The parameters of the hyperbolic relation are chosen such that it replicates some of the real-life scenarios where more expensive repairables are repaired less frequently. The minimum holding cost, $h_{\text {min }}$, is the fifth factor with levels 1 and 100. The maximum holding cost is fixed at 1,000 . The server cost, $f$, and the skill cost, $c_{i}$, are the last two factors in our DoE. The server cost levels are set as

10,000 and $100,000\left(10 h_{\max }\right.$ and $\left.100 h_{\max }\right)$. The skill cost is assumed as $1 \%$ or $10 \%$ of the chosen server cost for all SKUs. The penalty cost, $b$, is set as fifty-fold of the average holding cost so that about $98 \%$ of requests can be met from spare stocks. That means the probability of backorder is only 0.02 . The overview of all factors and levels are presented in Table 2.

Table 2. Problem parameter variants for test bed.

| Factors | Levels |
| :--- | :--- |
| No. of SKUs $(N)$ | 10,20 |
| No. of initial servers $(M)$ | 5,10 |
| Utilization rate $(\rho)$ | $0.65,0.80$ |
| Minimum holding cost $\left(h_{\min }\right)$ | 1,100 |
| Maximum holding cost $\left(h_{\text {max }}\right)$ | 1000 |
| Holding cost/Workload relation | IND, HPB |
| Server cost $(f)$ | $10 h_{\max }, 100 h_{\max }$ |
| Cross-training cost $\left(c_{i}\right)$ | $0.01 f, 0.10 f$ |
| Penalty cost $(b)$ | $50 \frac{\sum_{i=1}^{N} \lambda_{i} h_{i}}{\sum_{i=1}^{N} \lambda_{i}}$ |

### 4.2 Cost Reduction

Using the proposed pooling-based GA heuristic, we find the optimal pooling scheme together with optimal capacity and inventory levels of spares for the cases described in the previous subsection. We compare the total system cost with the costs obtained from fully flexible (as in Fig. 2(a)) and dedicated (as in Fig. 2(c)) designs.

We define two metrics $\Delta_{G A}^{F \text { lexible }}$ and $\Delta_{G A}^{\text {Dedicated }}$. The metric $\Delta_{G A}^{F \text { lexible }}$ represents the relative percentage difference between the total cost of the pooled design found by pooling based GA heuristic and the total cost of the fully flexible design. In the same manner, $\Delta_{G A}^{\text {Dedicated }}$ denotes the relative percentage gap between the total cost of the pooled and the dedicated designs.

Figure 7 shows pair-wise total cost comparisons for different problem factors. When all the test cases are considered, the pooled designs found by proposed heuristic can yield $\sim 44 \%$ and $\sim 21 \%$ cost savings in comparison with dedicated and fully flexible designs, respectively. In only $11 \%$ of the cases ( 15 out 128) in the testbed, the fully flexible repair shop designs outperform the pooled designs in terms of the total system cost. Figure 7 also indicates that dedicated repair shop designs are not cost-effective because of to the excess idle server capacity and high total capacity acquisition cost. Dedicated designs are outperformed by proposed heuristic in all of the test cases, and in $25 \%$ of cases ( 32 out of 128), dedicated designs achieve a better (lower) total system cost compared to fully flexible systems.


Fig. 7. Pair-wise total cost comparison with fully flexible and dedicated systems

### 4.3 Run-Time Performance

We implement the algorithm and run all the experiments on a computer with 16 GB RAM and 2.8 GHz i7 CPU. The run-time distributions of solution algorithm under different factors are provided in Fig. 8. On an average, the presented pooling-based GA heuristic converges the best solution in 1456 CPU seconds. The worst case performance is around 4000 CPU seconds, which is acceptable for tactical and operational level decisions in real-life spare part supply systems.


Fig. 8. Run-time performance of solution algorithms under varying factors

The computational study shows that the increasing problem size (number of SKUs and the number of initial servers) has a negative impact on the run-time of the algorithm due to the increasing effort to solve the multi-class multi-server
queueing system approximation. Interestingly, the cross-training cost factor indirectly affects the size of multi-class multi-server queueing problem that has to be solved several times during execution of the algorithm, which results in longer run-times.

## 5 Conclusions

An effective spare part supply system planning is essential to achieve a high capital asset availability. In this direction, a two-stage sequential solution heuristic is developed to solve repair shop design problems in the spare parts supply systems. The developed algorithm uses a GA and queueing approximation as its subroutines to find and evaluate possible pooled repair shop designs. The proposed methodology achieves lower total system costs in comparison to dedicated and fully flexible designs within reasonable run-times.

As future research, to test the applicability of the methodology with reallife cases (with larger problem sizes; i.e., a larger number of SKUs) would be an invaluable contribution. Improving the performance of the GA by developing new mutation and crossover operations would be worthwhile. We also plan to use other metaheuristics such as simulated annealing and particle swarm optimization rather than GA to generate feasible pooling schemes. Integrating pooling decision with static and dynamic routing and prioritization rules in the part repair processes would provide interesting managerial insights.
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#### Abstract

We study a new bin packing problem with a color constraint. A finite set of items and an unlimited number of identical bins are given. Each item has a set of colors. Each bin has a color capacity. The set of colors for a bin is the union of colors for its items and its cardinality can not exceed the bin capacity. We need to pack all items into the minimal number of bins. For this NP-hard problem, we design the core heuristic based on the column generation approach for the large-scale formulation. A hybrid VNS matheuristic with large neighborhoods is used for solving the pricing problem. We use our core heuristic in the exact branch-and-price method. Computational experiments illustrate the ability of the core heuristic to produce optimal solutions for randomly generated instances with the number of items up to 250. High-quality solutions on difficult instances with regular structure are found.
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## 1 Introduction

In the classical bin packing problem, a set of weighted items must be packed into the minimal number of identical bins so that the sum of weights of items in each bin does not exceed the bin's capacity. In this paper, we continue to study a new variant of the bin packing problem with a color constraint [13]. We assume that each item has some colors rather than a weight. The bin capacity limits the total number of colors for its items. The goal is to pack all items into the minimal number of identical bins so that the total number of colors in each bin does not exceed the bin capacity. It is a NP-hard problem in the strong sense and the classical bin packing problem can be reduced to it [16].

The bin packing problem [9] with color constraints (BPC) is a recent line of research in combinatorial optimization. One of the applications of the problem is in the beverage package printing [16]. In [19] the bin packing problem with classes of items (colors) is used to model video-on-demand applications.

A biclique covering (biclustering), which is a straight reformulation of the BPC, is used to model protein-protein interactions [5].

There are some versions of the problem with online and offline settings $[3,17]$. In the colored bin packing [4], each bin has a maximum color capacity, i.e. a limit on the number of items of a particular color. This version is originated in the production planning of a steel plant. In a generalized version of the color bin packing problem [10,15], a conflict graph describes some constraints for the items in the same bin. In the black and white bin packing problem with alternation constraints [2], two items with the same color cannot be packed adjacently to each other.

In this paper, we continue to research a new version of the color bin packing problem which is a special case of the co-printing problem [13,16]. We assume that each item has zero weight and a set of colors. We design the branch-andprice method for this problem based on the large-scale reformulation. Following this framework, column generation procedure is implemented and additional stabilization constraints are added to speed up convergence of the procedure [7]. The VNS matheuristic with large neighborhoods is used for solving the pricing problem [13]. To obtain upper bounds, we consider the set of generated columns as a core of this problem and apply commercial solver (GUROBI) to this core. A similar idea was suggested by Avella et al. [1] for solving large-scale $p$-median problem by Lagrangian relaxations. It is interesting to note that the solver is very efficient in the case of core subproblem, although we spend a lot of efforts to perform the initial column generation procedure.

In our computational experiments, we observe that such core heuristic provides strong results even for a subcore when we terminate the column generation at an intermediate step for large instances. We illustrate this useful idea in computational experiments for instances with the number of items up to 500. The core heuristic has found optimal solutions for all test instances with the number of items up to 250 if each item has a random subset of colors. Moreover, integrality gap is 0 for this class of instances. A similar effect is known for the classical bin packing problem. Lower bound coincide with upper bound in the root of branching tree and such random instances are easy for our approach. Therefore, we design a set of difficult instances based on the idea from [12]. We create the random instances by the following rule: all items have the same number of colors and each color is used in the same number of items. For such regular instances, the integrality gap is positive, up to $20 \%$, the branching tree is non-trivial and the running time increases rapidly when dimension grows. Nevertheless, the core heuristic produces optimal or near optimal solutions with minimal deviation from the optimal value.

The paper is organized as follows. In Sect. 2 we introduce notations and the mathematical model for the BPC with a large number of variables. In Sect. 3 we outline the branch-and-price scheme. In Sect. 4 we describe column generation procedure and its usage during the branch-and-price method. To reduce the number of iterations of the column generation method, we introduce deep dual-optimal inequalities to the restricted master problem. In Sect. 5, we design
our core heuristic. Finally, Sect. 6 presents computational experiments for the random and difficult test instances with large integrality gap.

## 2 Mathematical Model

Let us introduce the following notations:
$I=\{1, \ldots, n\}$ is the set of items;
$J=\{1, \ldots, m\}$ is the set of colors;
$K_{i} \subset J$ is the set of colors for item $i$;
$b$ is the upper bound for number of different colors in each bin;
$p=\left(p_{1}, \ldots, p_{i}, \ldots, p_{n}\right)$ is a bin pattern, or bin for shot, where $p_{i} \in\{0,1\}$ denotes whether item $i$ is in the bin or not;
$P=\left\{p:\left|\cup_{i \in I}\left(K_{i}: p_{i}=1\right)\right| \leq b\right\}$ is the set of all feasible bins.
Decision variables:
$y_{p}=1$ if bin $p$ is used in the solution and $y_{p}=0$ otherwise.
Now we can write the BPC problem as follows:

$$
\begin{equation*}
\min \left\{\sum_{p \in P} y_{p}: \sum_{p \in P} p_{i} y_{p} \geq 1, i \in I, y_{p} \in\{0,1\}\right\} \tag{1}
\end{equation*}
$$

We use this large-scale formulation for our methods for several reasons. First of all, the large-scale formulation allows us to avoid symmetries which usually accompanies compact bin packing representations [14]. Second, large-scale formulations, as a rule, have small integrality gap even for the classical bin packing problem [11]. Despite the tremendous size of the resulting problem, it's relaxation can be solved with the column generation technique and the optimal solution can be found via the branch-and-price method.

To present column generation approach described in Sect. 4, we need to introduce relaxed model with continuous variables $\bar{y}_{p}, p \in P$ to which we will also refer as the master problem:

$$
\begin{equation*}
\min \left\{\sum_{p \in P} \bar{y}_{p}: \sum_{p \in P} p_{i} \bar{y}_{p} \geq 1, i \in I, 0 \leq \bar{y}_{p} \leq 1\right\} . \tag{2}
\end{equation*}
$$

The optimal solution of this model gives us lower bound. These bounds are actively used in the branch-and-price method described in Sect. 3 .

Another interesting formulation of the BPC problem can be done in terms of bipartite clique covering. Let $G\left(V_{1}, V_{2}, E\right)$ be the bipartite graph with parts of vertices $V_{1}, V_{2}$ and set of edges $E \subset V_{1} \times V_{2}$. A biclique $K_{s t}$ in $G$ is a complete bipartite subgraph with $s$ vertices from $V_{1}$ and $t$ vertices from $V_{2}$. We wish to cover vertices from $V_{1}$ by a minimal number of bicliques for large $t, t \geq D$ for given threshold $D$. It is easy to see that the BPC problem is equivalent to this biclique covering problem. We put $V_{1}=I, V_{2}=J$ and an edge $(i j)$ belongs to $E$ if $j \notin K_{i}$. Each feasible bin in the BPC problem is a biclique in the covering problem and vice versa.

## 3 Branch-and-Price Method

The branch-and-price technique utilizes the column generation approach for solving linear programming relaxation. This relaxation generates tight lower bounds, which reduces the total amount of iterations required to find global optima.

Branching scheme corresponds to the one described in [18], referred as "branching based on a set of bounds on the components of $q$ ". A similar scheme was used in [16]. Two types of branches are applied:

1. Applied whenever the sum of optimal LP variables $\bar{y}$ corresponding to bins containing item $i$ is not integer: $\sum_{p_{i}>0} \bar{y}_{p}=\alpha$ is fractional. Then the two nodes are added into the branching tree:

$$
\begin{equation*}
\sum_{p_{i}>0} \bar{y}_{p} \geq\lceil\alpha\rceil ; \quad \sum_{p_{i}>0} \bar{y}_{p} \leq\lfloor\alpha\rfloor . \tag{3}
\end{equation*}
$$

2. Applied if the sum is integer, but some of the variables are fractional. These branch inequalities forces (or forbids) usage of particular item combination in a bin. Let $q=\left(q_{1}, \ldots, q_{n}\right)$ be the so-called partial bin, with at least two different items. Then the branching constraints are defined as follows:

$$
\begin{equation*}
\sum_{p \geq q} \bar{y}_{p}=1 ; \quad \sum_{p \geq q} \bar{y}_{p}=0, \tag{4}
\end{equation*}
$$

where $p \geq q$ means $p_{i} \geq q_{i}$ for all $i \in I$.
Inequalities (3) and (4) are added to Model (2) at each node of the search tree. As shown for a general column generation procedure in [18], branching scheme described above can eliminate all fractional solutions. In Sect. 4 we'll demonstrate corresponding changes in pricing problem.

Now a general overview of a procedure can be given:

1. Find the optimal solution for the relaxed master problem (2): the result will be an initial lower bound.
2. Obtain upper bound for the integer problem with a core heuristic, described in Sect. 5.
3. If upper bound does not equal to lower bound, determine an item $i$ for which a fractional column exists.
4. If the sum of the columns containing item $i$ is fractional, branch according to the first type, else determine a partial bin and branch according to the second type.
5. Re-optimize an LP, apply core heuristic and repeat from step 3 .

Partial bin for the second type of branching selected as follows. An item $i$ which is combinable with the minimum number of other items is selected. Then, the partial bin is extended with the minimum number of other items such that sum $\sum_{p \geq q} \bar{y}_{p}$ is fractional. If at some previous level of branching tree a partial bin is already opened, we extend that bin instead of opening new bin.

As we'll demonstrate in Sect. 6, for random examples optimal value for Model (2) doesn't differs significantly from optimal value for Model (1). In other words, integrality gap of Model (1) is relatively small: usually lesser than one bin for random examples. However, calculation of lower bound requires solving Model (2), which can be challenging due to a huge number of columns. A column generation approach, which will be described in the next section, is applied to solve this problem.

## 4 Lower Bounds

According to the classical column generation approach, we restrict ourselves to a small subset $P^{\prime} \subset P$, initially generated by some heuristic. Then at each iteration, a pricing problem is solved, and new columns with negative reduced cost are generated. We add all such columns to the restricted master problem. Now we consider the dual linear programming problem to the master problem:

$$
\begin{equation*}
\max \left\{\sum_{i \in I} w_{i}: \sum_{i \in I} p_{i} w_{i} \leq 1, p \in P^{\prime}, \quad w_{i} \geq 0\right\} \tag{5}
\end{equation*}
$$

where the dual variable $w_{i}$ can be considered as a price for item $i$. To enlarge the subset $P^{\prime}$ or terminate the method, we should solve the following pricing problem with optimal values $w_{i}^{*}$ of the dual variables.

Let us introduce additional variables:
$x_{i}=1$ if item $i$ is placed in a bin and $x_{i}=0$ otherwise.
$z_{j}=1$ if a bin contains item with color $j$ and $z_{j}=0$ otherwise.
Let us also introduce additional parameters and variables which is required to properly account branching constraints.

1. For each constraint of type $\sum_{p_{i}>0} \bar{y}_{p} \geq\lceil\alpha\rceil$ we add variable $\rho_{i}$ to (5), let $\rho_{i}^{*}$ be an optimal value;
2. For each constraint of type $\sum_{p_{i}>0} \bar{y}_{p} \leq\lfloor\alpha\rfloor$ we add variable $\sigma_{i}$ to (5), let $\sigma_{i}^{*}$ be an optimal value;
3. For each constraint of type $\sum_{p \geq q} \bar{y}_{p}=1$ we add new item $t$ with color set $K_{t}=\cup_{i: q_{i}>0} K_{i}$. Such color set forces any newly generated bin, which contains item $t$, to contain all items that lying in partial bin $q$, and vice versa. We aggregate all such items in set $T$;
4. For each constraint of type $\sum_{p \geq q} \bar{y}_{p}=0$ we add corresponding partial bin $q$ to a set $Q$. These partial bins induce new constraints in pricing problem, modifying search space for new columns in a way that every bin which contains $q$ will not be generated.

Now the pricing problem can be stated as follows:

$$
\min \left(1-\sum_{i \in I \cup T}\left(w_{i}^{*}+\rho_{i}^{*}+\sigma_{i}^{*}\right) x_{i}\right)
$$

$$
\begin{gathered}
\text { s.t. } \sum_{j \in J} z_{j} \leq b ; \\
x_{i} \leq z_{j}, \quad j \in K_{i}, i \in I \cup T \\
\sum_{i: q_{i}=1} x_{i} \leq|q|-1, \quad q \in Q \\
x_{i}, z_{j} \in\{0,1\}, \quad i \in I \cup T, j \in J .
\end{gathered}
$$

The objective function minimizes the reduced cost. The first constraint controls the total number of colors for a bin. The second constraint shows the relations between items and colors. The third constraint induced by branching, as we've described above. It is easy to see that a knapsack problem can be reduced to the pricing problem, and as a result, the pricing problem is NP-hard. A block diagram for the column generation procedure is presented in Fig. 1.


Fig. 1. Block diagram of the column generation method

To reduce the number of iterations of the column generation method, we introduce deep dual-optimal inequalities [7] to the restricted master problem. It is a set of restrictions, which, if added to the dual problem, does not cut off at least one optimal solution. The following proposition establishes a foundation for our inequalities:

Proposition 1. Let $I_{0}, I^{\prime}$ be two disjoint sets of items such that $\cup_{i \in I_{0}} K_{i} \supseteq K_{i^{\prime}}$ for all $i^{\prime} \in I^{\prime}$. Then there exist a dual optimal solution $w^{*}$ for the restricted master problem such that $\sum_{i \in I_{0}} w_{i}^{*} \geq \sum_{i^{\prime} \in I^{\prime}} w_{i^{\prime}}^{*}$.

Proof. It is easy to verify that the set of constraints in model (1) has the $(s, t)$ exchange property, with $s_{i}=1$ if $i \in I_{0}, t_{i}=1$ if $i \in I^{\prime}$ and 0 otherwise, as defined in [7]. Indeed, set of items $I_{0}$ can be replaced with all items from $I^{\prime}$ without breaking the capacity constraint. Therefore, using Proposition 2 from [7], the cut $\sum_{i \in I_{0}} w_{i}^{*} \geq \sum_{i^{\prime} \in I^{\prime}} w_{i^{\prime}}^{*}$ is a dual-optimal inequality.

At each iteration, we identify a set of items $I_{0}$ for which an inequality

$$
\begin{equation*}
\sum_{i \in I_{0}} w_{i}^{*}<\sum_{i \in\left\{i \mid K_{i} \subseteq \cup_{i^{\prime} \in I_{0}} K_{i^{\prime}}\right\} \backslash I_{0}} w_{i}^{*} \tag{6}
\end{equation*}
$$

holds, and add it to the master problem. We will demonstrate the efficiency of those inequalities in Sect. 6.

To solve pricing problem and generate new column effectively, we apply previously designed the hybrid VNS matheuristic [13]. It can be applied into the branch-and-price method with minor modifications only:

- Branching constraints of type 1 modify only cost of items in the pricing problem;
- Each branching constraint of type $\sum_{p \geq q} \bar{y}_{p}=1$ induces one new item with the same structure as any other item;
- Each branching constraint of type $\sum_{p \geq q} \bar{y}_{p}=0$ induces new constraint. This constraint can be accounted by GUROBI [8] while obtaining any solution from any neighborhood described in [13].

When optimal solution for Model (2) is found, we can apply the core heuristic described in the next section to obtain a feasible solution for the BPC.

## 5 Core Heuristic

Three heuristics for the BPC are presented in [13]. Two of them, the well-known FFD heuristic for the classical bin packing problem and so-called FillBin heuristic produce weak solutions, but they do not require the optimal solution to the Model (2). Third heuristic, LP heuristic, produce much better solutions, but it can be used only at the last iterations of the column generation method.

Now we introduce a new core heuristic which produces better solutions than previously mentioned ones. Although it also requires the optimal solution to the Model 2, this heuristic works faster and produce better solutions than LP heuristic.

Formal description of the core heuristic is the following: after the column generation procedure terminates, we find optimal integer solution for the restricted master problem. To get a solution at some level of the branching tree, we only need to find the optimal solution that satisfies the branching constraints. We use commercial solver GUROBI to this end. The idea was inspired by [1] for the large-scale $p$-median problem. But instead of Lagrangian relaxation to the compact problem representation, we use the column generation method to the large-scale problem formulation. Moreover, as we will see late, we can apply a truncated version of this approach for large-scale instances as well.

According to our computational experiments, the integrality gap in the restricted master problem is close to zero for randomly generated instances. As a rule, at least one optimal solution belongs to the problem's core. For this reason, we can find optimal integer solution with GUROBI easily. Nevertheless,
there are some difficult instances with a large integrality gap, as we will see in Sect.6. For these instances, running time of the core heuristic can increase dramatically.

## 6 Computational Experiments

We conduct our computational experiments for the randomly generated test instances in 10 sets of parameters $n, m$ and $b$. For each set, we generate 10 instances. Thus, the total amount of tests is equal to 100 . The color set $K_{i}$ for each item is generated by the following rule. We uniformly choose an integer $l$ from 1 to $b$ and uniformly choose a $0-1$ vector with exactly $l$ ones.

Table 1. Computational results for three variants of the column generation method

| $n$ | $m$ | $b$ | $v 1$ |  |  | $v 2$ |  |  | $v 3$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | It | C | $T$ | It | C | $T$ | It | C | $T$ |
| 150 | 55 | 30 | 87 | 261 | 2256 | 110 | 313 | 2601 | 89 | 270 | 2893 |
| 175 | 55 | 30 | 122 | 294 | 2691 | 143 | 339 | 3055 | 124 | 302 | 2914 |
| 200 | 55 | 30 | 98 | 316 | 2772 | 132 | 342 | 3258 | 105 | 312 | 3151 |
| 225 | 55 | 30 | 119 | 322 | 3024 | 148 | 361 | 3406 | 120 | 331 | 3383 |
| 250 | 55 | 30 | 141 | 347 | 4017 | 170 | 405 | 4249 | 141 | 341 | 4373 |
| 150 | 90 | 40 | 101 | 277 | 2318 | 128 | 320 | 2913 | 105 | 282 | 2766 |
| 175 | 90 | 40 | 125 | 305 | 2652 | 151 | 334 | 3122 | 124 | 317 | 3078 |
| 200 | 90 | 40 | 136 | 329 | 2910 | 154 | 357 | 3289 | 136 | 335 | 3166 |
| 225 | 90 | 40 | 156 | 362 | 3573 | 183 | 398 | 4170 | 157 | 367 | 3884 |
| 250 | 90 | 40 | 202 | 481 | 5837 | 257 | 530 | 6714 | 210 | 486 | 6526 |

Table 1 presents the results of our experiments for different variants of the column generation method. Column $I t$ is the averaged amount of column generation iterations among 10 instances, column $C$ is average amount of generated columns, and column $T$ is average time in seconds for PC ASUS x550L Intel Core i5 2.300 MHz . Block of columns $v 1$ shows the performance of the method with all features that have been described earlier; $v 2$ shows the performance of the same method without stabilization inequalities (2); and $v 3$ shows the performance of the method with a simple variant of the VNS matheuristic for the pricing problem. According to [13], items with large color sets are the most inconvenient for this heuristic. Thus, we can select all large items and solve the pricing problem for each of them separately. Then we apply the VNS matheuristic for the remaining items and the best found solution is returned as a result of the modified VNS heuristic. This modified variant is applied in $v 1$ to contrast $v 3$. As we can see in Table 1, the modified VNS heuristic and stabilization inequalities are useful for
the column generation method and improve its performance. For all instances, lower bounds coincide with upper bounds and we have got optimal solutions.

The last iterations of the column generation method are the most time consuming. If the VNS heuristic cannot find a new column with negative reduced cost, we need to apply exact method (GUROBI solver). But the core heuristic can be used in intermediate iterations of the column generation method as well. We use this truncated heuristic to find near optimal solutions for the large-scale instances. The accuracy of those solutions can be estimated with intermediate lower bound [6]: given an optimal cost $Z_{R M P}^{*}$ for the restricted master problem, an optimal solution $w$ for the dual-master problem, an optimal solution $x^{*}$ for the pricing problem, then the following inequality holds:

$$
\begin{equation*}
\frac{Z_{R M P}^{*}}{w^{\top} x^{*}} \leq Z_{M P}^{*} \tag{7}
\end{equation*}
$$

where $Z_{M P}^{*}$ is an optimal cost for the full master problem. We terminate the column generation method when the VNS heuristic for the pricing problem can't find a solution with negative reduced cost. We apply the core heuristic and solve the pricing problem by GUROBI to estimate lower bound from (7). We observe that this intermediate lower bound is rough: if we run the column generation method without interruptions, the core solution improves just a little, while the lower bound improves significantly.

Table 2. Computational results for the truncated heuristic

| $n$ | $m$ | $b$ | $I t$ | $C$ | $T_{C G}$ | $T_{C H}$ | $A c c_{L B}$ | $A^{\prime} c_{C G}$ |
| :--- | :--- | :--- | :--- | :--- | ---: | :--- | ---: | :--- |
| 150 | 90 | 40 | 28 | 232 | 416 | 2.12 | $8.03 \%$ | $0 \%$ |
| 175 | 90 | 40 | 41 | 257 | 621 | 2.61 | $8.1 \%$ | $0.25 \%$ |
| 200 | 90 | 40 | 65 | 281 | 1683 | 2.58 | $9.25 \%$ | $1.33 \%$ |
| 225 | 90 | 40 | 86 | 314 | 2258 | 3.13 | $11.38 \%$ | $1.2 \%$ |
| 250 | 90 | 40 | 93 | 384 | 3104 | 3.6 | $12.6 \%$ | $1.56 \%$ |
| 300 | 90 | 40 | 97 | 426 | 4841 | 4.21 | $15.33 \%$ | - |
| 350 | 90 | 40 | 95 | 485 | 6103 | 4.88 | $20.6 \%$ | - |
| 400 | 90 | 40 | 98 | 515 | 7057 | 5.37 | $21.14 \%$ | - |
| 450 | 90 | 40 | 101 | 648 | 8508 | 6.16 | $23.78 \%$ | - |
| 500 | 90 | 40 | 103 | 810 | 10736 | 7.71 | $35.53 \%$ | - |

Table 2 presents the results for that truncated heuristic. Column $A c c_{L B}$ shows the average percentage deviation of heuristic solutions from the intermediate lower bound, column $A c c_{C G}$ shows the average percentage deviation from the optimum. Columns $T_{C G}$ and $T_{C H}$ show the running time of column generation procedure and the core heuristic respectively. Empty cells in the table show the cases when the running time of the column generation is too high. Note that optimal integer solution for the restricted master problem has been found easily.

Table 3. The branch-and-price performance

| $n$ | $m$ | $b$ | $T_{0}$ | $T$ | Branches | Type 1 | Type 2 | RelativeGap | OptIt |
| :--- | :--- | :--- | :--- | ---: | :---: | :---: | :---: | :--- | :---: |
| 30 | 30 | 10 | 11.43 | 20.234 | 6 | 5 | 1 | 0.2 | 2 |
| 30 | 30 | 10 | 10.293 | 18.305 | 5 | 5 | 0 | 0.2 | 0 |
| 30 | 30 | 10 | 13.818 | 21.004 | 8 | 7 | 1 | 0.16 | 0 |
| 42 | 42 | 14 | 45.942 | 64.942 | 17 | 14 | 3 | 0.167 | 3 |
| 42 | 42 | 14 | 50.595 | 77.152 | 21 | 16 | 5 | 0.153 | 0 |
| 42 | 42 | 14 | 48.87 | 78.526 | 21 | 15 | 6 | 0.181 | 2 |
| 54 | 54 | 18 | 159.204 | 218.569 | 31 | 22 | 9 | 0.188 | 5 |
| 54 | 54 | 18 | 157.707 | 202.651 | 29 | 23 | 6 | 0.133 | 4 |
| 54 | 54 | 18 | 159.204 | 249.569 | 35 | 25 | 10 | 0.2 | 5 |
| 66 | 66 | 22 | 323.748 | 430.730 | 68 | 47 | 21 | 0.2 | 8 |
| 66 | 66 | 22 | 356.235 | 512.399 | 76 | 50 | 26 | 0.15 | 11 |
| 66 | 66 | 22 | 328.748 | 456.730 | 71 | 49 | 21 | 0.15 | 9 |
| 78 | 78 | 6 | 772.654 | 985.148 | 105 | 75 | 30 | 0.188 | 14 |
| 78 | 78 | 26 | 721.515 | 906.148 | 96 | 70 | 26 | 0.12 | 13 |
| 90 | 90 | 30 | 1602.083 | 2172.342 | 153 | 98 | 55 | 0.13 | 12 |
| 90 | 90 | 30 | 1684.211 | 2328.487 | 160 | 101 | 59 | 0.153 | 18 |

We note that the performance of the method strongly depends on the integrality gap and the bin capacity. For instances without the gap, our approach shows good performance in running time. It seems that the uniformly generated instances are quite easy for the method. Many of them have not the integrality gap in the large-scale formulation. If the integrality gap is positive, we need a lot of efforts to solve the linear programming relaxation. Nevertheless, we can apply the core heuristic in such a case as well even for large bin capacity and before the termination of the column generation method.

In our last experiment, we try to create the most difficult test instances with large integrality gap. We use the idea from [12] for the difficult instances for the facility location problems. We generate the random instances by the following rule: each item has exactly $[b / 2]$ colors and every color is used in the same number of items. Table 3 shows the performance of our branch-and-price method for the difficult instances. We consider $2-3$ instances for each set of parameters $n, m$ and $b$. Column $T$ reflects the total computational time in seconds, column $T_{0}$ reports the amount of time required to find initial lower and upper bounds. Total amount of branching nodes demonstrated in column Branches. Column Type1 stands for the first type of branches, and Type 2 stands for the second type of branches. Column RelativeGap shows the relative integrality gap in this instance between optimal solution and lower bound obtained by the column generation method. The gap is calculated as $\left(z^{*}-z_{L B}\right) / z^{*}$, where $z^{*}$ is the optimal solution of the BPC , and $z_{L B}$ is the optimal solution to linear programming relaxation
of the BPC. Column OptIt shows the iteration when the optimal solutions were discovered.

As we can be seen in Table 3, the gap is quite large, from $12 \%$ to $20 \%$. The initial lower and upper bounds are the most time consuming. In non root nodes of the branching tree, we already have a lot of generated columns. Thus, we need to generate a few additional columns only. In fact, we have got enough information to find good solutions in root node and the optimal solution arises pretty fast (see column OptIt).

## 7 Conclusions

In this paper, we study a new variant of the bin packing problem with a color constraint. We have designed the exact branch-and-price method and the core heuristic which is very efficient for the random instances without integrality gap and produces near optimal solutions for difficult test instances with large gap. It is interesting to note that for the classical bin packing problem we still cannot find any test instances with a large integrality gap [11]. We guess that the approximability properties of the new and the classical bin packing problems are different. We know some polynomial time approximation algorithms for the classical problem. But similar results for the new problem are still unknown. It is a new line for future research.
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#### Abstract

We study the problem of estimating a probability that a flow of a given capacity may be transferred in a communication network. Network is represented by a random graph with absolutely reliable nodes and unreliable links with given operational probabilities and capacities. The algorithm for fast decision making whether a network is reliable enough for transmission of a given flow is proposed. Case studies show applicability of the proposed approach.
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## 1 Introduction

Problems relating to analysis of flow stochastic network have been subject of considerable research (see, for example [1-6]). In this paper, we consider such important index of network reliability as a probability of transmission of a flow with given capacity between two terminal nodes. This characteristic evaluates the ability to transfer a predetermined amount of a resource (it can be information, vehicles, natural resources, etc.) between nodes, even in the case of partial network failure. We use random graph with absolutely reliable vertices and unreliable edges which fail independently as a network's model, which is quite common choice [7].

To calculate and evaluate the network reliability, we use cumulative updating of its bounds. This approach was first considered for estimating the probabilistic connectivity of random graphs [8-10]. Further, such methods have been proposed for other reliability indices: the average pairwise network reliability [11], the diameter constrained network reliability [12,13], the mathematical expectation of a size of a connected subgraph that contains some special node [14], and

[^8]the wireless sensor network reliability [15]. A profound survey of techniques mentioned above can be found in [16].

The basic idea lays in incremental updating exact lower ( $L B$ ) and upper $(U B)$ reliability boundaries and comparing them with a predetermined reliability threshold $R_{0}$. As a result, if $L B \geq R_{0}$, then a network is reliable, and if $U B<R_{0}$, then a network is unreliable one. Since problems related to the reliability analysis of networks are mostly NP-hard [17,18], such approach makes it possible to avoid the exhaustive search. For calculating reliability boundaries we use the wellknown factoring method [19], and for verifying suitability of obtained particular realizations of a network, we use the Ford-Fulkerson method of maximum flow searching [20]. The main advantage of combining these methods is a possibility for obtaining an answer to the question: "if the network is reliable enough?" in a reasonable time.

## 2 Cumulative Updating of Network Reliability

Recent research [8] considered problem of determination whether a network is reliable enough in terms of network probabilistic connectivity. The idea of the proposed method is to check if a network is feasible without exact calculating a value of network reliability. For this purpose authors defined so called threshold $R_{0}$ which is a requirement of the network reliability. Let us denote by $L U$ and $B U$ the lower and upper bounds of a reliability index respectively. For $R(G)$, we use original notations $R L$ and $R U$ for the lower and upper bounds respectively, and initialize them by 0 and 1 . These bounds are updated in such a way that on $i$-th iteration $R L_{i} \geq R L_{i-1}$ and $R U_{i} \leq R U_{i-1}$. Decision process stops when either $R L_{l}$ exceeds $R_{0}$ or $R_{0}$ exceeds $R U_{l}$. In the first case the network is supposed to be reliable and in the second one the network is unreliable.

Let us assume that during recursive factoring procedure we obtain $L$ final graphs $G_{1}, G_{2}, \ldots, G_{L}$, for which the reliability can be easily calculated. Let $P_{l}$ for $1 \leq l \leq L$ be the probability to have $G_{l}$. Thus, $\sum_{l=1}^{L} P_{l}=1$ and the following inequality holds for any $1 \leq k \leq L$ [8]:

$$
\begin{equation*}
\sum_{l=1}^{k} P_{l} R\left(G_{l}\right) \leq R(G) \leq 1-\sum_{l=1}^{k} P_{l}\left(1-R\left(G_{l}\right)\right) \tag{1}
\end{equation*}
$$

This inequality gives the algorithm for cumulative updating of the lower and upper bounds of $R(G)$. Every time whenever reliability of some $G_{l}$ for any $1 \leq l \leq L$ is calculated, we can update $R L_{l}$ and $R U_{l}$ in the following way:

$$
\begin{gather*}
R L_{l}=R L_{l-1}+P_{l} R\left(G_{l}\right) \\
R U_{l}=R U_{l-1}-P_{l}\left(1-R\left(G_{l}\right)\right) \tag{2}
\end{gather*}
$$

$R L_{l}$ and $R U_{l}$ approach exact $G(R)$ value every time when $l$ increases. Once either $R L_{l}$ or $R U_{l}$ reaches $R_{0}$, the proposed algorithm concludes the feasibility of $G$ : if $R L_{l}$ reaches $R_{0}, G$ is feasible; if $R U_{l}$ passes $R_{0}, G$ is infeasible. Thus, we
can set any acceptable value of $R_{0}$ in order to stop the method during execution without performing exact calculating of the network reliability.

Later, this approach was applied for other reliability indices [16]. Present study proposes how cumulative updating can be used for reliability analysis of flow stochastic networks.

## 3 Problem Statement

We consider a flow random network with unreliable edges which is represented by graph $G(V, E)$. For each edge $e_{i j} \in E$ its capacity $c_{i j}$ and its reliability (probability of existence) $p_{i j}$ are given. Two terminal nodes are given: source $S$ and $\operatorname{sink} T$.

As a measure of reliability, let us consider the probability of transmission of a flow with given capacity $f_{0}$ between terminal nodes. Further we call it reliability and denote it by $F P\left(G, S, T, f_{0}\right) . F P_{0}$ is the predefined reliability threshold. If it turns out that the reliability is less than the threshold, we decide that the network is unreliable.

The problem is to find out whether the $\operatorname{FP}\left(G, S, T, f_{0}\right)$ is greater than or equal to $F P_{0}$.

## 4 The Algorithm

We propose to calculate $\operatorname{FP}\left(G, S, T, f_{0}\right)$ by the well-known factoring method [19], which is suitable for reliability calculation of various reliability indices. For a random graph, two procedures are performed in the factorization process for the chosen (pivot) edge: removing the edge or making it absolutely reliable. An edge is absolutely reliable if its reliability is equal to 1 .

When an edge became absolutely reliable, the lower bound changes, and when an edge is removed, the upper bound changes:

$$
\begin{gather*}
L B=L B+P(H) I(S)  \tag{1.1}\\
U P=U P-P(H)(1-I(S)) \tag{1.2}
\end{gather*}
$$

where $P(H)$ is a probability of a graph realization obtained during factoring process at the current step. $I(S)$ is the Boolean function equals to one if the specified flow threshold $f_{0}$ is no greater than the maximum flow in the graph, and equals to zero otherwise:

$$
I(S)=\left\{\begin{array}{l}
1, \text { if } f_{\max } \geq f_{0}  \tag{1.3}\\
0, \text { if } f_{\max }<f_{0}
\end{array}\right.
$$

The maximum flow $f_{\max }$ is calculated either for a graph with removed edge, or for a graph consisting only of absolutely reliable edges. For this purpose the Ford-Fulkerson method of maximum flow searching is used.

After each update of reliability bound by expressions (1.1), (1.2) we check whether the network is reliable enough and can stop the calculation process with the following results: if $F P_{0}>U B$ then the network is unreliable, if $F P_{0} \leq L B$ then the network is reliable.

Thus, we obtain the following algorithm

1. Choose an edge $e_{i j}$ in the graph $G$.
2. Remove the pivot edge, having received the graph $H=G \backslash\left\{e_{i j}\right\}$.
2.1. IF the flow can not be passed through the received graph $H$, THEN change the upper reliability bound $(U B)$.
2.2. IF $F P_{0}>U B$ THEN the network is unreliable.
2.3. ELSE GOTO 1. assuming $G=H$.
3. Make $e_{i j}$ absolutely reliable. Let $H=G /\left\{e_{i j}\right\}$ be a corresponding graph
3.1. IF the flow can be transferred via absolutely reliable edges, THEN change the lower reliability bound $(L B)$.
3.2. IF $F P_{0} \leq L B$ THEN the network is reliable.
3.2. ELSE GOTO 1. assuming $G=H$.

Therefore, the algorithm is a decision tree. The initial graph is at the root node (assigned to the input) with all its attributes and parameters. On the right branch we make a pivot edge absolutely reliable, on the left branch we remove a pivot edge. The branching process ends in the following cases:

- The flow can be transferred via absolutely reliable edges in the received graph $H$, which is obtained by making a pivot edge absolutely reliable.
- The flow cannot be passed in the received graph, which is obtained by removing a pivot edge, that is:
- the capacity of the remaining edges is not sufficient for transmitting the flow
- the obtained graph is not connected.


### 4.1 Improvements of the Algorithm

To improve the algorithm performance, the factoring can be performed not with an arbitrary edge, but along the edges from $S-T$ paths. We offer to find all the complementary paths from source to sink in the process of maximum flow searching by the Ford-Fulkerson method. The advantage of the approach is that after each edge removal the Ford-Fulkerson algorithm is launched for finding all complementary $S-T$ paths, which can be stored without any loss of computational speed.

However, set of paths mentioned above does not coincide with the set of all paths from source to sink. So after each removal of an edge, this set must be changed. Therefore, there is no possibility to use some optimization techniques related to the analysis of a state of all paths from $S$ to $T$.

To choose a next pivot edge in the proposed algorithm, we use two different approaches ("pessimistic" and "optimistic"). In the first strategy we choose pivot edges from each path starting from the source in a row and first check removing
branch, thus trying destroy all paths and thus bring closer a moment of $I(S)=0$. On the contrary, in the second strategy we choose pivot edges from one path and only then go to a next path and first check branch in which the pivot edge became absolutely reliable, thus bring closer a moment of $I(S)=1$.

Note that we can accelerate calculations if calculate one bound only: lower by "optimistic" strategy or upper by "pessimistic" one, as we know that both bounds goes to an exact solution. Choice of a strategy depends on our a-priory certainty in result.

In addition, after each edge removal, to accelerate the maximum flow search, hanging vertices are deleted, except the case when a hanging vertice is the source or the sink.

### 4.2 The Algorithm's Pseudocode

1. Obtain set $L$ of $S-T$ paths, $l_{i}=\left\{e_{i j}\right\}, n=0, m=0$. Calculate maximum flow $f_{\max }$ in $G$ by Ford-Fulkerson method.
2. IF $f_{\max }<f_{0}$, THEN $G$ is unreliable.
3. Removing $e_{m}$ from $G$.
3.1. IF $e_{m}$ is absolutely reliable and the last in $l_{n}$ THEN

- $m=0, n=n+1$ - choose the first edge in the next chain
- GOTO 3.3.
3.2. ELSE
- $m=m+1, n=n$ - choose the next edge in the current chain
- GOTO 3.3.
3.3. Remove $e_{m}$ in $G, G \backslash\left\{e_{m}\right\}=G_{i}$.
3.4. Obtain set $L_{i}$ of $S-T$ paths and calculate maximum flow $f_{\max }$ in $G_{i}$.
3.5. $P\left(G_{i}\right)=P(G) p_{i j}$.
3.6. IF flow $f_{0}$ can be transferred in $G_{i}$ GOTO 3 . assuming:
- $G=G_{i}$
- $P(G)=P\left(G_{i}\right)$
- $G_{\text {trust }}=G_{\text {trust }}$
- $L=L_{i}$
$-n=0$
$-m=0$
3.7. $U B-=P\left(G_{i}\right)$
3.8. IF $F P_{0}>U B$ THEN $G$ is unreliable.

4. Making $e_{m}$ absolutely reliable in $G$
4.0 Return the edge $e_{m}$ in $G$
4.1 IF $e_{m}$ is absolutely reliable and is the last in the chain $l_{n}$ THEN $m=0$, $n=n+1$.
4.2. ELSE if $e_{m}$ is absolutely reliable THEN $m=m+1, n=n$.
4.3. Make $e_{i j}$ absolutely reliable, $G /\left\{e_{i j}\right\}=G_{i}$.
4.4. Update $G_{\text {trust }}$.
4.5. Calculate maximum flow $f_{\text {max }}$ in $G_{\text {trust }}$.
4.6. $P\left(G_{i}\right)=P(G) p_{i j}$.
4.7. IF flow $f_{0}$ can be transferred in $G_{\text {trust }}$ GOTO 3. assuming:
$-G=G_{i}$

- $P(G)=P\left(G_{i}\right)$
- IF $e_{m}$ is the last in $l_{n}$ THEN
- $m=0$
- $n=n+1$
- ELSE
- $m=m+1$
- $n=n$
4.8. ELSE $L B+=P\left(G_{i}\right)$
4.9. IF $F P_{0} \leq L B$ THEN Graph is reliable.

In this algorithm we can swap steps 3 and 4 . That is, we can swap sequence of the delete function and the function for making an edge absolutely reliable. As it is shown in the next section, the program runtime strongly depends on the sequence choice.

## 5 Case Studies

We consider two topologies: $4 * 4 \operatorname{grid}\left(G_{1}, 16\right.$ nodes, 24 edges), and $4 * 5 \operatorname{grid}\left(G_{2}\right.$, 20 nodes, 31 edges) in assumption that all edges have equal reliabilities $p=0.99$ and capacities $c=15$. The source is placed in the upper left corner, and the sink is placed in the lower right corner. For each topology we have computed exact reliabilities values for the various $F P_{0}$ values and also have demonstrated the decision making process for the different threshold values. The obtained results and the computational are present below.

Table 1. Results of numerical experiments for $G_{1}$

| Network <br> requirements |  | $F P$ | Runtime of <br> the exact <br> algorithm (s) | Runtime of the cumulative <br> updating algorithm (s) | Result |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $f_{0}$ | $F P_{0}$ |  | Delete branch | Contract branch |  |  |
| 19 | $0.995>$ | 0.96018 | 4.23 | 0.038 | 0.451 | False |
|  | $0960<$ | 0.96018 | 4.23 | 0.585 | 0.431 | True |
|  | $0.900<$ | 0.96018 | 4.23 | 1.509 | 0.51 | True |
| 14 | $0.9999>$ | 0.9998 | 40.496 | 0.048 | 0.277 | False |
|  | $0.990<$ | 0.9998 | 40.496 | 0.457 | 0.354 | True |
|  | $0.900<$ | 0.9998 | 40.496 | 0.504 | 0.034 | True |

The decision making algorithm regardless of order of the functions (first delete or contract) shows a great runtime advantage over the exact algorithm. If we compare the runtime values in the Table 1 with the runtime values in the

Table 2. Results of numerical experiments for $G_{2}$

| Network <br> requirements |  | $F P$ | Runtime of <br> the exact <br> algorithm (s) | Runtime of the cumulative <br> updating algorithm (s) | Result |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  | Delete branch | Contract branch |  |  |
| $f_{0}$ | $F P_{0}$ |  |  | 0.045 | 0.241 | False |
| 19 | $0.995>$ | 0.96017 | 250.627 | 2.489 | 2.226 | True |
|  | $0.960<$ | 0.96017 | 250.627 | 2.643 | 0.179 | True |
|  | $0.900<$ | 0.96017 | 250.627 | $0.9999>$ | 0.9997 | $>1 \mathrm{~h}$ |
|  | $0.998<$ | 0.9997 | $>1 \mathrm{~h}$ | 2.530 | 1.757 | False |
|  | $0.900<$ | 0.9997 | $>1 \mathrm{~h}$ | 2.017 | 0.805 | True |

Table 2, we can conclude that this advantage increases with increasing dimension of a network.

As it was stated above, there is time difference between variants of factorization. If a graph is reliable then the algorithm by deleting works slower. On the contrary, this algorithm works faster for an unreliable graph. This is due to the peculiarity of comparing the threshold value of reliability and calculated boundaries.

When making an edge absolutely reliable, only the lower limit changes, which tends from below to the exact value. On the other hand, when removing a edge, the upper limit is lowered, tending to the exact value from the top.

So, if the graph is reliable, then to complete the algorithm the condition $L B \geq$ $F P_{0}$ must be fulfilled, which is attainable with the making an edge absolutely reliable.

And if the graph is unreliable, then it is necessary to obtain the inequality $U B<F P_{0}$, which is achieved when removing edges.

### 5.1 Convergence of Reliability Boundaries

Let us show the convergence of the boundaries of $L B$ and $U B$ to the exact reliability value. We consider $3 * 3$ grid topology in assumption that all edges have equal reliabilities $p=0.65$ and capacities $c=20, f_{0}=20$. The runtime is less than 1 s .

The figure below shows the changing of the lower and upper bounds of the reliability as a function of step of the algorithm $N$ (the iteration number) (Fig. 1).

In the next figure we show how bounds are changing for $4 * 4$ grid topology in assumption that reliability of each is between 0.5 and 1 with a uniform distribution, and $f_{0}=20$. The total calculation time is about 41 s (Fig. 2).

Due to the fact that the calculation of $U B$ and $L B$ is based on the exact factorization method, these boundaries converge to the exact reliability value, as figures show.


Fig. 1. Convergence of bounds to the exact solution for $3 * 3$ grid topology


Fig. 2. Convergence of bounds to the exact solution for $4 * 4$ grid topology

## 6 Conclusion

As a result, we have obtained cumulative estimation of the probability of transmission a flow of a given value between a selected pair of nodes in a random graph to make a decision about its reliability by this criterion.

Experiments show the efficiency of using the developed algorithm in comparison with the exact factorization algorithm.

The aim of further research is to develop a parallel realization of the proposed algorithm.

In addition, optimization of the algorithms, both sequential and parallel, is required in order to take into account the structural features of a graph. For example, a graph may contain chains, bridges, points of articulation, or have others structural features.
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#### Abstract

We present a new optimization model to maximize the total operating profit of a harbor logistics company on a finite time horizon. Some local providers supply the company with a scrap-metal materials of different qualities. The materials are reprocessed into the high-quality product and exported to abroad by different types of ships. The company has to cover the purchase cost for the materials, the transportation cost to deliver the materials, the reprocessing and storage cost in a warehouse, shipping cost, and payment for international declarations. To find the best strategy for the company we present a mixed integer nonlinear model. We linearize the objective function and aggregate the set of providers in order to apply CPLEX software efficiently. We conduct computational experiments on real test instances and discuss how to use the model for planning fleet of vehicles, a capacity of the warehouse, and price strategy for the company.


Keywords: Supply chain • Heterogeneous fleet • Vehicle
Reprocessing

## 1 Introduction

In the last few years, international sea freight transportation showed an outstanding growth causing to harbors to reach their maximum capacity. Operations are nowadays unthinkable without effective usage of information technology and optimization methods [1]. In this paper, we present a mathematical model for a logistics company to maximize its profit in the harbor supply chain system (see Fig. 1). Some local providers have scrap metal of different types. The company gets it by known price and delivers to reprocessing center by own or rented vehicles. Each vehicle has a capacity. The company has some own vehicles and can rent the limited number of vehicles with small, medium, or large capacity. The working time of company drivers is bounded. In the reprocessing center, the scrap metal is transformed into the exported final product and stored in the harbor warehouse. The reprocessing center has a capacity which limits the total volume of materials per day. In this center, the metal is cut and all impurities are
removed. The company has to pay for reprocessing and storage in the warehouse for each ton of the final product. According to the export contracts, the company must supply the known volume of the product to the foreign partners by ships within a given time horizon. Some ships with different capacities are available in the harbor by different prices. The company has to cover the expenses for ship registration and sea freight. The goal is to find the best logistic strategy to maximize the total profit of the company or minimize the total cost to realize the export contracts and determine

- the flow of each type of scrap metal from providers to reprocessing center;
- the fleet of vehicles for delivering these flows and the route for each vehicle;
- the storage plan for the warehouse;
- the schedule of ships within the time horizon.

To solve this optimization problem, we create a mixed integer nonlinear program and linearize the objective function in order to apply the CPLEX software. To reduce the dimension of the problem we aggregate the set of providers and introduce a joint provider in each local town. We conduct computational experiments on real test instances for a harbor near Vladivostok city and show how to apply the model for planning the own fleet of vehicles of the company, modify the capacity of the reprocessing center and the price strategy for local providers.

The paper is organized as follows. In Sect. 2 we introduce notations and detailed mathematical model. In Sect. 3 we rewrite the model as the linear mixed integer program and present an approximation method. In Sect. 4 we discuss the computational experiments and finally, Sect. 5 concludes the paper.


Fig. 1. Supply chain framework

## 2 Mathematical Model

Let us introduce the following notations. We will use the following sets:
$J$ is the set of local providers;
$I$ is the set of scrap types;
$K^{0}$ is the set of vehicles of company;
$K$ is the set of vehicles available for renting;
$S$ is the set of ships;
$T$ is the time horizon.

## Parameters of the Model:

$s_{i j}$ is the total amount of scrap type $i$ (or scrap $i$ for short) for provider $j$;
$r_{i}$ is the cost of reprocessing the scrap $i$ into the final product per ton;
$\zeta_{i}$ is the percent of impurities for scrap $i$;
$c_{k j}^{0}$ is the transportation cost for one trip to provider $j$ by own vehicle $k$;
$c_{k j}$ is the transportation cost for one trip to provider $j$ by rented vehicle $k$;
$p_{i j}$ is the price function for provider $j$ for scrap $i$;
$v_{k}$ is the capacity of vehicle $k$;
$\bar{\tau}$ is the duration of driver's shift for company vehicles;
$\tau_{j}$ is the duration of trip to provider $j$ and back;
$v$ is the capacity of the reprocessing center per day;
$c$ is the storage cost of ton of final product per day;
$v^{0}$ is the initial amount of final product in warehouse;
$f_{s}$ is the registration fee for ship $s$;
$f$ is the sea freight of final product per ton;
$\bar{v}_{s}$ is the capacity of ship $s$;
$d$ is the total amount of final product that must be sent to foreign partners.

## Variables of the Model:

$V_{i j t} \geq 0$ is the amount of scrap $i$ which is purchased from provider $j$ in day $t$;
$V_{i j} \geq 0$ is the total amount of scrap $i$ which is purchased from provider $j ;$
$Y_{t} \geq 0$ is the total amount of final product in warehouse at the end of day $t$;
$W_{t} \geq 0$ is the amount of final product which is sent by a ship in day $t$;
$Q_{s t} \in\{0,1\}$ is the ship scheduling; $Q_{s t}=1$ iff ship $s$ departures in day $t$;
$Q_{k j t}^{0}$ is the number of trips for company's vehicle $k$ to provider $j$ in day $t$;
$Q_{k j t}$ is the number of trips for rented vehicle $k$ to provider $j$ in day $t$.
The profit of the company is the difference between the revenue $R$ which is a constant defined by the contracts, and the total operational cost that consists of the following items:

- payment to local providers:

$$
C_{1}(V)=\sum_{i \in I} \sum_{j \in J} p_{i j}\left(V_{i j}\right)
$$

- reprocessing and storage cost:

$$
C_{2}(V, Y)=\sum_{i \in I} \sum_{j \in J} r_{i} V_{i j}+c \sum_{t \in T} Y_{t}
$$

- transportation cost:

$$
C_{3}(Q)=\sum_{t \in T} \sum_{j \in J}\left(\sum_{k \in K^{0}} c_{k j}^{0} Q_{k j t}^{0}+\sum_{k \in K} c_{k j} Q_{k j t}\right)
$$

- ship registration and sea freight:

$$
C_{4}(Q, W)=\sum_{t \in T} \sum_{s \in S} f_{s} Q_{s t}+f \sum_{t \in T} W_{t}
$$

The problem is to maximize the total profit

$$
\begin{equation*}
P(V, W, Y, Q)=R-C_{1}(V)-C_{2}(V, Y)-C_{3}(Q)-C_{4}(Q, W) \tag{1}
\end{equation*}
$$

subject to the following constraints:

- rented and own vehicles can deliver all scrap to reprocessing center

$$
\begin{equation*}
\sum_{i \in I}\left(1+\zeta_{i}\right) V_{i j t} \leq \sum_{k \in K^{0}} v_{k} Q_{k j t}^{0}+\sum_{k \in K} v_{k} Q_{k j t}, \quad j \in J, t \in T \tag{2}
\end{equation*}
$$

- each provider has limited store of each type of scrap

$$
\begin{equation*}
V_{i j}=\sum_{t \in T} V_{i j t} \leq s_{i j}, \quad i \in I, j \in J \tag{3}
\end{equation*}
$$

- working time of the company drivers is bounded

$$
\begin{equation*}
\sum_{j \in J} Q_{k j t} \tau_{j} \leq \bar{\tau}, \quad k \in K^{0}, t \in T \tag{4}
\end{equation*}
$$

- the capacity constraint for reprocessing center

$$
\begin{equation*}
\sum_{i \in I} \sum_{j \in J}\left(1+\zeta_{i}\right) V_{i j t} \leq v, \quad t \in T \tag{5}
\end{equation*}
$$

- the initial amount of the product at the warehouse

$$
\begin{equation*}
Y_{0}=v^{0} \tag{6}
\end{equation*}
$$

- the balance constraint at the warehouse for each day

$$
\begin{equation*}
Y_{t}=Y_{t-1}+\sum_{i \in I} \sum_{j \in J} V_{i j t}-W_{t}, \quad t \in T \tag{7}
\end{equation*}
$$

- the export capacity of the warehouse

$$
\begin{equation*}
W_{t} \leq Y_{t-1}, \quad t \in T \tag{8}
\end{equation*}
$$

- the ship capacity constraints

$$
\begin{equation*}
W_{t} \leq \sum_{s \in S} Q_{s t} \bar{v}_{s}, \quad t \in T \tag{9}
\end{equation*}
$$

- the assignment constraint for ships

$$
\begin{equation*}
\sum_{s \in S} Q_{s t} \leq 1, \quad t \in T \tag{10}
\end{equation*}
$$

- the contracts demand for foreign partners

$$
\begin{equation*}
\sum_{t \in T} W_{t}=d \tag{11}
\end{equation*}
$$

- variables constraints

$$
\begin{equation*}
Q_{k j t}^{0}, Q_{k j t} \geq 0 \text { integer }, \quad Q_{s t} \in\{0,1\}, \quad W_{t}, V_{i j t}, V_{i j}, Y_{t} \geq 0 \tag{12}
\end{equation*}
$$

The problem (1)-(12) has the linear constraints and nonlinear objective function. We assume that all functions $c_{i j}=c_{i j}\left(V_{i j}\right)$ are piecewise convex linear functions. In Sect. 3 we reduce this nonlinear problem to the linear one. Nevertheless, the problem is NP-hard as the knapsack problem with $Q_{s t}$ variables is a special case of the problem (1)-(12).

## 3 Approximation Method

Let us assume that each function $p_{i j}=p_{i j}\left(V_{i j}\right), i \in I, j \in J$ is continuous piecewise convex linear functions (see Fig. 2a) and can be presented as follows:

$$
p_{i j}\left(V_{i j}\right)=\left\{\begin{array}{lll}
p_{i j}^{0} V_{i j}, & \text { if } & 0 \leq V_{i j} \leq \delta_{i j}^{1} \\
\left(p_{i j}^{0}+p_{i j}^{1}\right) V_{i j}-\xi_{i j}^{1}, & \text { if } & \delta_{i j}^{1} \leq V_{i j} \leq \delta_{i j}^{2} \\
\vdots & & \\
\left(p_{i j}^{0}+\cdots+p_{i j}^{q}\right) V_{i j}-\xi_{i j}^{q}, & \text { if } & \delta_{i j}^{q-1} \leq V_{i j} \leq s_{i j}
\end{array}\right.
$$

and it has $q$ linear segments with positive coefficients $p_{i j}^{l}, \xi_{i j}^{l}, l \leq q$.

In fact, coefficients $p_{i j}^{l}$ are additional bonuses for local provider for large supplies. To get the linear objective function, we replace each function $p_{i j}\left(V_{i j}\right)$ by the sum of linear functions $p_{i j}^{l}\left(V_{i j}^{l}\right)$ with new nonnegative variables:

$$
p_{i j}\left(V_{i j}\right)=\sum_{l=0}^{q} p_{i j}^{l} V_{i j}^{l}, \quad i \in I, j \in J
$$

subject to additional constraints $V_{i j}^{l} \geq V_{i j}-\delta_{i j}^{l}, l=1, \ldots, q$ (see Fig. 2b).
It is easy to see that $V_{i j}^{l}=\max \left\{0, V_{i j}-\delta_{i j}^{l}\right\}, l=1, \ldots, q$ and this linearization approach is correct. Thus we can apply the classical branch and bound method for the mixed integer linear program (CPLEX solver).


Fig. 2. Price function $p_{i j}\left(V_{i j}\right)$ and its linearization

Unfortunately, the dimension of the real-world instances is too large for this method and we need additional efforts to reduce the number of variables. To this end, we aggregate the set of providers [7] and replace all providers in each town by a joint provider. From the point of view the objective function (1) it is incorrect. Joint providers can get an additional bonus for common supplies function. Thus, the aggregated model can get an approximate solution only. But we can try to improve the obtained solution by re-assignment of the total supply of joint provider by its local providers.

On the other hand, the concept of joint provider can improve the model and reduce the transportation cost. The variables $Q_{k j t}^{0}$ and $Q_{k j t}$ mean the number of vehicles which go to provider $j$ on day $t$. According to constraints (2), the split delivery is not allowed. For each joint provider, we can do it implicitly. The savings in distance and the number of vehicles that can be achieved by using split deliveries can by large [2,3]. Nevertheless, we consider the simples trips only to simplify the model. Otherwise, we need to modify the model for vehicle routing and design special type sophisticated algorithms to optimize the transportation cost [4-6].

## 4 Computational Experiments

We conduct our computational experiments on real test instance of Russian logistics company which is located in a harbor near Vladivostok city. The company has 96 local providers in 26 towns and villages (see Fig. 3).


Fig. 3. Regional providers

Three types of scrap metal (3A, 5A, 12A) are supplied and two of them ( 5 A and 12 A ) are reprocessed into the type 3 A as the final product for the contracts. Time horizon is one month, $|T|=30$, the total amount of the final product for export $d=8000$ ton. Five types of ships are available for rent with the appropriate parameters (Table 1).

The sea freight $f$ is 850 rubles per ton. Three types of vehicles can be rented:

- 10 ton at most 20 vehicles,
- 15 ton at most 15 vehicles,
- 30 ton at most 10 vehicles

Table 1. The ship parameters

|  | $s=1$ | $s=2$ | $s=3$ | $s=4$ | $s=5$ | $s=6$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| capacity $\bar{v}_{s}$ | 2500 | 3000 | 3500 | 4000 | 4500 | 5000 |
| regist. fee $f_{s}$ | 25000 | 30000 | 35000 | 40000 | 45000 | 50000 |

and only one 5 ton vehicle belongs to the company, $\left|K^{0}\right|=1 ;|K|=45$; the working shift is 7 hours, transportation cost matrix $\left\{c_{i j}\right\}$ includes elements from 2500 rubles to 5500 rubles per trip to providers. The capacity of reprocessing center $v=300$ ton per day, the storage cost for warehouse $c=2, v^{0}=0$. The price function $p_{i j}\left(V_{i j}\right)$ has three linear segments and grows from 7500 to 9750 per ton identically for providers from the same town.

In our first experiment, we aggregate the set of providers and get 26 joint providers instead of 96 ones. We find near optimal solution with deviation from the optimum at most $0,1 \%$ in one minute by CPLEX software. Figure 4 depicts providers in the solution obtained.

Figure 5 shows the supply schedule for three types of scrap materials from the providers. Figure 6 presents the total amount of final product in the warehouse at the end of each day, variables $Y_{t}, t \in T$. To get the feasible solution to original problem instance, we re-distribute the total supply of each joint provider by its


Fig. 4. Regional providers in the solution


Fig. 5. Supply scheduling for three types of scrap materials from all providers


Fig. 6. The total amount of final product in warehouse at the end of each day
providers and compare the results. The total profit of the company increases but at most $1 \%$ only. We conclude that our aggregation approach is efficient and can produce feasible solutions with small deviations from the optimum.

In the second experiment, we modify the price functions $p_{i j}$ in order to understand the influence of the bonus coefficients $p_{i j}^{l}, l \leq q$. We compare the structure of the solutions obtained for the bonus coefficients $\beta p_{i j}^{l}, l \leq q$ for $\beta=0,1,2, \ldots, 5$. In case $\beta=0$, we can improve the total profit. In case $\beta>1$, the total profit decreases. But the structure of the solutions obtained is identical for these cases. The number of joint providers in final solutions increases from 13 to 15 only for $\beta=5$. We guess that the optimal value has a weak dependence on the bonuses. Optimization model tries to smoothen the influence of the bonuses by set of providers in the final solution. Thus, the convexity of the price function is important for marketing purposes. It stimulated local providers to store enough materials for the company. But the model can smooth its influence. As a result, the company can use large bonuses $p_{i j}^{l}$ without large reduction of the total profit.

In the third experiment, we study the influence of the company fleet of vehicles on the total profit. We conduct several experiments with different sets $K^{0}$, $\left|K^{0}\right|=1,2, \ldots, 10$ with different vehicle's capacities and observe slight improving the total profit. This improvement easy to understand because of $c_{k j}^{0} \leq c_{k j}$ for identical vehicles. By the current prices for renting vehicles, the including new vehicles into the company fleet can be useful for large time horizon only, $4-5$ years. Thus, we conclude that the total cost for delivering all scrap materials to the reprocessing center is a small part of the total operational cost. For improving the total profit, we need to enlarge the revenue instead of reducing the operational cost.

In our final experiment, we replace the Eq. (10) by inequality

$$
\begin{equation*}
\sum_{t \in T} W_{t} \geq d \tag{13}
\end{equation*}
$$

and determine the maximal profit for this time horizon. In this case, the company can send 8400 ton of final product instead of 8000 (according to contracts) and improve the profit from 28568000 to 29816000 .

To find the bottleneck of the system, we modify the capacity of reprocessing center and solve the problem (1)-(10), (12), (13) with $v=300,350,400, \ldots, 650$. The results of this experiment are shown in Fig. 7. We can see the fast-growing the profit and an increase the amount of final product for export $\sum_{t \in T} W_{t}$ from 8000 to 15600 . The detailed analysis of the experimental results can help us to find the best capacity of reprocessing center if we know the payment for enlarging the center and the total demand for export contracts in a future.


Fig. 7. The total profit for different capacity of reprocessing center

## 5 Conclusions

This paper studied a new optimization model to maximize the total operating profit of a harbor logistics company. We present a mixed integer nonlinear model, linearize the objective function, and aggregate the set of local providers to apply CPLEX solver efficiently. Computational results for real test instances confirm the efficiency of the approach and allow the company to improve the structure of supply chain system. Specifically, we observe that the capacity of the reprocessing center is a bottleneck for the system.

For future research, it is interesting to consider some competitive logistics companies. Each company has own contracts, warehouse, and reprocessing center. But the set of local providers is the same for all companies. Similar models for two companies in the field of facility location can be found in [8-11].

It is worth to note that such models are harder than well-known NP-complete problems and, in fact, are $\Sigma_{2}^{P}$-hard [12-14]. The best pricing strategy for each company may be the most intriguing question in such games. Some preliminary results for Stackelberg pricing games can be found in [15].
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