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Preface

In 1997, we edited the book Applied Measurement Methods in Industrial 
Psychology. The purposes of that book were to: (a) describe the process of job 
analysis and test development in a hands-on way that practitioners can under­
stand; (b) provide background about the reliability, validity, and subgroup differ­
ences of measures used to predict job performance; and (c) describe various 
methods for measuring job performance (e.g., ratings and work samples).

The original book received several positive reviews from academics and practi­
tioners. Malcolm Ree, formerly of Armstrong Laboratories and currently at Our 
Lady of the Lakes University, reviewed the book in Personnel Psychology (Winter, 
1998) and stated, ‘When asked to review this book, I did so because of the 
promise held in the title and the editors. That promise has been fulfilled.... 
Applied Measurement Methods in Industrial Psychology has much to recommend 
it to its intended audience ... it is a useful volume with concise information and 
belongs in your library’ (pp. 1048-1050).

Walter Borman, Personnel Decisions Research Institute, stated:

A distinguishing feature of the book is a ‘how-to’ emphasis that should espe­
cially help students and early practitioners to work through applied prob­
lems, develop predictor and criterion instruments, conduct validation 
analyses, and the like. So often, new I/O PhDs have few knowledges or skills 
necessary to practice I/O psychology in the real world. This book should 
greatly help them make this transition. (1997, personal communication)

Richard Klimoski, George Mason University, wrote:

It deals with key (but troublesome) issues in applied measurement that are 
encountered by those interested in promoting effective performance in 
work organizations: The successful identification of the individual differ­
ence constructs of interest and the translation of that knowledge into defen­
sible predictor and criterion measures. There are very few up-to-date 
sources with this useful focus ... the manner in which the material is 
presented ... is excellent. It is neither too general to be useful nor does it 
get bogged down in minutia.... It is a very fine contribution indeed. (1997, 
personal communication)

Carol Meyers, Arizona Public Service Company, wrote in a Personnel Testing 
Council, Arizona newsletter:

xvii
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The features of the book that make it so useful are: 1) well-written in fairly 
‘low-tech’ lingo, 2) very well organized material that is easy to follow, 3) use 
of one job (electrician) as an example throughout the book, 4) written with 
a view to the beginning practitioner or human resource professional—a real 
‘how to’ and applications approach, 5) excellent information tables, and 6) 
good summaries at the end of each chapter. (1997, p. 2)

The goal of the new book is to update the 1997 Applied Measurement volume. A 
great deal of research has been conducted since 1997 on several of the topics 
described in the earlier book (e.g., interviews, situational judgment tests, compe­
tency models). The purposes of the updated book remain the same: that is, to pro­
vide a single well-organized sourcebook for fundamental practices in industrial 
psychology and human resources management.

BOOK CHAPTERS AND AUTHORS

Like its predecessor, this book takes an applied or how-to approach to instrument 
development. Each chapter begins with an overview describing the job analysis or 
measurement method. Following this overview, the authors describe the psycho­
metric characteristics (e.g., reliability, validity, subgroup differences) of each mea­
surement method. Each chapter concludes with a general how-to discussion that 
spells out how each measurement method could be applied to any given job. As an 
organizing theme and for purposes of illustration, the output of each technique is 
provided for the job of electrician. Examples throughout the book pertain to the 
electrician’s job so that readers can understand how job analysis data can be used 
to develop the broad array of measurement instruments discussed in the book.

As one can see from the list of authors, we have called on some of the most 
prominent researchers in the field to write chapters, including: Norm Peterson 
and Dick Jeanneret on deductive methods of job analysis; Malcolm Ree and Tom 
Carretta on cognitive ability; Allen Huffcutt on interviews; Mike Mumford on back­
ground data; Mike McDaniel on situational judgment tests; Elaine Pulakos on rat­
ings; Fritz Drasgow and Scott Oppler on validation techniques; and Jim Sharf and 
Lisa Borden on methods for increasing the defensibility of systems in court. Most 
of these individuals are Fellows of the Society for Industrial and Organizational 
Psychology (SIOP) and two of them are SIOP past presidents. These authors, 
based on their own expertise and research, have written chapters that update the 
literature. For several of the chapters, we have called on other professionals with 
extensive practical experience to provide the updates. Not all of these individuals 
are academics, but they have a great deal of applied experience and many have 
presented their methods and the results of their research at SIOP

DIFFERENCES BETWEEN THE NEW VOLUME AND THE FORMER BOOK

We have added three chapters, one on training and experience measures (chap. 6), 
one on assessment centers (chap. 10), and one on methods for increasing the
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defensibility of selection systems in court (chap. 14). Training and experience 
measures are among the most commonly used predictors, and it seemed fitting to 
include this approach in the new volume. Concerning assessment centers, we use 
a different exemplar job (supervisor or foreperson) to provide illustrative exam­
ples of the measures. The chapter on how to prepare for legal challenges is an 
important addition, given the increased scrutiny that selection systems are receiv­
ing, particularly in regard to issues of content validity.

We have expanded the chapter on validation strategies to include an introduc­
tion to item response theory (IRT) and a discussion of ways in which IRT can be 
used to refine various instruments. The chapter on measuring complex skills was 
deleted because it overlaps with the cognitive ability chapter and because it 
describes highly specialized research that is unlikely to have broad applicability. 
We also changed the authorship of some chapters to include individuals who have 
conducted more recent research in the field.

Other than these few changes, organization of chapters in the new book par­
allels that of the former volume. We start with chapters on job analysis that pro­
vide the foundation for the subsequent predictor and criterion development 
chapters.

RELATIONSHIP OF THIS BOOK TO OTHERS IN I/O PSYCHOLOGY

This book should be used in concert with other volumes on related topics. This 
book should not be viewed as ‘the’ book on testing and selection. Therefore, we 
do not address issues such as banding, individual assessment, and ethical issues. 
It is not intended to be the only I/O book the students ever read. There are other 
books (as there are courses) that thoroughly deal with psychometric and legal 
issues and we do not discuss those topics at great length in the new volume.

It is our contention, as alluded to by Walter Borman earlier, that too many PhDs 
leave graduate school having never written a task statement, developed questions 
for an interview, or developed anchors for a rating scale. It seemed useful to have 
a single how-to book that describes the process (i.e., starting with a job analysis 
that leads to the development of useful measures designed to predict and 
measure job performance). We also believe that such a book would be useful for 
practitioners.
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OVERVIEW

The primary purpose of this edited volume is to provide students and entry-level 
practitioners with practical, systematic guidance on how to develop and evaluate 
the kinds of measurement instruments frequently used in the management of 
human resources. The authors, therefore, take a decidedly applied or how-to 
approach to instrument development and evaluation. Their prescriptions are log­
ically organized and follow the process one would actually undertake to deter­
mine the constructs to measure, the measurement techniques to use, and the 
reliability, validity, fairness, and legal defensibility of the resulting assessments. 
Accordingly, the volume contains five major sections: conducting job analyses, 
developing a test plan, developing measures to predict job performance, devel­
oping measures of job performance per se, and conducting studies to assess the 
quality and defensibility of the measurement program.

The context in which we discuss the development of applied measurement 
methods is the world of work. Thus, we want to assess the characteristics of job 
applicants to determine who would most likely excel on the job, both in the near 
term and in the longer run. Similarly, we periodically would want to assess 
employee accomplishments, as well as their strengths and weaknesses in perfor­
mance, both as a basis for compensation and as a diagnostic tool for choosing

1
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appropriate developmental courses of action. Measurement also might be used to 
assist in the planning of career trajectories, to support promotion decisions, and 
to design and evaluate training programs. Measurement of this latter type could 
be used not only to characterize how much employees have learned from expo­
sure to selected training programs, but also to evaluate the programs themselves 
(e.g., by determining what facets of job performance are best trained using par­
ticular training methods).

The current text updates and expands the content of an earlier volume pre­
pared by the same editors and many of the same authors (Whetzel & Wheaton, 
1997). The updated material and associated references document progress in 
research on many of the book’s topics. Although certainly not the last word, the 
book does reflect the state of the art in development and application of the meth­
ods described in each of its chapters, through the end of 2005.

The original text was expanded to include chapters on measurement of train­
ing and experience, assessment center methods, and legal issues and guidance. 
Other material was elaborated (e.g., an introduction to the models and uses of 
item response theory within the chapter on evaluation). The most difficult deci­
sion was what to exclude. For example, although reference is made to the Big 5 
personality constructs as potential predictors of performance, we elected not to 
include a chapter on personality. Several personality measures already exist; there­
fore, discussion of how to create new ones did not seem warranted. Moreover, 
validity data from recent meta-analyses do not support their use as predictors of 
job performance (Hurtz & Donovan, 2000), and personality measures are highly 
susceptible to faking in applicant situations (Rosse, Stecher, Miller, & Levin, 1998; 
Stark, Chernyshenko, Chan, Lee, & Drasgow, 2001).

There is a second context, in addition to the world of work, in which to 
describe development, use, and evaluation of measurement techniques in sup­
port of human resources management. Applied measurement occurs within a 
systems context that systematically proceeds from an analysis phase, to planning 
the measurement approach, to development of predictor and criterion measures, 
to evaluation of the entire program. We cannot emphasize strongly enough the 
importance of conducting each phase of this process in meticulous fashion, and 
of documenting, in great detail, each and every step along the way. This is one of 
the important messages of the last chapter, “Developing Legally Defensible 
Content Valid Selection Procedures.” Given the context of the age in which we 
live, many would argue that this last chapter be read first.

CONDUCTING JOB ANALYSES

Job analysis is the necessary foundation of applied measurement for the purpose 
of managing human resources. For example, job analysis is essential when inter­
est lies in predicting performance on the job. When developing a test or test 
battery for the purpose of selecting employees from a pool of job candidates, the 
first step is to conduct a job analysis that identifies the most critical aspects of 
the job. The next step is to identify the knowledge, skills, and abilities needed to
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perform the critical job operations successfully. Once the knowledge, skills, and 
abilities have been identified, tests that measure those attributes can be selected 
or developed. Thus, the development of selection instruments depends on the 
results of job analysis. One of the methods most commonly used to parse a job 
into its critical tasks and to identify important worker characteristics is the job-task 
analysis method.

Job analysis also is used as the basis for developing performance appraisal 
instruments. For research purposes, measures of job performance often serve as 
the criteria against which selection measures are validated. For the purpose of 
assessing job performance operationally, job analysis can provide an empirical 
basis for determining the characteristics of an entire appraisal system. For exam­
ple, job analysis can be used to identify the best source of information for the 
appraisal of different components of job performance (e.g., peers may be the best 
source for some components, whereas supervisors may be best for others). Job 
analysis might also provide information on the extent to which performance on 
different components of the job is constrained by factors beyond the control of 
individual workers (e.g., shortages in materials or personnel). One of the best job 
analysis methods one can use for determining the content of performance 
appraisals is the critical incident technique.

The results of job analysis are often used to support human engineering and 
usability testing studies (Dumas & Redish, 1993). The goal of both types of studies 
is to design machines and systems that can be easily and effectively used by humans. 
Job analysis can be used to detect problems with machines (e.g., critical incidents 
are often collected to document that a control mechanism or display has been 
poorly designed or inappropriately placed within a work station). Job, and espe­
cially task, analysis can also be used to describe the operations involved in using a 
system component (e.g., whether the task, subtask, or task element requires track­
ing, searching, monitoring, or decision making) and in determining the impact that 
design will have on system operation. Again, the job-task inventory and critical inci­
dent methods often are useful precursors to these kinds of applications.

The results of job analysis are also used for job evaluation. Job evaluation is the 
process by which wage rates are differentially applied to jobs. The analyst con­
ducting the job evaluation takes a number of factors in account (e.g., duties and 
tasks performed, required knowledge and skills, the work environment and con­
ditions), weights those factors, and places each job at some point along a contin­
uum. The analyst then uses job analysis results to describe the continuum in terms 
of a series of classes, usually corresponding to wage categories. There are several 
well-known deductive job analysis methods that can be used for this purpose. 
Finally, the results of job analysis are often used to support curriculum design and 
development. The fundamental step in designing a training program is to conduct 
a needs analysis that specifies a set of objectives for training. These objectives may 
include the provision of particular knowledge, the development of specific skills, 
or the formation of selected attitudes. Needs analysis consists of three separate 
components: organizational analysis, job and task analysis, and person or worker 
analysis. In this book we describe job and task analysis methods that can be used
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to determine instructional objectives related to particular job activities or operations. 
When conducting analyses to support training design and development, the ques­
tion being asked is, “What skills, knowledge, and attitudes may be necessary for 
successful performance of the job duties being considered?”

Within this broad context of work and job performance, the fundamental 
building block of any measurement program designed to assess the strengths and 
weaknesses of personnel is a job analysis. Job analysis consists of a systematic set 
of procedures for determining what workers actually do on the job and for describ­
ing which aspects of worker knowledge, skill, ability, and other characteristics 
(KSAOs) contribute to job performance. In this book we consider four different 
job analysis methods.

In chapter 2, we describe deductive methods of job analysis in which jobs are 
analyzed to determine which variables (from standard sets of variables) apply to 
them. The methods are deductive in the sense that the analyst starts with a pre­
defined taxonomy to describe job requirements. Several deductive job analysis 
schemes are available such as functional job analysis (Fine & Wiley, 1971), the 
Position Analysis Questionnaire (McPhail, Jeanneret, McCormick, & Mecham, 
1991), and the Occupational Information Network (0*NET), the latest and most 
comprehensive of the deductive job analysis methods (Boese, Lewis, Frugoli, & 
Litwin, 2001). These and other deductive job analysis schemes primarily differ in 
terms of the standard set of descriptive variables they incorporate. In chapter 2, 
we discuss the circumstances under which deductive job analysis is most useful, 
describe several popular deductive job analysis methods that preceded the 0*NET, 
and discuss how the database underlying the 0*NET can be used to streamline 
deductive methods of job analysis.

In chapter 3, we describe inductive methods of job analysis in which the ana­
lyst begins by gathering detailed information about the job in terms of what work­
ers do and what they need to know to perform the work. This information is then 
organized into categories and the analyst induces a higher order structure. In 
chapter 3, we describe the job-task analysis method in which several procedures 
(e.g., review of existing documentation, observations, interviews, surveys) are 
used to obtain information about jobs. We also describe how to assemble typical 
job analysis surveys, including how to define duty areas, how to write task state­
ments, and how to describe knowledge, skills, abilities, and other characteristics. 
Finally, in chapter 3, we describe the critical incident technique (Flanagan, 1954), 
which is another inductive method having great value in uncovering important 
dimensions of job performance. We include guidance on how to conduct incident 
writing workshops and how to analyze the incidents to identify underlying dimen­
sions of performance that can be used to construct behaviorally based rating 
scales, and situational judgment tests, among many other applications.

DEVELOPING A MEASUREMENT PLAN

Though quite brief, consisting of but a single chapter, this section serves as a 
bridge between guidance on how to conduct various types of job analysis and
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guidance on how to apply the results of those analyses to develop various kinds 
of measurement instruments. The measurement plan is a formal way of helping 
practitioners identify tests and other assessment tools that best satisfy the three 
objectives of a personnel assessment system: to maximize validity, to minimize 
adverse impact, and to enhance the efficiency of the measurement approach.

In chapter 4, we describe how to develop a measurement plan in the context 
of developing an employee selection system. The measurement plan serves as a 
blueprint that specifies what personnel characteristics are to be measured—as 
determined from job analysis—and how the targeted characteristics may best be 
measured to satisfy the three criteria just mentioned. Although we focus on activ­
ities in the context of employee selection, similar methods could be used for 
designing training. For example, a well-conceived training plan would specify the 
training objectives in behavioral terms and then indicate which training methods 
to use to achieve each objective most effectively and efficiently.

DEVELOPING MEASURES TO PREDICT JOB PERFORMANCE

When selecting employees for jobs or training programs, it is important to use 
predictors that are based on the requirements of the job and are valid for pre­
dicting performance on the job. Predictors can include cognitive ability tests, mea­
sures of training and experience, interviews, background data items, situational 
inventories, and assessment centers. Each of these possibilities is discussed in sub­
sequent chapters along with practical advice on how to develop and implement 
each type of measure.

Human resource planning—for example, managing growth, downsizing, and 
reassignment—requires the development of predictors of job performance. To the 
extent that jobs are changing (e.g., jobs become more technically challenging, job 
requirements are redefined as a result of corporate mergers and acquisitions), the 
constructs that predict performance on those jobs will also change. In all of these 
circumstances, new predictors will be required to help determine which individ­
uals to hire, which to retain, or which to reassign to different departments. 
Similarly, different kinds of selection measures can be used for career develop­
ment purposes, determining which employees are most likely to thrive in partic­
ular assignments and which are likely to benefit most from specific training 
programs.

In this section, we describe six different methods that can be used to measure 
potential predictor constructs identified during a job analysis. In chapter 5, we 
discuss the nature of cognitive ability and offer definitions of this pervasive con­
struct domain (e.g., Ree & Carretta, 1996, 1998). We also explore important issues 
surrounding the use of measures of cognitive ability as predictors of job perfor­
mance, including test fairness and subgroup differences. In the how-to portion of 
this chapter we describe how to select an appropriate test and how to develop 
one should the need arise. The latter guidance includes procedures for develop­
ing test specifications, creating items, conducting sensitivity reviews, trying out 
items, and analyzing item data.
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In chapter 6, we discuss the development and use of measures of training and 
experience. Although these measures have been used for many years to support a 
variety of personnel actions, their theoretical underpinnings have lagged behind. 
Recent advances in theory-based measurement (e.g., Quinones, Ford, & Teachout, 
1995; Tesluk & Jacobs, 1998) are likely to improve the predictive quality of these 
measures, especially those that assess amounts and quality of experience rather 
than providing an amorphous holistic judgment. After reviewing the psychomet­
ric properties of training and experience measures, including discussion of sub­
group differences and response distortion, we provide practical guidance in the 
development of alternative measures. These include task-based questionnaires, 
KSA-based questionnaires, and accomplishment records. We also describe meth­
ods for encouraging truthful responses to the questionnaires.

In chapter 7, we discuss employment interviews. In the first part of the chapter 
we describe what is meant by a structured interview and then consider different 
levels of structure and different interview formats. Following this introduction, we 
present research on the psychometric properties of the employment interview, 
including reliability and validity (Conway, Jako, & Goodman, 1995; McDaniel, 
Whetzel, Schmidt, & Mauer, 1994; Wiesner & Cronshaw, 1988), subgroup differ­
ences (Huffcut & Roth, 1998; Moscoso, 2000), and the incremental validity pro­
vided by interviews beyond cognitive ability (Pulakos & Schmitt, 1995; Salgado & 
Moscoso, 2002). In the second part of this chapter we offer guidance on how to 
use critical incidents to generate interview questions and response alternatives for 
two types of structured interviews: situational interviews and behavior description 
interviews.

We begin chapter 8 with a discussion of issues affecting the use of background 
data questions in personnel selection (Mount, Witt, & Barrick, 2000; Mumford & 
Owens, 1987; Owens, 1976). These issues include item relevance, faking, and 
item content. We then discuss the theory underlying use of background or biodata 
items—that past behavior is predictive of future behavior—and explore the exten­
sive research on the psychometric properties of these predictors. In later sections 
of this chapter, we describe methods for generating several different types of back­
ground items, for assembling questionnaires, and for scaling and validating 
responses.

In chapter 9, we discuss the use and development of situational judgment tests 
as a form of low-fidelity job simulation. We describe what is meant by a situational 
judgment test, discuss what such tests measure, and review their structure and 
format, including video-based tests. We summarize research on the psychometric 
characteristics of low-fidelity simulations (e.g., McDaniel, Hartman, & Grubb, 
2003) and provide guidance on building situational judgment tests. This advice 
includes methods for creating item stems and response options that describe 
potential actions that might be taken in response to a particular situation.

In chapter 10, we explore the use of assessment center methodologies to eval­
uate an applicant’s strengths and weaknesses and to predict the applicant’s poten­
tial to succeed in a given position. The high-fidelity simulations comprising 
assessment centers are an effective means of evaluating complex job performance
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including that, for example, of supervisors and managerial personnel. We begin by 
considering several different types of exercises that might be included in an 
assessment center. We then review psychometric research on validity and reliabil­
ity, as well as subgroup differences. In the second half of the chapter, we present 
detailed guidance on how to develop assessment center exercises and rating 
scales. Part of this guidance consists of steps in the selection and training of asses­
sors who will either play roles in selected exercises or be required to evaluate 
applicant performance during or shortly after each exercise. We outline five train­
ing modules intended to promote high levels of assessment quality.

DEVELOPING MEASURES OF JOB PERFORMANCE

One of the most common reasons for developing measures of job performance is 
to satisfy an organization’s need to determine how well its employees are per­
forming on the job. Operational performance appraisal systems are used to sup­
port a variety of personnel decisions, such as salary increases and promotions. 
When jobs are redesigned or the job requirements change, companies may have 
to determine which employees to retain or reassign. Measures of past perfor­
mance can be useful when reaching such decisions. Operational performance 
appraisal systems also are used as feedback mechanisms, enabling employers to 
explain developmental needs to their employees.

Another purpose for developing measures of job performance is to support 
research efforts intended to establish the validity of selection instruments or to 
assess the effectiveness of training. Measures of job performance, whether based 
on rating scales, job knowledge tests, work sample tests, or combinations of these 
three, provide criteria against which to validate the kinds of predictor instruments 
discussed in earlier chapters. Measures of job performance can be used to evalu­
ate training. Evaluators often use paper-and-pencil measures of job knowledge to 
evaluate the degree to which learning has occurred. Work sample measures are 
used to indicate the extent of skill acquisition and the retention of that skill over 
time. Rating scale data can inform evaluators about further needs for improve­
ment of performance that can be achieved through training.

Although we have categorized various measurement instruments as predictors 
in one section and as performance measures in another, several instruments can 
be used for either purpose. This certainly is true of rating scales, job knowledge 
tests, work sample tests, and situational judgment tests. The use of various mea­
surement approaches and instruments depends on the purpose of the measure­
ment, as indicated by the study design and as specified in the measurement plan 
documentation.

In chapter 11, we discuss issues surrounding the development of an effective 
performance management system, including performance planning, ongoing 
feedback, and performance evaluation. Having set the broad context within which 
performance evaluation occurs, we then offer guidance on how to develop effec­
tive evaluation tools. Chief among these tools are rating scales, which when used
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to measure job performance describe typical performance, or what an employee 
will do, day to day. Such rating scales often serve as criterion measures against 
which to validate predictor instruments. We describe methods for developing rat­
ing scales that make use of critical incident data. Guidance is given on developing 
behaviorally anchored rating scales (Smith & Kendall, 1963), behavioral summary 
scales (Borman, 1979), behavior observation scales (Latham & Wexley, 1981), and 
mixed standard rating scales (Blanz & Ghiselli, 1972). We end the chapter by sug­
gesting ways to improve the quality of performance ratings, especially through 
rater training, and by offering advice on how to implement effective performance 
management systems within organizations.

In chapter 12, we describe the development of measures of maximal perfor­
mance. These measures focus on what an employee can do under relatively ideal 
testing conditions. We describe applications of job performance tests as well as 
their limitations, and review the psychometric characteristics of such tests. We 
describe procedures for sampling the job performance domain and offer sampling 
strategies for selecting tests. Testing techniques include both hands-on tests and 
the use of performance-based test items in job knowledge test development. We 
also offer advice on a number of scoring issues attendant to work sample testing, 
including product versus process scoring, the scorability and observability of 
tasks, pass-fail scoring versus ratings of performance, and the not inconsequential 
matter of testing logistics.

ASSESSING THE QUALITY AND LEGAL 
DEFENSIBILITY OF A TESTING PROGRAM

In the final section of this book, we seek closure on the topics of conducting job 
analyses, developing a measurement plan, developing predictor measures, and 
developing measures of job performance for use as criteria. In this final section, 
we determine the quality of the selection program by considering each of its con­
stituent parts as well as the outcomes it produces.

Consistent with the slant on personnel selection that runs throughout, in 
chapter 13 we describe the validation of selection instruments. In this chapter we 
discuss definitions of validity, raise issues that need to be addressed when devel­
oping a validation research plan, and offer advice on how to collect and analyze 
data. In this latter connection we also discuss the notion of test bias and how to 
access it. To provide how-to guidance, we use simple sets of data to demonstrate 
how analysis of validity data proceeds. Topics include computation of basic 
descriptive statistics, standard scores, and correlation coefficients, and the use of 
regression analysis to assess predictive bias. We describe how to assess item char­
acteristics using both classical techniques and procedures based on item response 
theory (IRT). These topics are presented in a manner intended to acquaint the 
reader with some of the concepts involved in validation research. Throughout, we 
provide references to more thorough and advanced treatments. Last, but not least, 
we end the chapter with advice on how to document the validation research 
design and its results.
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In chapter 14, we raise the topic of litigation and discuss steps that should be 
taken to develop legally defensible, content valid selection procedures. We begin 
with an introduction to litigation, including definitions of some of the core con­
cepts. Next, we discuss issues involved in screening applicants on the basis of min­
imum qualifications and recruiting potential employees via the Internet. Finally, 
we describe steps that test developers should take prior to developing and evalu­
ating selection programs. In this regard, it is essential that anyone contemplating 
development of selection procedures for any purpose first become familiar with 
the Uniform Guidelines on Employee Selection Procedures (1978). Adherence to 
these guidelines will help ensure that subsequent legal challenges are avoided or 
successfully countered.

ADOPTING A COMMON THEME

The advice and guidance offered in this book are based on the experiences of a 
large number of applied research psychologists who have developed applied mea­
surement methods in many different contexts for many different purposes, pri­
marily but not exclusively related to the world of work. Within the context of the 
workplace, these practitioners have developed measures of many different kinds 
of predictor constructs related to performance on many different kinds of jobs, 
ranging from anesthesiologists to salespersons, from insurance agents to infantry 
The challenge, therefore, has been to adopt, insofar as possible, a common con­
text within which to provide advice and offer guidance.

Toward that end, we have chosen the job of electrician as a running example 
throughout this volume so that the reader may better understand how measures 
are developed for a single job and how the various parts of the measurement 
process interrelate. The example is based on a large-scale project in which selec­
tion instruments were developed and validated for use in selecting candidates for 
a nationally based electrician apprenticeship program (Williams, Peterson, & Bell, 
1994). As components of that project the researchers: (a) conducted inductive job 
analyses that used the job-task inventory method to identify the tasks performed 
by electricians and the KSAOs related to task performance, and the critical inci­
dent technique to gather incidents and specify important dimensions underlying 
electrician performance; (b) developed predictor instruments, including mea­
sures of cognitive ability such as reading comprehension, spatial ability, and 
noncognitive measures such as biodata items; and (c) developed criterion perfor­
mance measures such as behavioral summary rating scales. Throughout the book, 
whenever possible, we make liberal use of samples of tasks, critical incidents, 
unused items, and other materials drawn from this project to aid the practitioner 
in following the guidance we offer.
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OVERVIEW

In this chapter, we concentrate on two traditional forms of job analysis—deductive 
and inductive methods—and distinguish between them. By deductive job analysis, 
we mean those methods that emphasize the use of existing knowledge or tax­
onomies of job information during analysis of the focal job. For example, use of a 
published, commercially available job analysis inventory such as the Position Analysis 
Questionnaire (PAQ; McCormick & Jeanneret, 1988) is a deductive approach to 
studying one or more jobs. Information collected about the job is automatically 
organized within the already existing system of job descriptors and can be inter­
preted within a database of quantitative scores on those descriptors for other jobs, 
providing such a database is available (as it is for the PAQ). In contrast, we define 
inductive job analysis methods as those that emphasize the collection of new, In this 
chapter, we first provide some basic definitions and discuss ways of conceptualiz­
ing the domain of job analysis methods, primarily to provide the context for our 
distinction between deductive and inductive job analysis. We follow this discus­
sion with a description of the principal methods of evaluating the quality of a job 
analysis. In the third major section, we describe several widely used prototypical 
types of deductive job analysis. In the fourth and final section, we present some 
issues to consider when choosing a job analysis method for a particular use.
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The Analysis o f Work

In today’s global economy the nature of work is changing and often requires adap­
tations to cultural settings, and to differing ways of getting work done. Furthermore, 
organizational climate and other contextual considerations frequently influence the 
nature of the job or its requirements. The Society for Industrial and Organizational 
Psychology (SIOP), when publishing a revised edition of the Principles fo r the 
Validation and Use of Personnel Selection Procedures (SIOI> 2003), recognized the 
importance of these changes for the more traditional forms of job analysis, and 
expanded the term job analysis to include analysis of work. This new term is 
intended to incorporate the traditional forms of job analysis, the study of compe­
tencies,1 and the emerging emphasis on considering other work-related information 
about the work itself the worker, the organization, and the work environment. The 
definition adopted by the Principles for the analysis of work is as follows: ‘Any 
method used to gain an understanding of the work behaviors and activities 
required, or the worker requirements (e.g., knowledge, skills, abilities, and other 
personal characteristics), and the context or environment in which an organization 
and individual may operate” (p. 66).

METHODS OF JOB ANALYSIS

At the outset, we provide a few definitions that will help communication in this 
arena. By job we mean a particular collection of work tasks that are reasonably 
stable and coherent across a number of job holders, and sometimes across orga­
nizations—though occupation is often used to refer to jobs that occur across 
more than one organization. Jobs are sometimes differentiated from positions, 
which usually are thought of as a particular instance of a job. Thus, Kelly Jones 
holds a position as an electrician (the job) for the XYZ Corporation. Job families 
are thought of as closely related jobs, such as a collection of clerical jobs. In effect, 
then, positions make up jobs, which make up job families. Job descriptor, or just 
descriptor, is a generic term for a variable or type of variable used to describe jobs. 
Frequently used descriptors are job duties, tasks, generalized work activities, knowl­
edges, skills, and abilities. Sometimes, but not always, descriptors are accompanied 
by one or more rating scales that analysts use to indicate the importance, frequency, 
or some other characteristic of the descriptor. With these definitions in mind, we 
now consider various methods of job analysis.

There are several ways to classify job analysis methods. An elemental distinction 
is that between qualitative and quantitative analyses (McCormick, 1976, 1979). 
Qualitative analyses result in narrative descriptions of jobs, usually containing 
general descriptions of the primary purpose of the job, the major duties of the

lA competency is considered to be the “‘successful’ performance of a certain task or activ­
ity, or ‘adequate’ knowledge of a certain domain of knowledge or skill” (Shippmann et al., 
2000, p. 707).
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job, and some of the important qualifications for the job. Although such qualita­
tive job descriptions are useful for providing a general sense of what is done on 
the job and what is required of a job holder, they have little use beyond that. 
Quantitative analyses, on the other hand, often provide numeric ratings of various 
types of job descriptors on scales like the importance of, time spent on, frequency 
of, or difficulty of performance. These numeric ratings generally are provided by 
job incumbents, job supervisors, persons responsible for training job holders, or 
other people with expert knowledge of the job generically called subject matter 
experts (SMEs). McCormick (1979) called these SMEs the agents of data collec­
tion, another way in which he differentiated job analysis methods.

As noted previously, the nature of variables used to describe the job—job 
descriptors—usually is an important dimension in categorizing job analysis meth­
ods. McCormick (1976) used job-oriented versus worker-oriented as a primary 
distinction. By job-oriented he meant descriptions of the work activities per­
formed, usually in terms of what is accomplished, and sometimes how, why, and 
when the activities are accomplished. Worker-oriented activities included human 
behaviors performed in work, such as sensing, decision making, and the like. The 
final way in which McCormick described the job analysis process was in terms of 
the methods of collecting job analysis information. These methods include 
observing the job, interviewing individuals or groups of individuals performing or 
supervising the job, collecting and interpreting critical incidents (see chap. 3), 
administering open-ended and structured questionnaires, and reviewing various 
kinds of information or records relevant to the job. By using McCormick’s cate­
gorization scheme, each instance of job analysis can be identified as quantitative 
or qualitative, using job-oriented or worker-oriented descriptors, relying on one 
or more methods of data collection, and using one or more types of agents to col­
lect the information.

Although McCormick’s (1976) system of categorizing approaches to job analy­
sis is reasonably complete, some alternatives have been proposed. Peterson and 
Bownas (1982) used a 2 x 2 matrix to classify a special set o f job analyses aimed 
at linking job-oriented (e.g., tasks) and worker-oriented (e.g., abilities) descriptors 
to one another. Classifying worker- and job-oriented descriptors as either fixed (a 
set of standard items intended to apply to all jobs) or sampled (generated specif­
ically for each job or job type studied), they proposed four basic types of linkages. 
Type I includes the linkage of a fixed set of job tasks to a fixed set of worker 
abilities (the deductive approach), and they offered the Position Analysis 
Questionnaire as an example of this approach. Type IV includes the linkage of a 
sampled set of tasks to a sampled set of abilities (the inductive approach), one ver­
sion of which is described in chapter 3. Types II and III include the use of sam­
pled tasks and fixed abilities, and fixed tasks and sampled abilities, respectively. 
Both of these are combinations of inductive and deductive approaches.

Fleishman and Quaintance (1984) proposed a fourfold categorization of job 
analysis methods, labeled behavioral description, behavioral requirements, ability 
requirements, and task characteristics. In addition, they summarized a number of 
other approaches to thinking about job analysis and related taxonomies.
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Harvey (1991) proposed a taxonomy of job analysis methods that uses two 
dimensions: behavioral-technological specificity and kind of scale metric. He posited 
three levels of specificity: high, medium, and low. For scale metric, he proposed three 
types:

• Cross-job relative—meaningful, level-based comparisons across jobs, such as 
an absolute frequency scale (once a year, once a month, once a week, etc.).

• Within-job relative—rating values expressed relative to the other descrip­
tors (e.g., tasks) within a job, or on scales not anchored in terms of verifi­
able job behavior.

• Qualitative—no numerical ratings or other quantitative comparisons possi­
ble among jobs.

Using these two dimensions he described nine major types of job analysis meth­
ods, three of which are qualitative and six of which are all forms of quantitative 
analysis.

This brief review of ways of thinking about the various methods of job analysis 
is meant to drive home the point that there is no single best way for performing 
job analysis. Choice of a method depends to a large extent on the purpose for 
which a job analysis is being performed as well as on a consideration of the kinds 
of issues covered in the taxonomic schemes described earlier. The purposes for a 
job analysis might include the development of a simple narrative description for 
a job, identification of the tasks and skills to be covered in a formal training 
course, determination of the amount of pay appropriate for a job, or the best way 
to select future employees for a job. These purposes involve the consideration of 
the taxonomic issues and associated methods of analysis. A simple narrative 
description will not require elaborate information gathering or the collection of 
quantitative data using rating scales like time spent or importance, but rather can 
be completed with a few interviews and some observation of the job. Note, how­
ever, that the usefulness of this product is extremely limited. Identification of 
information for a training course requires a detailed, specific description about all 
or almost all the tasks done on a job and the skills required to complete those 
tasks, as well as quantitative information about the relative importance, time spent 
on, or other evaluative index that can be used to determine how essential each 
task and skill is for the job. Determining the appropriate level of pay for a job 
often requires a focus on aspects of a job that are more traitlike, such as decision 
making and span of control, and the comparison of those dimensions’ scores 
across jobs—which may imply the use of absolute ratings.

In this book, we primarily are concerned with job analyses intended to provide 
information for the development of employee selection or assessment systems. 
With almost no exceptions, such job analyses will be quantitative. Beyond this 
basic distinction, we have chosen the fairly simple dichotomy of deductive versus 
inductive methods. The heart of this distinction lies in the use of an existing 
system of job descriptors intended to apply across jobs (deductive) or the devel­
opment of a new, tailored system intended to be unique to a particular job or
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family of jobs (inductive). Generally speaking, the deductive analyses are more 
appropriate when a large-scale employee selection or promotion system is to be 
developed for a variety of jobs, and the inductive system is more appropriate 
when a single job or a small set of highly similar jobs is the focus (e.g., the elec­
trician job used as an example throughout much of this book). Even here there 
are exceptions, however, because the use of job component or synthetic valida­
tion (Jeanneret, 1992; Jeanneret & Strong, 2003; Mossholder & Arvey, 1984) or 
validity generalization (Schmidt & Hunter, 1996) strategies for validating 
employee selection procedures might call for the use of deductive methods for a 
single job.

As we described earlier, if we consider purposes for job analysis outside of 
selection, then other factors come into play—such as the need for very detailed 
task and skill information for the development of training, an inductive 
approach; or the determination of appropriate pay levels for a set of jobs through 
a deductive approach because of the need to compare jobs on standard descrip­
tors. If the outcomes of a job analysis are intended to fulfill two or more pur­
poses, then a hybrid approach may be the most appropriate, for example, one 
that uses some, if not all, of the standard descriptors and rating scales from a 
deductive approach plus the identification of the job-specific tasks and skills 
through an inductive approach. Such an approach would fall in Type II or Type
III in the Peterson and Bownas (1982) matrix. Some researchers advocate a more 
direct combining of the two approaches by using the standard descriptors from 
a deductive approach to guide the inductive development of job-specific descrip­
tors for a particular job (Mumford, Sager, Baughman, & Childs, 1999). In the 
future, it may increasingly be the case that inductive methods of job analysis are 
carried out within the guiding framework of a given deductive system. Thus, the 
set of more general job descriptors found in a system such as the 0*NET 
(Peterson, Mumford, Borman, Jeanneret, & Fleishman, 1995, 1999) or the PAQ 
might guide the identification of unique or more specific sets of job descriptors 
for a particular job or set of jobs.

EVALUATING THE QUALITY OF JOB ANALYSIS INFORMATION

Realizing that we are viewing job analysis as a methodology that goes beyond the 
narrative description and documentation of job responsibilities, requirements, 
and conditions, we necessarily are relying on some form of measurement. 
Accordingly, once we begin to measure job information in some quantitative man­
ner, we can evaluate the quality of the actual job analysis data. This is important 
from two perspectives. First, knowing something about the quality of the job 
information provides feedback to the developer of that information. In effect, it 
tells the developer how good the effort was that led to the resulting job informa­
tion. Second, it tells the user about the confidence that can be placed in the job 
analysis findings themselves, as well as the influence the findings might have if 
they were used for some human resource management purpose (e.g., to build a 
selection or performance appraisal system).



18 PETERSON AND JEANNERET

The quality of job analysis information can be assessed in many ways. In this 
section, we discuss reliability, validity, the effects of analyst influences, and sam­
pling. Furthermore, it should be recognized that these are generic topics and eval­
uation strategies, applicable to all forms of quantitative job analysis including 
those discussed in chapter 3.

Theoretical Models o f Reliability

The reliability of job analysis information describes the degree to which such 
information is consistent. We should determine the reliability of every job analy­
sis procedure, if possible, because without knowledge of reliability, it is difficult 
to speak to the validity of the job analysis data or the utility of any results based 
on those job analysis data.

Consideration of reliability begins with a theoretical model. Two theoretical mod­
els have received most attention: classical reliability theory (Nunnally & Bernstein, 
1994) and generalizability theory (Cronbach, Gleser, Nanda, & Rajaratnam, 1972). 
In classical reliability theory, one estimates the degree to which the job analysis 
information is free from error or noise. That portion of a job analysis score or index 
that is error-free is referred to as the true score. Consequendy, reliability becomes 
the ratio of the true score variance to the observed score variance, which is com­
prised of both error and true score. In such calculations, the reliability coefficient is 
similar to a correlation coefficient ranging from 0.0 to 1.0. Thus, lower magnitude 
error variances result in higher ratio or reliability indices.

Generalizability theory also provides an appropriate model for determining the 
reliability of job analysis data. Using this model, one attempts to account system­
atically for the multiple sources of variance that affect observed scores rather than 
casting them as either error or true score. The sources of variance one might inves­
tigate include job analyst, type of organization, types of jobs, types of descriptors, 
and so forth, although it usually is not possible to analyze all the possible sources 
of variance at once. The notion of generalizability evolves from the strategy that a 
researcher measures and evaluates one or more specific sources of variance in one 
study, and then uses the results of that study to estimate the reliability in other, 
usually fairly similar, types of studies. Generalizability coefficients are obtained 
from these studies and are defined in terms of the extent to which job analysis 
scores can be generalized across the variables (e.g., analysts, organizations) that 
have been studied.

Classical Reliability Estimates

Reliability based on classical theory can be calculated in several ways. However, 
there are two fundamental designs that can guide measurement of a job analysis 
instrument’s reliability. One design considers the degree to which two or more 
independent raters (analysts) agree on the analysis of a job at the same relative 
point in time. The second design evaluates consistency of job data over time. A third 
possibility is to examine the internal consistency of the fixed set of descriptors
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included in the job analysis instrument. Finally, the standard error of measure­
ment also is an appropriate index in certain job analysis situations.

In terrater Agreement. Interrater agreement is usually calculated by deter­
mining the correlation between analysts across all the job descriptor items (or 
questions) on an instrument. The design can be confounded by whether a single 
position (or job incumbent) is analyzed by several job analysts or whether several 
positions (or job incumbents) having ostensibly the same job content are analyzed 
by different analysts. In all instances, differences in analyst agreement are consid­
ered to be error. When multiple and varied jobs are studied by a job analyst team, 
it also is possible to examine reliability for each job analysis item (as opposed to 
analyses conducted across all the items within an instrument). Using such a 
design, reliability is measured by the extent to which an item consistently differ­
entiates across jobs, where the variability due to job differences is true score vari­
ance and the variability due to different analysts is error variance. A similar 
argument can be made if job analysis items are combined in some manner to form 
a dimension or component. The reliability of that component can be derived 
across a sample of jobs using an analysis of variance paradigm that considers job 
variability due to analysts as error variance.

As one develops an overall job analysis data collection strategy, it is important 
to consider how reliability is going to be assessed. We present the following exam­
ples to give the reader an appreciation of the options:

• Analyst pair analyzes one job—We use the term analyst to indicate individ­
uals who complete a job analysis instrument. It is recognized that such indi­
viduals could be incumbents, supervisors, trainees, process engineers, or 
others who have sound knowledge of the jobs being analyzed. When two 
analysts independently analyze the same job, the degree to which their 
scores agree is interrater reliability. When there are a number of analyst 
pairs, their respective reliability results can be aggregated to calculate an 
overall interrater reliability coefficient for the job being studied.

• Many analysts analyze many jobs—Unless every analyst analyzes every job, 
which is unlikely and probably not very efficient, then one would calculate 
all possible pairwise coefficients within each job and then aggregate the 
data across all the jobs.

The interested reader is referred to an article by Geyer, Hice, Hawk, Boese, and 
Brannon (1989), who studied the reliabilities of ratings made by four experienced 
job analysts who independently studied 20 diverse jobs using standard U.S. 
Employment Service job analysis procedures (U.S. Department of Labor, 1991a). 
These procedures categorize job information into the Dictionary o f Occupational 
Titles (U.S. Department of Labor, 1991b) format. Results indicated that reliabilities 
calculated using both interrater reliability and analysis of variance models were 
generally high (.79 to .98) for work functions, educational development, aptitudes,



20 PETERSON AND JEANNERET

temperaments, and interests. Reliabilities were often moderate (.40 to .75) for 
physical and perceptual job demands. More recently, several studies of military 
occupations presented reliability estimates similar to those just described for a 
number of different kinds of descriptors and associated rating scales (Bennett, 
Ruck, & Page, 1996). Dierdorff and Wilson (2003) conducted a meta-analysis of 
job analysis data and found reliability for task data to be .77. For more generalized 
(generic) data collection methods the reliability was .61. Such research provides a 
benchmark that can be used to evaluate the consistency of other job analysis data, 
especially when obtained by deductive procedures.

Rate-Rerate Reliability. The second fundamental design for measuring the 
reliability of job analysis data under the classical theory examines the consistency 
of the job information over time. It is known as rate-rerate reliability. Assuming 
there is no reason for the job content to change from Time 1 to Time 2 (say, over 
a 4-week period), then job analysis scores produced by the same set of analysts 
should be in agreement across that time frame. Any differences in job analysis 
scores indicate error in the data. Sometimes the resulting calculation is referred to 
as a stability coefficient (see McCormick, 1979, p. 133). The calculations can be 
done using product-moment correlations of scores across the two time periods, or 
by using analysis of variance, just as is done for interrater agreement calculations.

Internal Consistency. A third method for estimating reliability that evolves 
from classical theory is known as internal consistency (Nunnally & Bernstein, 
1994). Under this method, one considers as error the sampling of descriptors in 
a job analysis instrument. The design necessary to calculate an internal consis­
tency index (such as coefficient alpha or a split-half coefficient) requires a job 
analysis instrument that uses many descriptors to measure a particular compo­
nent of work, and many job analysts who rate those descriptors. Because the issue 
of internal consistency of the descriptors typically is not a critical one in this con­
text, job analysts seldom attempt to assess it. Consequently, internal consistency 
reliability is not an especially useful index for job analysis instruments in the way 
that it is for various tests of individual abilities.

Standard Error of Measurement. A fourth useful statistic that reflects the 
consistency of certain types of job analysis data is the standard error of measurement. 
This index is derived, for example, when a particular job has been repeatedly ana­
lyzed, perhaps in numerous organizations with the same job analysis instrument. 
Calculation of a true job analysis score for each descriptor of the job (e.g., job dimen­
sion or factor) would be expressed in terms of the standard deviation and reliability 
of the observed scores. The standard error of measurement then establishes a 
confidence band (range of error) about a true score, and given a bandwidth of (±) 
one standard error, about 68% of the observed scores should fall within that band.
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Generalizability Theory and Reliability. As previously mentioned, esti­
mates of reliability based on generalizability theory attempt to partition variance 
arising from multiple sources that may influence the quality of job analysis data. 
The analysis of variance design requires those developing a job analysis data col­
lection process to consider the sources of variance that are important and should 
be measured, as well as the universe to which the job analysis scores will be gen­
eralized. Furthermore, not only are individual sources of variation considered, but 
the design also allows for the evaluation of their interactions. Perhaps the two 
sources of variance most often of concern would be analysts and time. Using a 
generalizability approach allows the inclusion of both sources in the calculation 
of one generalizability coefficient, unlike the separate calculations of interrater 
agreement and stability coefficients that are necessary when using classical relia­
bility approaches.

Unfortunately, there are relatively few instances in which job analysts have used 
generalizability theory to design a reliability study. However, a comprehensive study 
by Van Iddekinge, Putka, Raymark, and Eidson (2005) is noteworthy. Their study 
examined sources of error variance in ratings of knowledge, skills, abilities and 
other characteristics (KSAOs) by three levels of raters (incumbents, first-level 
supervisors, and second-level supervisors) across five organizations for the job of 
customer service manager. Their customized questionnaire assessed 118 KSAOs 
grouped into 10 dimensions. Results indicated that most of the variance in ratings 
(70%-80%) was due to differences in how raters rank-ordered the KSAOs. There was 
little variance due to the level of the rater or the organizational setting. Practically 
speaking, this meant that the observed importance rating of a KSAO (i.e., its ranking 
with regard to the other KSAOs) accurately represented its standing across all five 
organizations and all raters—it mattered not if raters were incumbents or supervi­
sors, or from which organization the raters were drawn. If, on the other hand, the 
type of rater and organization had accounted for significant amounts of variance, 
then the ranking of a KSAO would have to be computed for each type of rater for 
each organization. This example illustrates the value of the generalizability approach 
for examining specific sources of variance in job analysis data, and more directly 
eliminating potential error sources for a particular application.

Validity

When we ask if some set of job analysis data is valid, we want to know if the data 
adequately reflect and actually measure the job characteristics of interest as they 
in fact occur. In essence, the concept of validity requires us to examine the cor­
rectness of the information obtained with our job analysis methodology. However, 
it is not a process that is often completed in a very rigorous manner. That is to say, 
we typically assume the job analysis method asks the right questions, and we then 
are only concerned with observing consistent (reliable) answers. In many 
respects, our assumptions about validity are warranted, and it rarely is necessary
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to reaffirm the validity of our data through a post hoc validity study. The reasons 
for this assertion are described later, as we examine certain validity concepts and 
strategies in some detail.

Content Validity,. One establishes content validity by directly sampling from 
the domain of interest and then incorporating the material sampled into the 
design of the instrument that will be used for measurement purposes. Within the 
field of job analysis, a content validity strategy is often followed at the time of 
instrument development. When inductive instruments are prepared (e.g., the Job 
Analysis Questionnaire described in chap. 3), they usually evolve from direct 
observations of the work and from interviews with SMEs. Furthermore, such 
instruments are often pilot tested and provide other means for respondents to be 
sure that the job content domain has been adequately addressed. For nomothetic 
or, in our vernacular, deductive instruments that are intended to have general 
applicability to the analysis of a broad spectrum of occupations, the job analysis 
items typically are based on work activities that are broadly defined and have their 
foundation in many, if not most, well-known or high-occupancy jobs. Most of 
these types of instruments are based on the incorporation of results of a large 
number of inductive job analyses and the use of theoretical knowledge derived 
from research in psychological or other relevant sciences.

If one is interested in trying to establish the content validity of job analysis find­
ings in some methodical way, there are alternatives. One possibility is to have SMEs 
independently confirm the representativeness and accuracy of job analysis outputs. 
A second more rigorous approach may establish linkages between job analysis out­
comes and objective records of productivity. For example, in many production jobs, 
employee time is charged to specific activity accounts for job costing purposes. Such 
records could be used as criteria to study the reasonableness of incumbent ratings of 
time spent on various job tasks or activities. Incidentally, although studies of this 
topic are few in number, the reported results are not always comforting. Whereas 
McCormick (1979) mentioned a U.S. Air Force study that was very positive in con­
firming job analysis results, Harvey’s (1991) citations were more disconcerting.

Construct Validity. In a classical construct validity model, a new measure of a
construct is compared to an established and accepted measure of that same con­
struct and, if possible, to accepted measures of dissimilar, confounding constructs. 
If the degree of congruence (often measured with correlation coefficients) is high 
between the old and new measures of the construct, then the construct validity of 
the new measure has been established to an appreciable degree. The case is further 
strengthened if there is low congruence between the new measure and the mea­
sures of the dissimilar, confounding constructs. Although not especially efficient, it 
is possible to compare results from multiple methods of job analysis and determine 
their similarity. If one method is well established and a second method is being used 
for the first time, such a technique could document the construct validity of the
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newer measure if comparable results were achieved. One example of such a strat­
egy was reported by Harvey, Friedman, Hakel, and Cornelius (1988), who demon­
strated the comparability of data obtained with the Job Element Inventory (JEI; 
Cornelius & Hakel, 1978) to that collected with the PAQ. A more recent study 
(Manson, Levine, & Brannick, 2000) following a multitrait-multimethod design 
demonstrated a high degree of convergent validity for several different task inven­
tory ratings (e.g., time spent, difficulty to learn).

Summary

Although it is possible to design job analysis methods so that one can evaluate the 
validity of the method or data resulting from application of the method, such 
efforts are seldom carried out. In many instances, the process could be redundant 
and might appear to confirm the obvious. Furthermore, scholars in the field of job 
analysis such as McCormick (1979) are content to rely on reliability information 
and assume validity is acceptable if reliability is reasonable. We add that such an 
assumption is more likely warranted if care has been taken in developing the job 
analysis method and instruments from the outset.

Other Strategies for Evaluating the Quality o f Job Analysis Information

Four other strategies may be useful when evaluating certain sets of job analysis 
information. Again, these strategies may be applied to both deductive and induc­
tive methodologies.

Descriptive Statistics. The most straightforward descriptive indices can be 
very informative about the quality of job analysis data. One possibility is to evalu­
ate the frequency distribution of responses (or percentage of responses) given to 
the various options of a descriptor scale (e.g., across the options of a frequency 
scale for performance of job tasks, like “once a year,” “once a month,” “once a 
week,” and “once a day”). Comparisons can be made of the observed distribution 
to other distributions from similar studies or databases of job analytic informa­
tion. Also, simply viewing the distribution in terms of reasonableness relative to 
rational expectations can be informative. Departures from prior findings or expec­
tations should be investigated and clarified. There often is a special circumstance 
that explains the differences, but if no explanation can be found, then there may 
be some inadequacies with the job analysis.

Calculating the means and standard deviations for descriptor responses can be 
equally informative. Again, both statistics should be comparable to known indices 
or expectations. Furthermore, standard deviations should be viewed in terms of 
how much variability there might be in the content of positions that have been 
merged (averaged) for analytical purposes. In fact, some researchers question the 
advisability of routinely using mean scores to eliminate the within-job variability
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that typically is observed in job analysis ratings (Harvey, 1991). The basic argument 
that opposes aggregating to a mean score is that it really is not error variance that 
is being discarded. Therefore, the resulting mean score profile does not correctly 
represent any of the positions included within the job analysis. Although our 
experience is not this extreme, it certainly is more comforting if one can compare 
observed mean scores with an existing database of information and verify the rea­
sonableness of one’s data. Such a strategy is particularly appropriate with deduc­
tive methods that have well-established databases such as those available for the 
PAQ or the Generalized Work Inventory (GWI; Cunningham & Ballentine, 1982).

Multivariate Analyses. Various kinds of multivariate analyses are often con­
ducted on job analysis data. They usually are conducted to provide summaries of 
data at a higher level for one or another applied purpose. Factor analysis is used to 
identify higher level organizations of job descriptors to use in job descriptions or in 
other analyses. Cluster analysis is used to aggregate positions or jobs into higher 
level job families for any of a variety of purposes—to develop selection procedures 
or to form training curricula for related jobs. Discriminant analyses are used to iden­
tify job descriptors that contribute the most to differentiating among jobs. Each of 
these techniques has associated with it a considerable body of knowledge about its 
application and interpretation. From an evaluative perspective, these multivariate 
analyses should yield interpretable, rational results only if the underlying data are 
themselves meaningful. Thus, for example, if a factor analysis has been completed 
in a methodologically sound manner, but the outcome lacks meaning, then there is 
a strong likelihood that the original data were inadequate in some way. Additionally, 
with a factor analytic study one should be able to explain a reasonable portion of 
the variability of the descriptors being analyzed, and if this is not the case, there may 
be a concern about the representativeness of the underlying data. Similar comments 
apply to the other techniques. If clusters of jobs are unexpected or nonsensical, 
then the underlying job analysis data are probably not adequate for the purposes of 
the clustering and may cast doubt on the general usefulness of the data.

We raise a note of caution here, however. The use of multivariate analyses is 
difficult and they must be conducted with extreme care. The inappropriate choice 
of methods of multivariate analyses can lead to unexpected or nonsensical results, 
even if the underlying job analysis data are adequate. Further treatment of these 
topics can be found in a number of excellent sources (e.g., Aldenderfer & 
Blashfield, 1984; Cohen & Cohen, 1983; Harman, 1976; Harris, 1985).

Potential Influences on Accuracy o f  Job Analysis Information. A third 
strategy is to evaluate purposefully one or more influences that might be hypothe­
sized to alter or bias the quality of job analysis data. Morgeson and Campion (1997) 
postulated a number of potential social (e.g., impression management, peer influ­
ence) and cognitive (e.g., limited information processing, carelessness) sources 
leading to inaccuracy of job analysis data. They noted that the likelihood of these
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influences affecting the accuracy of the job analysis results is a function of what 
method is being used and how it is being implemented. The more structured and 
clear-cut the job analysis, the less likely there will be any negative influences.

Morgeson and Campion (1997) also noted that demographic (e.g., age, sex) 
variables have been studied, but stated that any differences that have been found 
have been small and difficult to interpret (i.e., whether the differences are due to 
the attribute of interest or are real cross-position differences). The reality for the 
user is that there are a multitude of potential sources of inaccuracy. Morgeson and 
Campion hypothesized 38 social-cognitive sources with their likely effects (e.g., 
influence on interrater reliability, completeness of job information). In a given job 
analysis it would be impossible to control for all of these variables. Hence, the user 
should consider what would be practical in a particular situation and use sound 
professional judgment when selecting a job analysis data collection strategy.

Sampling. A fourth method for enhancing the quality of job analysis data is 
the use of sampling to exert control over analyst or other unwanted influences. 
When any strategy is used other than implementing a job analysis method that 
encompasses 100% of a defined analyst set (i.e., those who either perform the jobs 
or have knowledge about the jobs being studied), then some form of sampling 
occurs. In turn, the sampling strategy and final sample representativeness will influ­
ence the quality of job analysis data obtained regardless of the specific methodology 
implemented. In most job analysis studies, the sampling strategy is influenced by a 
number of variables. Some of the most important variables are as follows: Who com­
prises the job analyst set (incumbents, supervisors, some other SMEs, combinations 
thereof)? Is the focal job made up of a single incumbent or does it have many incum­
bents? If the latter, how many? What geographical and functional divisions should 
be considered? What shifts do job incumbents work? Are there differences in the 
kinds of technology and equipment used?

In consideration of these variables, a sampling plan should be designed that 
provides for a representative and comprehensive analysis of the jobs under study. 
Subsequently, after the job analysis data collection is complete, one should be 
able to document that the sampling plan has, in fact, been met. Generally there 
are not a lot o f hard and fast rules that can be followed in making sampling plan 
decisions. McCormick and Jeanneret (1988) prepared several guidelines for sam­
pling when studying jobs with the PAQ that might work well for many deductive 
approaches. These guidelines included the following:

• Obtain information about the organization from the top down to under­
stand the functioning and distribution of jobs within an organizational unit.

• For a large (n = 100+) multi-incumbent job, a 10% to 20% sample should 
be considered.

• For a small (n = 10 to 100) multi-incumbent job, a 50% or larger sample 
should be considered.
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• For a very small (n < 10) multi-incumbent job, a sample of as many incum­
bents as feasible should be obtained.

• The rule of three should be followed whenever possible, which means 
there should be at least three respondents completing the job analysis ques­
tionnaire if other than trained job analysts are performing the analyses.

EXAMPLES OF DEDUCTIVE JOB ANALYSIS METHODS

There are many examples of deductive job analyses that could be chosen. We pre­
sent two such examples in some detail, and then identify other systems that are 
available.

The Occupational Information Network (0*NET)

Our first example is the Occupational Information Network (0*NET). We have 
chosen it because it is a national occupational database and it contains virtually all 
the major kinds of job descriptors. More detailed information than discussed here 
can be obtained from the 0*NET Center Web site (http://www.onetcenter.org).

Background. The 0*NET replaces the Dictionary o f Occupational Titles 
(DOT; U.S. Department of Labor, 1991a). It was developed to implement the rec­
ommendations of the Advisory Panel for the Dictionary of Occupational Titles 
(1993) that was formed to review the DOT. The recommendations proposed a 
considerable expansion of the kinds of job descriptors included in the system, the 
use of an electronic database as the primary repository for the occupational infor­
mation, the use of questionnaire survey methodology as the primary mode of data 
collection, and timelier updating and maintenance of the database. A prototype 
0*NET was developed and released in 1998 and its development was described 
comprehensively in Peterson, Mumford, Borman, Jeanneret, and Fleishman 
(1999). The 0*NET was developed with the philosophy that a national occupa­
tional database must be continuously updated and improved, and it has under­
gone further development and refinement since that time.

Description and Organization. Figure 2.1 shows the job description con­
tent model as it was implemented for the prototype version of the 0*NET. The first 
thing to notice about this model is the large number of descriptor types that it 
contains and the way those descriptors are organized. There are six larger 
domains of descriptors (e.g., worker requirements) with constituent descriptor 
types within each domain (e.g., basic skills within worker requirements). Each of 
these descriptor types is appropriate for some uses of job analysis, but not for all. 
For example, abilities and experiences are likely to be most useful for employee 
selection purposes, but of little use for training. Generalized work activities and

http://www.onetcenter.org
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FIGURE 2.1 0*NET content model.

knowledges are likely to be useful for training purposes. Skills may be useful for 
both selection and training purposes. Generalized work activities and work con­
text are likely very useful for job evaluation or pay purposes. All of the occupa­
tion-specific descriptor types would be useful for training and performance 
evaluation purposes. These multiple windows allow all users of job analysis infor­
mation to select the appropriate type of descriptor for their purpose. The worker 
requirements and worker characteristics domains of the 0*NET contain the kinds 
of descriptors referred to most often as worker-oriented, whereas the occupa­
tional requirements, occupation-specific requirements, and occupation charac­
teristics contain the kinds of descriptors referred to as job-oriented. The 
experience requirements domain contains descriptors that sit between these two 
more general areas. All of the descriptors, with the exception of those in the 
occupation-specific domain, are designed to be cross-occupational—that is, they 
could be expected to apply to many different jobs, but in varying degrees of 
importance, frequency, or level required. Definitions of all the descriptor types 
and the individual descriptors themselves, with their associated rating scales as 
used in the prototype version, can be found in Peterson et al. (1999). The orga­
nizational scheme of the content model, shown in Fig. 2.1, is carried through in the 
electronic database that is the primary product of the 0*NET.
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As noted previously, further development of the O NET has occurred since 
release of the prototype version and development continues to occur. The con­
tent model, as depicted in Fig. 2.1, has largely remained the same, but there have 
been changes in the wording of the particular descriptors within a domain, the 
scales used to collect data for a domain, and the presentation or display of the 
scales on the data collection instruments (e.g., Boese, Lewis, Frugoli, & Litwin, 
2001; Hubbard et al., 2000). Moreover, the 0*NET now uses the Standard 
Occupational Classification (Executive Office of the President, Office of 
Management and Budget, 2000) to identify specific occupations.

Rating Scales and Available Data. When all the descriptors and their asso­
ciated rating scales are considered, the 0*NET system contains several hundred sep­
arate bits of information about each occupation. These data are collected on 
structured questionnaires from job incumbents, supervisors, or analysts using a vari­
ety of rating scales, including the level or complexity of a descriptor required to per­
form the job, the importance of the descriptor, the frequency of performance of the 
descriptor, and others.2 The mean ratings, computed across all the available raters for 
an occupation, are the primary data entered into the O NET database. The actual 
information displayed for users may be different due to transformations intended to 
make the information more accessible or understandable,3 as illustrated later in the 
description of the 0*NET database information currentiy made available to interested 
users.

There are two primary ways to use the 0*NET: One way is simply to make an 
inquiry of the existing database about an occupational title of interest. The alter­
native is to complete the 0*NET questionnaire (s) for a specific occupation and 
then examine the results. Of course, comparisons can be made between new data 
obtained about an occupation with the data that exist in the 0*NET database. A 
sophisticated user also might consider collecting job analysis data using the 
0*NET for a number of jobs that have some communality in order to study the 
structure of the job family or build career ladders.

The 0*NET offers what is labeled a “Details Report” for the occupation being 
studied. Included in the outputs are listings of tasks, knowledges, abilities, generalized

2The 0*NET Center will provide generic forms of questionnaires to any user wishing to 
collect occupational information. These questionnaires can be modified to meet specific 
needs by adding or revising questions and rating scales. The 0*NET Center cautions users 
about deleting questions.

According to the 0*NET Consortium Web Site, some of the original scale scores are con­
verted according to the following formula: S = ((O - L )  / (H  -  £ )) * 100; where 5 is the stan­
dardized score, O is the original rating score on one of the 0*NET scales, L is the lowest 
possible score on the rating scale used, and H  is the highest possible score on the rating 
scale used. For example, an original Importance rating score of 3 is converted to a stan­
dardized score of 50 (i.e., 50 = [3 -  1] / [5 -  1] * 100).
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work activities, work context, interests, work values and work needs. For all of 
these descriptors the rating scale values are presented both numerically and 
graphically. Additionally, information on education, overall experience, and job 
training is contained in a report section labeled “Job Zone.” Occupational exam­
ples also are provided for the zone, and distributions are presented that indicate 
the percentages of respondents reported for various levels of education, training, 
and experience. Two final items of information are included in the report: a link 
to wages and employment data, and a set of related occupations.

Figure 2.2 presents an abbreviated output for the occupation of electrician. 
These results are a summary of the individual analyses that have been included in 
the 0*NET database for the occupation.4 A user could compare the results of a 
specific job analysis of an electrician job to the profile for that job as presented in 
the 0*NET Details Report. A user also could compare the results of various main­
tenance and construction jobs in an organization to study the similarities and dif­
ferences. Finally, it is possible to examine the 0*NET database on an individual 
descriptor basis. For example, one could ask for a listing of occupational titles 
rank-ordered on importance for a particular skill or ability. Then one could deter­
mine where the electrician occupation was located in the world of work on the 
particular skill or ability of interest.

It is intended that a large number of applications will be developed that use 
0*NET data, including job descriptions, job classification schemes for different 
purposes, selection, training, vocational counseling, and others. Many of these 
applications, like those that were created for the DOT, will undoubtedly be devel­
oped by independent vendors.

Maintenance o f  the 0*NET Database. One of the most valuable aspects
of the 0*NET is the intended continuous maintenance of the content model, as 
dictated by scientific advances in job analysis, and evolution of the data populat­
ing the database. The National Center of 0*NET Development of the U.S. 
Department of Labor published a list of the occupations that will be included with 
future updates of the 0*NET. This publication, as well as a host of other informa­
tion about the development, maintenance, and future plans for the 0*NET, can be 
found at the 0*NET Web site.

Reliability. In the initial study of the prototype 0*NET, sufficient data to 
conduct reliability and other analyses were collected on about 30 occupations 
(Peterson, Borman, Hanson, & Kubisiak, 1999; Peterson et al., 1996). The primary 
statistic computed was the interrater agreement coefficient. There were nine ques­
tionnaires completed by incumbents, and the coefficients for the various rating

4These data were obtained on October 20, 2005. Over time these data may change as new 
analyses are added.
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Details Report for: 47-2111.00 - Electricians

Install, maintain, and repair electrical wiring, equipment, and fixtures. Ensure 
that work is in accordance with relevant codes. May install or service street 
lights, intercom systems, or electrical control systems.
Sample o f reported job titles: Electrician, Journeyman Electrician, Inside 
Wireman, Maintenance Electrician

Descriptor type and 
Rating Scale Value

Descriptors with Definitions

Importance
77 I

76 | 
75 i

67 |

62 
60

Importance

68 i

64

Task
Assemble, install, test, and maintain electrical or electronic 
wiring, equipment, appliances, apparatus, and fixtures, 
using hand tools and power tools.
Diagnose malfunctioning systems, apparatus, and 
components, using test equipment and hand tools, to 
locate the cause of a breakdown and correct the problem. 
Connect wires to circuit breakers, transformers, or other 
components.
Inspect electrical systems, equipment, and components to 
identify hazards, defects, and the need for adjustment or 
repair, and to ensure compliance with codes.

Knowledge

Building and Construction — Knowledge of materials, 
methods, and the tools involved in the construction or 
repair of houses, buildings, or other structures such as 
highways and roads.
Mechanical — Knowledge of machines and tools, includ­
ing their designs, uses, repair, and maintenance. 
Mathematics — Knowledge of arithmetic, algebra, 
geometry, calculus, statistics, and their applications. 
English Language — Knowledge of the structure and 
content of the English language including the meaning 
and spelling of words, rules of composition, and grammar.

Skill

Installation — Installing equipment, machines, wiring, or 
programs to meet specifications.
Active Listening — Giving full attention to what other 
people are saying, taking time to understand the points 
being made, asking questions as appropriate, and not 
interrupting at inappropriate times.
Reading Comprehension — Understanding written 
sentences and paragraphs in work related documents.

Kind Kind Kind 

Kind 

Kind 

Kind 
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Details Report for: 47-2111.00 - Electricians 

Descriptor Type and Descriptors with Definitions 
Rating Scale Value 

64 Troubleshooting — Determining causes of operating 
errors and deciding what to do about it. 

Importance Ability 
81 Arm-Hand Steadiness — The ability to keep your hand 

and arm steady while moving your arm or while holding 
your arm and hand in one position. 

81 Problem Sensitivity — The ability to tell when something 
is wrong or is likely to go wrong. It does not involve solv­
ing the problem, only recognizing there is a problem. 

75 Finger Dexterity — The ability to make precisely coordi­
nated movements of the fingers of one or both hands to 
grasp, manipulate, or assemble very small objects. 

75 Near Vision — The ability to see details at close range 
(within a few feet of the observer). 

Importance Work Activity 
84 Making Decisions and Solving Problems — Analyzing 

information and evaluating results to choose the best 
solution and solve problems. 

83 Communicating with Supervisors, Peers, or 
Subordinates — Providing information to supervisors, 
co-workers, and subordinates by telephone, in written 
form, e-mail, or in person. 

77 Performing General Physical Activities — Performing 
physical activities that require considerable use of your 
arms and legs and moving your whole body, such as 
climbing, lifting, balancing, walking, stooping, and 
handling of materials. 

• climb ladders, scaffolding, or utility or telephone poles 
• install/string electrical or electronic cable or wiring 
• move or fit heavy objects 

Context Work Context 
96 Freedom to Make Decisions — How much decision­

making freedom, without supervision, does the job offer? 
94 Spend Time Standing — How much does this job 

require standing? 
88 Contact with Others — How much does this job require 

the worker to be in contact with others (face-to-face, by 
telephone, or otherwise) in order to perform it? 
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Details Report for: 47-2111.00 - Electricians 

Descriptor Type and Descriptors with Definitions 
Rating Scale Value 

88 Structured versus Unstructured Work — To what extent 
is this job structured for the worker, rather than allowing 
the worker to determine tasks, priorities, and goals? 

Occupational 
Interest Interest 
94 Realistic — Realistic occupations frequently involve work 

activities that include practical, hands-on problems and 
solutions. They often deal with plants, animals, and real-
world materials like wood, tools, and machinery. Many of 
the occupations require working outside, and do not 
involve a lot of paperwork or working closely with others. 

Importance Work Style 
75 Attention to Detail — Job requires being careful about 

detail and thorough in completing work tasks. 
74 Dependability — Job requires being reliable, responsible, 

and dependable, and fulfilling obligations. 
70 Initiative — Job requires a willingness to take on 

responsibilities and challenges. 
Extent Work Value 
66 Achievement — Occupations that satisfy this work value 

are results oriented and allow employees to use their 
strongest abilities, giving them a feeling of accomplish­
ment. Corresponding needs are Ability Utilization and 
Achievement. 

Extent Work Need 
78 Moral Values — Workers on this job are never pressured 

to do things that go against their sense of right and wrong. 
72 Ability Utilization — Workers on this job make use of 

their individual abilities. 
62 Activity — Workers on this job are busy all the time. 
62 Compensation — Workers on this job are paid well in 

comparison with other workers. 

Job Zone Three: Medium Preparation Needed 
Overall Experience Previous work-related skill, knowledge, or experience is 

required for these occupations. For example, an 
electrician must have completed three or four years of 
apprenticeship or several years of vocational training, and 
often must have passed a licensing exam, in order to 
perform the job. 
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Details Report for: 47-2111.00 - Electricians

33

Descriptor Type and 
Rating Scale Value

Job Training EEmployees in these occupations usually need one or two 
years of training involving both on-the-job experience and 
informal training with experienced workers.
Most occupations in this zone require training in 
vocational schools, related on-the-job experience, or an 
associate’s degree. Some may require a bachelor's degree.

Descriptors with Definitions

Education

FIGURE 2.2 Selected descriptor results for electrician job from 0*NET database.

scales used in the nine questionnaires ranged from a low of .45 to a high of .87, 
based on approximately 10 raters per occupation. Estimates for the case of 30 
raters, the targeted, desired number of raters, were mostly in the .90s. Aggregate 
scores for the 0*NET descriptors were formed by computing mean values for the 
descriptors that were categorized into the next highest level of each domain’s 
hierarchy. These results were very similar to those for the base-level descriptors, 
except that the coefficients generally were a bit higher. The analyses also showed 
that the level and importance scales prominently used in the 0*NET were approx­
imately equal in terms of reliability. Ratings from trained job analysts, used in the 
interim database, showed comparable or higher levels of interrater agreement in 
those O NET domains and occupations for which both the analyst and incumbent 
ratings were available. The two sets of ratings showed sufficient agreement to 
warrant use of the trained analyst ratings on an interim basis. (The average corre­
lations of the mean ratings of the analysts with the mean ratings of the incumbents 
ranged from .53 to .74 across the common 0*NET domains.)

0*NET Application. The 0*NET Center envisions a number of human 
resource management applications, and one of those is to identify criteria to 
guide selection and placement decisions. An employer would expect such criteria 
to be valid, as the term valid is used in the Uniform Guidelines on Employee 
Selection Procedures (1978) and the Principles fo r  the Validation and Use o f 
Personnel Selection Procedures (SIOI> 2003). An initial study (Jeanneret & Strong, 
2003) of the 0*NET generalized work activities indicated that these descriptors 
would be predictive of cognitive abilities (e.g., verbal and numeric aptitudes), per­
ceptual measures (e.g., spatial aptitude, form perception), and even physical capa­
bilities (e.g., motor coordination, finger dexterity). The importance of this research
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indicates that the 0*NET data can directly lead to estimates of validity5 for various 
measures that would be appropriate for use in employee selection.

The Position Analysis Questionnaire (PAQ)

Description. The PAQ6 was designed with the specific intent of developing a 
generic, worker-oriented, structured questionnaire that would provide quantitative 
information about a job undergoing analysis. The PAQ is generic in that it can be 
used to analyze virtually any job in any industry across the entire labor force. Since 
its inception in 1969, the PAQ has been used in hundreds of thousands of job analy­
ses across the entire labor force, including all of the major jobs found in the DOT. 
The results of these job analyses are retained in a comprehensive database.

The PAQ is worker-oriented because it focuses on the human behaviors or 
requirements that are involved in work activities. This perspective is in contrast to 
job-oriented procedures that describe the tasks, duties, technologies, or outcomes 
of jobs (see McCormick, 1979, for a thorough discussion of these differences). 
Questions on the PAQ are organized in a format whereby the respondent job ana­
lyst uses a rating scale to analyze the involvement of each of 187 questions in the 
job being analyzed. Any job is analyzed with the same set of questions, although 
not all questions will be applicable to a given job. The PAQ provides structured 
information about a job, because the rating scale responses are scored with 
research-based algorithms that compare the results for the job of interest to the 
master database of jobs. In turn, the job analysis results, which are expressed in 
standard score and percentile forms, can be interpreted both ipsatively and 
normatively.

Organization o f  The PAQ. The questions in the PAQ are organized into six 
divisions:

1. Information input: Where and how does the worker get the information 
that is used in performing the job?

2. Mental processes: What reasoning, decision-making, planning, and 
information-processing activities are involved in performing the job?

3. Work output: What physical activities does the worker perform and what 
types of tools or devices are used?

4. Relationships with other persons: What relationships with other people 
are required in performing the job?

5This form of validity is known as job component validity and is described in detail in 
Jeanneret and Strong (2003).

6The PAQ is copyrighted and trademarked by the Purdue Research Foundation. It is pub­
lished by PAQ Services, Inc. (http://www.paq.com), an affiliate of the Economic Research 
Institute (ERI).

http://www.paq.com
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5. Job context: In what physical and social contexts is the work performed?
6. Other job characteristics: What activities, conditions, or characteristics 

other than those described earlier are relevant to the job?

The first three divisions include questions that characterize specific types of job 
activities within three major categories that exist in virtually every job—receiving 
information from the job environment, mentally processing that information (typ­
ically leading up to a decision), and taking some form of action or creating some 
work output. The other three divisions characterize the involvement with others, 
the work context, and the demands of the job.

PAQ Descriptors. Each PAQ question describes a general work behavior or 
activity, work condition, or job characteristic. In most cases, examples (often job 
titles or major job features) illustrate the central idea of the job descriptor. 
However, these examples only help illustrate the intent of the descriptors and rep­
resent only a few of the possible examples that could characterize these descrip­
tors. A job analysis manual provides extensive information on how to interpret the 
PAQ questions (McPhail, Jeanneret, McCormick, & Mecham, 1991).

Rating Scales for PAQ Descriptors. A rating given by the analyst determines 
the relevance of a PAQ descriptor to the job being analyzed. Several different rating 
scales are used throughout the questionnaire, and directions are provided for each 
particular type of scale. The types of rating scales include extent of use, importance, 
time, possibility of occurrence, and applicability (i.e., a dichotomous index).

Reliability of PAQ Data. Reliability has been determined for the ratings of 
each PAQ question across all 187 descriptors by having two analysts study the 
same job and independently complete a PAQ. The ratings were then correlated, 
and the averages for pairs of analysts were accumulated across a wide range of job 
analyses to obtain an average reliability coefficient. The average reliability coeffi­
cients have typically been in the 0.80s and even as high as 0.90 across 303 differ­
ent positions. Moreover, studies have been completed regarding the rate-rerate 
reliability of the PAQ, and the results reveal reliabilities in the high 0.70s and
0.80s. These reliability results tend to be consistent whether the analysts are 
incumbents, supervisors, or independent analysts, although job incumbents and 
their supervisors do give higher ratings on the descriptors than do independent 
analysts. (For more information on the reliability of PAQ data, see Dierdorff & 
Wilson, 2003; McCormick & Jeanneret, 1988; McCormick, Mecham, & Jeanneret, 
1977; Smith & Hakel, 1979.)

PAQ Job Dimensions. Factor analysis (specifically, principal components 
analysis) has been used to derive a set of dimensions of human behaviors involved
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in job activities, and these dimensions can characterize the structure of work 
(McCormick & Jeanneret, 1988). Several independent studies have replicated the 
PAQ dimensions. The set of dimensions used to derive various PAQ outputs (see 
later discussion) is based on a sample of 2,200 jobs that characterizes the compo­
sition of the U.S. labor force. Each job analyzed with the PAQ is scored in terms of 
the job dimensions, and results are provided in terms of both standard scores and 
percentiles.

PAQ Outputs. The PAQ dimensions serve as the common denominators for 
comparing the similarities and differences between and among jobs, and for esti­
mating the personal requirements and worth (job evaluation values) of jobs. 
Specific outputs that can be derived include the following:

• Estimates of the requirements for various mental (i.e., verbal, numerical, 
etc.), perceptual, psychomotor, and physical abilities.

• Estimates of the requirements for certain types of temperaments and 
interests.

• Estimates of the worth of a job (expressed as job evaluation points and a 
prestige score) and the probability that a job is exempt from the Fair Labor 
Standards Act (1938).

• Job families that can form career progressions or establish the basis for 
grouping jobs for some purpose

These outputs can be used to develop or support a number of human resource 
management systems. Examples include developing a selection process, design­
ing a compensation plan, preparing a performance appraisal system, or institut­
ing a career development and vocational counseling program. More descriptive 
information on the derivation and application of PAQ data can be found in 
Jeanneret (1988) and McCormick and Jeanneret (1988). A set of outputs for the 
job of electrician is presented in Fig. 2.3, including a job dimensions profile use­
ful for salary determination, a selection report useful for identifying possible 
employee selection tools, and a job requirements report useful for identifying 
attributes needed for successful performance as an electrician. The same types of 
uses can be made of the PAQ profiles that were described for the 0*NET.

Other Deductive Job Analysis Instruments

To provide the reader with a wide range of options that might be useful for a spe­
cific job analysis study, we have compiled information on instruments that fit our 
definition of a deductive job analysis method. By no means is it our position that 
we have identified all of the available instruments, nor is it our intention to 
endorse any method. In fact, it is important to recognize that we have obtained 
the information provided here directly from materials written by the developers 
or publishers. In some instances the information may not be completely up to
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date or otherwise may have changed. Accordingly, we would recommend contacting 
the developer or publisher for more detailed information about an instrument of 
interest before making either a positive or negative selection decision.

Table 2.1 provides the following information about each deductive job analysis 
instrument:

• Instrument name: full name as well as acronym, if used.
• Types of job: the categories for which the instrument is relevant.
• Types of descriptors: the types and number of questions (items) included

in the instrument.
• Types of analyst: individuals whom the developer or publisher indicates 

should complete the instrument.
• Applications: uses the developer or publisher has intended for the job 

analysis results obtained with the instrument.
• Database available: whether or not a database of job analysis information is 

maintained.
• Year developed: the year the instrument was developed.
• Availability: name of developer or publisher who can be contacted for more 

information about the instrument.

ISSUES IN CHOOSING JOB ANALYSIS METHODS

To select from the number of available job analysis systems and methodologies, 
the user must make a series of decisions about the nature of the job analysis that 
is to be undertaken. In addition, comparisons must inevitably be made among 
particular job analysis options that meet the general requirements of the planned 
job analysis. There is no single way to go about this process, but there are some 
issues that should be considered along the way. We offer one particular set of 
ordered questions as an illustration. Other questions or differing orders of ques­
tions certainly are possible. We are assuming in the following that the decision has 
already been made to use one of the deductive methods as opposed to the induc­
tive method. The inductive method is generally preferred when it is desirable, for 
whatever reason, to generate descriptors from scratch for a particular job or job 
family, and it is described in the next chapter.

1. What is the purpose of the job analysis? This question is offered by most 
authors as the single most important consideration in choosing a job analy­
sis method. Often, though, little more is said. In general terms, the end uses 
of job analysis information can be job classification, employee selection or 
placement, performance appraisal, job evaluation, job design, disability 
accommodation, training development, and related human resources man­
agement programs. The person responsible for conducting a job analysis 
should attempt to get as complete a statement as possible about the imme­
diate, short-term, and long-term uses of the job analysis information.
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Job Dimensions Profile

Dimension Name Score SEM Percentile
Having decision, communication -0.39 0.18 36
and general responsibility
Operating machines and/or equipment 1.04 0.20 86
Performing clerical and/or related activities -0.34 0.35 38
Performing technical and/or related activities .068 0.34 76
Performing services and/or related activities -1.03 0.26 17
Other work schedules vs. working regular -1.12 0.30 15
day schedule
Performing routine and/or repetitive activities -0.32 0.29 39
Being aware of work environments -0.60 0.22 29
Engaging in physical activities 0.07 0.33 53
Supervising/directing/estimating -0.62 0.31 28
Public and/or customer and/or related contacts -0.58 0.34 20
Working in an unpleasant/hazardous/ 0.73 0.31 77
demanding environment
Having a non-typical schedule/ -0.40 0.33 36
optional apparel style

Information Input
Interpreting what is being sensed 0.97 0.26 84
Using various sources of information -0.29 0.37 40
Watching devices and/or materials 0.81 0.32 80
for information
Evaluating and/or judging what is sensed -0.26 0.32 41
Being aware of environmental conditions -0.30 0.28 40
Using various senses -0.50 0.25 32

Mental Processes
Making decisions 0.59 0.30 73
Processing information -0.61 0.35 29

Work Output
Using machines and/or tools and/ or equipment 0.53 0.29 71
Performing activities requiring general body 0.46 0.37 68
movement
Controlling machines and/or processes -0.53 0.26 31
Performing skilled and/or technical activities 0.57 0.32 72
Performing controlled manual and/or related 0.9 6 0.25 84
activities
Using miscellaneous equipment and/or devices -0.36 0.20 37
Performing handling and/or related manual -0.92 0.36 19
activities
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Electrician (DOT Code: 829.261.018)

Job Dimensions Profile

Dimension Name Score SEM Percentile

General physical condition 0.25 0.38 61

Relationships with Other Persons
Communicating judgments and/or related -0.63 0.24 28
information
Engaging in general personal contact -0.09 0.21 48
Performing supervisory and/or coordination -0.07 0.24 49
Exchanging job-related information 0.10 0.41 54
Public and/or related personal contacts -0.65 0.30 27

Job Context
Being in a stressful and/or unpleasant 1.29 0.28 91
environment
Engaging in personally demanding situations -0.49 0.26 33
Being in hazardous job situations -0.21 0.33 43

Other Job Characteristics
Working non-typical vs. day schedule -1.06 0.36 16
Working in a businesslike situation -1.22 0.22 13
Wearing specified vs. optional apparel —0.46 0.38 34
Being paid on a salary vs. variable basis -0.02 0.13 51
Working on an irregular vs. regular schedule 0.21 0.23 59
Working under job-demanding circumstances -0.45 0.32 34
Performing unstructured vs. structured work -0.22 0.38 43
Being alert to changing conditions 0.22 0.27 59

Selection Report

GATB Tests with a High Probability of Use for This Job

GATB Construct Probability of Use Predicted Validity 
Coefficient

G-General Cognitive Ability 0.083 0.346
V-Verbal Aptitude 0.036 0.224
N-Numerical Aptitude 0.769 0.263
S-Spatial Aptitude 0.912 0.271
P-Form Perception 0.481 0.222
Q-Clerical Perception 0.303 0.213
K-Motor Coordination 0.177 0.131
F-Finger Dexterity 0.039 0.149
M-Manual Dexterity 0.492 0.143
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Attribute title and description Percentile
Sensory Requirements

Near Visual Acuity -  ability to perceive detail at normal reading distance 82 
Far Visual Acuity -  ability to perceive detail at distances beyond 65
normal reading distance
Body Orientation -  ability to maintain body orientation with respect 61 
to balance and motion

Perceptual Requirements
Aesthetic Judgment -  ability to make sensitive evaluations or artistic 31 
quality
Visual Form Perception -  ability to perceive pertinent detail or 83
configuration in a complex visual stimulus
Selective Attention -  the ability to perform a task in the presence of 31 
distracting stimulation or under monotonous conditions without 
significant loss in efficiency
Time Sharing -  the ability to utilize information obtained by shifting 27 
between two or more channels of information. The information 
obtained from these sources is either integrated or used as a whole 
or retained and used separately.
Perceptual Speed -  ability to make rapid discriminations of visual detail 68
Closure -  ability to perceptually organize a chaotic or disorganized 36
field into a single perception
Movement Detection -  ability to detect physical movement of objects 72
and to judge their direction
Spatial Visualization -  ability to manipulate visual images in two or 82
three dimensions mentally
Depth Perception -  ability to estimate depth of distances or objects 75
(or to judge their physical relationships in space)
Color Discrimination -  ability to perceive similarities or differences 66
in colors or in shades of the same color, or to identify certain colors
Spatial Orientation -  the ability to maintain one’s orientation with 79
respect to objects in space or to comprehend the position of
objects in space with respect to the observer’s position
Kinesthesis -  ability to sense position and movement of body members 73

Cognitive Requirements
Numerical Computation -  ability to manipulate quantitative symbols 42
rapidly and accurately, as in various arithmetic operations 
Arithmetic Reasoning -  ability to reason abstractly using quantitative 27
concepts and symbols
Long-term Memory -  ability to learn and store pertinent information 26
and selectively retrieve or recall, much later in time, that which is 
relevant to a specific context.

Job Requirements Report
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Job Requirements Report

Attribute title and description Percentile
Problem Sensitivity -  the ability to recognize or identify the existence 25 
of problems. This attribute does not include any of the reasoning 
necessary for the solution of a problem
Mechanical Ability -  ability to determine the functional 89
interrelationships of parts within a mechanical system

Psychomotor Requirements

Finger Dexterity -  ability to manipulate small objects (with the 75
fingers) rapidly and accurately
Manual Dexterity -  ability to manipulate things with the hands 75
Arm/Hand Positioning -  ability to make precise, accurate movements 76
of the hands and arms
Arm/Hand Steadiness -  ability to keep the hands and arms immobilized 79 
in a set position with minimal tremor
Continuous Muscular Control -  ability to exert continuous control over 69 
external devices through continual use of body limbs.
Rate of Arm Movement -  ability to make gross, rapid arm movements 72
Eye-Hand Coordination -  ability to coordinate hand movements with 76
visual stimuli
Eye-Hand-Foot Coordination -  ability to move the hand and foot 64
coordinately with each other in accordance with visual stimuli
Speed of Limb Movement -  this ability involves the speed with which 65
discreet movements of the arms or legs can be made. The ability
deals with the speed with which the movement can be carried out
after it has been initiated; it is not concerned with the speed of
initiation of the movement
Simple Reaction Time -  the period of time elapsing between the 66
appearance of any stimulus and the initiation of an appropriate 
response
Response Integration -  ability to rapidly perform various appropriate 65
psychomotor responses in proper sequence
Rate Control -  ability to make continuous anticipatory motor 72
adjustments, relative to change in speed and direction of 
continuous moving objects

Physical Requirements
Dynamic Strength -  ability to make repeated, rapid, flexing move -  67
ments in which the rapid recovery from muscle strain is critical 
Static Strength -  ability to maintain a high level of muscular exertion 68
for some minimum period of time
Stamina -  this ability involves the capacity to maintain physical activity 62
over prolonged period of time. It is concerned with the resistance of 
the cardio-vascular system to break down
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Job Requirements Report 

Attribute title and description Percentile 
Explosive Strength - ability to expend a maximum amount of energy 71 
in one or a series of explosive or ballistic acts (as in throwing, 
pounding, etc.) 

Interest Requirements 
Repetitive/Short-Cycle Operations - operations carried out according 68 

to set procedures or sequences 
78 Dealing with Things/Objects - preference for situations involving 78 

activities which deal with things and objects rather than activities 
concerned with people or the communication of ideas 
Processes/Machines/Techniques - situations which are non-social in 82 
nature, being primarily concerned with methods and procedures 
often of a mechanical or chemical nature 
Scientific/Technical Activities - using technical methods or 54 
investigating natural phenomena using scientific procedures 

Temperament 
74 Personal Risk - risk of physical or mental illness or injury 74 

Pressure of Time - working in situations where time is a critical 
factor for successful job performance 
Sensory Alertness - alertness over extended periods of time 44 
Attainment of Set Standards - attainment of set limits, tolerances, 60 
or standards 
Working Under Specific Instructions - i.e., those that allow little or 45 
no room for independent action or judgment in working out job 
problems 

38 Working Alone - working in physical isolation from others, 38 
although the activity might be integrated with that of others. 
Tangible/Physical End-Products - working with material elements 73 
or parts which ultimately result in a physical product 
Sensory/Judgmental Criteria - arriving at generalizations, judgments, 35 
or decisions which require sensory discrimination or cognitive 
appraisal 

42 Measurable/Verifiable Criteria - arriving at generalizations, 42 
judgments, or decisions based on known or obtainable standards, 
characteristics, or dimensions 
Susceptibility to Fatigue - diminished ability to do work, either 58 
physical or mental, as a consequence of previous and recent 
work done 

FIGURE 2.3 Selected descriptor results for electrician job from PAQ database. 
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Examples of statements of purpose that are inadequate are: “selec­
tion,” “improve skills,” and “find out why we are losing profit.” Better 
statements are: “to develop and validate employee selection tests for every 
entry-level job in our company,” “to find out what we need to be training 
our customer representatives on,” or “to make it easier to transfer people 
across jobs with some assurance that they can perform well on the new job 
in a reasonable period of time.” Note that each of the first set of inadequate 
statements is very short, very vague, or identifies an organizational out­
come very distal from job analysis information. Each of the second set of 
statements, though not perfect, contains information about the personnel 
function to be implemented or changed and the range of jobs that is to be 
included. This usually is about as much information as persons unfamiliar 
with job analysis are able to provide for the general purpose of a job analy­
sis. One very important decision to make here is whether a job analysis is 
even called for; some organizational problems definitely call for different 
research approaches or interventions. The purpose statement will often 
point toward particular kinds of job descriptors (e.g., abilities and skills if 
employee selection is the purpose of the analysis) or toward a system that 
has an already developed application for that purpose (e.g., a method for 
evaluating jobs for compensation if the development of a compensation 
system is the purpose). An excellent description of how to use job analy­
sis data for the specification of the content for licensure and certification 
examinations was provided by Raymond (2001).

2. What is the scope of the intended job analysis? Although the definition of 
the purpose should illuminate the intended end use of the job analysis 
information, the scope of people and organizations to be included has a 
major effect on choosing the job analysis system. Factors affecting scope 
include number of positions within each job, amount of diversity of 
jobs, number of major job families, and number and geographic scatter 
of organizations or organizational sites. A very focused analysis involving 
a few positions within one job at one organizational site argues for the 
use of an interview or group interview approach and, therefore, the use 
of a job analysis system that can be used efficiently by interviewers or 
trained analysts. On the other hand, when many jobs across many orga­
nizations are involved, the use of an efficient survey questionnaire that 
can be completed by incumbents or supervisors may be the best bet. A 
related question here is the availability of SMEs for participation. That is, 
will job incumbents, supervisors, trainers, human resources experts, or 
others with expert knowledge about the job(s) be able to provide time 
for completion of questionnaires or to be interviewed? Less availability 
calls for more targeted use of job descriptors for the more immediate pur­
poses; greater availability allows the use of a greater range of descriptors 
with greater potential for long-range use. Finally, if a job analysis system 
has a database encompassing the appropriate kind of information for the 
focal jobs, then it may be useful as a substitute for the planned job analysis,
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for augmenting the information that will be collected, or as a means of check­
ing the quality of the to-be-collected job information.

3. Which candidate job analysis system has the technical, legal, and practical 
characteristics that most closely match the purpose and scope of the 
planned job analysis? Given as complete a definition as possible of the pur­
pose (s) and scope of the job analysis, there may be several deductive meth­
ods that might be appropriate. Such candidates have the appropriate 
descriptors, can be used by the appropriate SMEs, have appropriate end 
products or applications, and have an existing, appropriate database. Each 
should then be evaluated on its technical quality, legal defensibility, and 
practicality of use. By technical quality we mean the demonstrated relia­
bility and validity of the system as described in our earlier section on the 
quality of job analysis data. Legal defensibility is a somewhat volatile con­
cept, as discussed later in chapter 14. It changes with the passage of perti­
nent laws (e.g., the Civil Rights Acts of 1964 and 1991; the Americans with 
Disabilities Act of 1990), the accumulation of court decisions (e.g., 
Albermarle Paper Co. v. Moody, 1975; Griggs v. Duke Power Co., 1971), 
and changes in accepted professional practice (Uniform Guidelines on 
Employee Selection Procedures, 1978; Standards fo r Educational and 
Psychological Testing [American Educational Research Association, 
American Psychological Association, National Council on Measurement in 
Education, 1999] and the Principles fo r the Validation and Use o f 
Personnel Selection Procedures [SIOP, 2003]). A demonstrated track 
record of accepted use by the courts and within the profession of indus­
trial and organizational psychology provides some promise of defensibility. 
Practicality of use includes such considerations as training required for use 
by SMEs, acceptability to SMEs and end users of the job analysis instru­
ments and products, and the cost and time required to use the data col­
lection instruments and obtain outputs from the system. Although we have 
not undertaken a formal evaluative study of the available deductive sys­
tems, others have attempted to do so (e.g., Brumbach, Romashko, Hahn, 
& Fleishman, 1974; Gatewood & Field, 1991; Holley & Jennings, 1987; 
Levine, Ash, Hall, & Sistrunk, 1983). Although these studies are somewhat 
dated, the interested reader is referred to them for their comparative eval­
uations of various job analysis methods. Though the authors just cited did 
not compare and evaluate all of the instruments described in Table 2.1, 
they covered several of them. They also evaluated several methodologies 
(such as task analysis) that we define as inductive methods, as discussed in 
the next chapter.

SUMMARY

In chapter 4, the authors describe a generic test plan that guides the development
of tests and assessments that are most likely to satisfy the multiple objectives of
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employee selection. Job analysis provides essential information for the creation of 
such a test plan.

Job analysis also contributes to the fulfillment of a variety of functions in human 
resources management. As a consequence, an understanding and specification of 
the purposes for job analysis are critical for selecting appropriate methods and car­
rying out productive analyses. Building on this basic premise, we reviewed the many 
ways that scholars and users of job analyses have categorized job analysis methods. 
Embedded in this rich context, we have made a primary distinction between deduc­
tive job analysis methods, the subject of this chapter, and inductive methods, the 
subject of the following chapter. The heart of this distinction lies in the use of an 
already existing system of job descriptors intended to apply across jobs (deductive) 
or the development of a new, tailored system intended to be unique to a particular 
job or family of jobs (inductive). Deductive analyses are generally more appropriate 
when a large-scale employee selection or promotion system is to be developed for 
a variety of jobs, and the inductive system is generally more appropriate when a 
single job or a small set of highly similar jobs is the focus.

We discussed several techniques for evaluating the quality of quantitative job 
analysis information, including estimates of the reliability, validity, and sensibility 
of the information. Such evaluations are essential to ensuring that job analysis 
data are suitable for the purposes to which they are intended.

We then presented information on two deductive job analysis systems: the 
0*NET, a national occupational database developed by the Department of Labor 
to replace the DOT, and the PAQ, a commercially available system that has a long 
and well-researched history. We presented tabular information about a number of 
other deductive systems.

In the last section of the chapter, we presented several issues that should be 
considered in the choice of a job analysis system. These included the purpose or 
purposes for the job analysis, the scope of the job analysis, and the technical, 
legal, and practical qualities of candidate systems that fulfill the purpose and 
scope of the planned job analysis.
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C H A P T E R  T H R E E

Job Analysis: Gathering Job-Specific 
Information

Jennifer L. Harvey, Lance E. Anderson, Laura E. Baranowski, and Ray A. Morath 
Caliber, an ICF International Company

OVERVIEW

Job-specific information often is used to develop or validate measurement tools 
used in human resources management (HRM). The manner in which that job- 
specific information is gathered can determine the usefulness, validity, and defen­
sibility of the measurement tools. In this chapter, we present and discuss recom­
mendations for gathering job-specific information to support development and 
use of tools for a wide variety of applications.

We describe two examples of inductive job analysis methods: the job-task 
analysis method and the critical incident technique. These methods of job analy­
sis differ from the deductive approaches described in chapter 2 inasmuch as the 
analyst who uses them starts from scratch to conduct a highly tailored job analy­
sis. Rather than selecting and administering an existing instrument like any of 
those listed in Table 2.1, the analyst goes through a number of prescribed steps to 
build one or more instruments designed to generate quantitative information 
about the job being analyzed. The analysis, resulting instruments, and outcomes 
are therefore unique to the job or job family under study

The methods we describe are intended to serve as general guidelines applica­
ble to a variety of jobs. Implementation of the methods may vary, however, accord­
ing to the number of jobs being analyzed, the number of job incumbents, and the 
homogeneity of the population of incumbents in terms of geographic location, 
tasks performed, abilities required, and organizations served. Both methods are 
consistent with the Uniform Guidelines on Employee Selection Procedures 
(1978), the Standards fo r Educational and Psychological Testing (American
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Educational Research Association, American Psychological Association, National 
Council on Measurement in Education, 1999), and the Principles fo r the 
Validation and Use of Personnel Selection Procedures (SIOP, 2003).

The job/task analysis method involves gathering detailed information about the 
job in terms of what workers do and what they need to know to perform their 
jobs. This detailed information often is developed into an inventory that is then 
administered to subject matter experts (SMEs) to generate information about 
what aspects of the work are most frequently performed or most critical to per­
form and to provide links between what workers do and what workers need to 
know The resulting information is analyzed to support a variety of HRM applica­
tions, including competency profiles, selection instrument development, training 
development, performance management and compensation.

The critical incident technique is a flexible set of procedures for collecting and 
analyzing instances of actual behavior that constitute job performance. Job ana­
lysts use this procedure to develop descriptions of job performance — especially 
descriptions of effective and ineffective performance — and often use the inci­
dents resulting from this process to develop rating scales to assess incumbent per­
formance. The critical incidents serve as anchor points on such scales. Critical 
incidents can also be particularly useful for developing interviews (see chap. 7), 
situational judgment tests (see chap. 9), and assessment center exercises (see 
chap. 10).

BACKGROUND

Job-task analysis traces back to the beginning of the 20th century with Fredrick 
Taylor’s studies of how workers performed their jobs (Taylor, 1911). He observed 
and analyzed the motions workers performed and the time it took to perform 
those motions on the job. In the 1920s, researchers studying jobs began to focus 
on more than time and motion. Several researchers began to identify the work 
behaviors of the job and the worker characteristics needed to perform the behav­
iors (Lytle, 1954). With the need to determine exempt and nonexempt work for 
the Fair Labor Standards Act of 1938, the emphasis on job analysis grew and 
received further impetus with the passage of the Equal Pay Act of 1963 and the 
Civil Rights Act of 1964. The Equal Pay Act mandated that jobs with a particular 
pay status have the same level of requirements in skill, effort, and responsibility, 
whereas the Civil Rights Act mandated that the worker requirements for a job be 
job-related. Thus, because job-task analysis defines knowledge, skills, abilities and 
other characteristics (KSAOs) of a job and then links those characteristics to the 
job’s work behaviors, job-task analysis is an important component for meeting 
legal requirements for HRM. When developed in a manner consistent with pro­
fessional and legal guidelines, job-task analysis produces reliable and content 
valid data to support personnel decisions.

The critical incident technique was developed during World War II by John 
Flanagan, who was ordered to determine the cause of high pilot failure rates during 
training (Flanagan, 1954). He began to focus on factual incidents embedded in
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reports prepared by the Army Air Force Elimination Board. The detailed observa­
tions of human behavior in the reports appeared to him to be more useful than 
the personality traits of “good” and “bad” trainees. He and his colleagues aug­
mented the incident reports with behavioral observations of cadets from flight 
instructors and developed selection instruments using these observations that sig­
nificantly reduced the failure rates. The Aviation Psychology Program subse­
quently went on to gather specific incidents of effective and ineffective behavior 
in the context of other projects, refining the process and eventually calling it the 
critical incident technique. Following World War II, Flanagan began to use the 
technique to identify KSAOs that led to success or failure on the job (Flanagan, 
1957). The technique is widely used today and is even applied outside the realm 
of personnel research, such as to evaluate the impact of a medical information sys­
tem (Lindbergh, Siegal, Rapp, Wallingford, & Wilson, 1993).

A SEVEN-STEP PROCESS

This chapter describes seven steps for conducting an inductive job analysis based 
on job-task analysis and the critical incident technique. There are other possible 
steps that may be useful for a variety of purposes, but they are outside the scope 
of this chapter. The steps we review in this chapter are:

• Gather background information
• Identify SMEs
• Develop work behavior, task, and KSAO statements
• Develop and administer job analysis questionnaire
• Analyze job analysis questionnaire data
• Gather critical incidents
• Analyze critical incidents

The first three steps are relevant to both methods. Steps 4 and 5 are applicable if a 
job analysis questionnaire is developed. Steps 6 and 7 describe the critical incident 
technique. Throughout the chapter we include examples derived from the analysis 
of one particular job family — that of electrician. Chapter 2 provided examples of 
outcomes from deductive job analysis methods applied to the electrician job. 
Chapter 4 describes how to use the job analysis information to develop a test plan.

Gather Background Information

The first step in the job analysis process is to gather all available information about 
the job being analyzed. The purpose of this fundamental step is to prepare for 
subsequent job observations and interviews, and to provide the job analyst with 
information required to write draft work behavior, task, and KSAO statements. 
Some sources that may be examined for relevant background information about 
the job include:



60 HARVEY ET AL.

• Previous job analysis reports
• Existing job descriptions
• Training information
• The Occupational Information Network (0*NET, as described in chap. 2; 

0*NET Consortium, 2005)
• Professional journals
• Job analyses of similar jobs in other organizations
• College and vocational school catalogs, or high school course materials
• Organizational charts

Other sources of information may be investigated to gain a complete understand­
ing of a job. The purpose is to locate material that will provide information on 
what workers do and what they need to know to perform their jobs. In addition 
to reviewing the various sources just listed, the job analyst should consider 
exploring the selection literature associated with the job.

Identify SMEs

The purpose of this step is to target individuals who, through interviews, work­
shops, or responses to job analysis surveys can provide the best perspective on the 
job requirements. Potential SMEs include incumbents, supervisors, training 
course instructors, and customers (e.g., representatives from client organiza­
tions). Incumbents have an important perspective because they see all aspects of 
the job. However, to the degree possible, different SME groups should participate 
in each phase of the job analysis—site observations, job analysis interviews, job 
analysis questionnaire completion, and obtaining and refining critical incidents. 
SMEs should have at least 6 months of familiarity with the job. SMEs should pos­
sess knowledge of the job and must be able to articulate job information. To the 
degree possible, SMEs should be representative of persons familiar with the job, 
and they should be diverse in regard to race, gender, duties performed, and 
departmental structure and size. The typical numbers of SMEs needed at various 
data collection points are provided in Fig. 3.1. At times, there may be a small num­
ber, or even no incumbents in a job to serve as SMEs for collecting job analysis 
information. If this is the case, then the first thing to do is identify other individ­
uals who are familiar with the job who can serve in the SME capacity SMEs that 
may be used in this situation include supervisors, agency or department leaders, 
analysts of the job, or even incumbents from other organizations or agencies.

Develop Work Behavior, Task, and KSAO Statements

One of the key steps of the job-task inventory method is to develop statements 
that describe the content of the job in terms of work behaviors and tasks per­
formed, and KSAOs needed to perform those work behaviors and tasks. In this 
section, we describe these statements in detail and then we describe how to 
develop and refine these statements.
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Data
Collection Purpose

What SMEs Must 
Do (Estimated 
Burden Per SME)

Typical Number o f 
SMEs Needed

Job
observations

Gather
preliminary
job
information

Provide tour of job 
site. Answer questions 
about environmental 
conditions, equipment 
used, and key tasks 
and procedures.
(30 Minutes)

2-3 observations 
per job

Job analysis 
interviews

Develop 
task and 
knowledge, 
skill, ability 
lists

Participate in interview 
by discussing tasks, 
and knowledge, skill, 
ability relevant to the 
job. (45 minutes)

3-10 interviews 
per job

Task and
KSAO
Workshop

Develop 
and refine 
preliminary 
task and 
KSAO lists

Generate and refine 
tasks, group task 
statements, generate 
and refine knowledge 
statements, review 
skill and abilities lists 
(4 hours)

5-8 for one work 
shop

Complete 
job analysis 
questionnaire

Respond to 
job analysis 
questionnaire

Respond to job 
analysis 
questionnaire 
(2-3 hours)

Depends on size of 
population of 
incumbents (N). If TV 
< 50, then all incum­
bents need to 
respond.

Critical
Incident
Workshop

Gather
additional
information
to support
measure
development
or to support
understanding
of complex
KSAOs

Write critical 
incidents 
(3-4 hours)

6-10 per workshop, 
depending on 
amount of 
information needed.

FIGURE 3.1 Number of SMEs needed for various job analysis activities.
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Draft In itia l Work Behavior and Task Statements. Within a particular 
job, work behaviors (sometimes called duties) provide the highest level of 
description. Work behaviors are the major parts of work that are performed on a 
job and comprise a number of tasks. They are written at a general level and, typi­
cally, begin with a verb ending in ing. For example, the work behavior Installing 
Panels for the electrician job may include the tasks:

• Establish panel location
• Terminate wires in panel
• Label the panel

Most jobs can be broken down into 8 to 10 work behaviors. Work behaviors can 
either be defined before task statements are written, or task statements can be col­
lected and later grouped into work behaviors (Williams & Crafts, 1997). For exam­
ple, the electrician position can be described by 19 work behaviors, as shown in 
Fig. 3.2 (Williams, Peterson, & Bell, 1994).

Tasks are the basic unit of the job-task analysis. A task is a logical and necessary 
step performed by an employee in the performance of a work behavior and usually 
has an identifiable beginning and end (Gael, 1983). To ensure that task statements

1. Planning and Initiating Project
2. Establishing OSHA and Customer Safety Requirements
3. Establishing Temporary Power During Construction
4. Establishing Grounding System
5. Installing Service to Buildings and Other Structures
6. Establishing Power Distribution within Project
7. Erecting and Assembling Power Generation Equipment
8. Planning and Installing Raceway Systems
9. Installing New Wiring and Repairing Old Wiring

10. Providing Power and Controls to Motors, HVAC, and Other Equipment
11. Installing Receptacles, Lighting Systems and Fixtures
12. Installing Instrumentation and Process Control Systems, including

Energy Management Systems
13. Installing Fire Alarm Systems
14. Installing Security Systems
15. Installing and Repairing Telephone and Data Systems
16. Installing, Maintaining, and Repairing Lightning Protection Systems
17. Installing and Repairing Traffic Signals, Outdoor Lighting, and Outdoor

Power Feeders
18. Troubleshooting and Repairing Electrical Systems
19. Supervising Journeymen and Apprentices

FIGURE 3.2 Work behaviors of an electrician.
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Part o f Task Statement

Verb Object Qualifier

Purpose To identify 
the action 
being taken.

To describe on 
whom or on 
what the action 
is performed.

To describe 
how, why, 
where, or 
when a task is 
performed (Gael, 
1983).

Example 1 Cut ... high voltage cables. —

Example 2 Grade and 
level ...

trench. —

Example 3 Read ... blueprints ... to determine 
location of 
high voltage 
room or 
electrical closet.

Note: the Qualifier is needed only when this information is critical to understanding 
the job, and cannot be implied from the verb and the object.

FIGURE 3 3 Structure of task statements.

provide sufficient detail for understanding the job, it may be useful to think of tasks 
as having three parts: a verb, an object, and a qualifier (see Fig. 3 3). Task statements 
should begin with a verb and be written in the present tense and active voice 
(Ghorpade, 1988). The subject is understood to be the worker. The verbs should be 
specific and describe observable behaviors. Thus, verbs such as review, understand, 
and consider are not very useful as observable action verbs. The verb should refer to 
an object and a qualifier should be included when additional information is needed 
to modify the statement (Williams & Crafts, 1997). Examples of different types of 
qualifiers that often are used in task statements are shown in Fig. 3.4.

The level of specificity for the statements depends on the purpose (s) of the job 
analysis and the population for which the job analysis is applicable. If the job analy­
sis is to be used for a classification study, then statements should be specific to high­
light any possible differences in jobs. On the other hand, if the job analysis is to be 
used to identify core or common elements across a group of jobs for an evaluation 
study, then broad statements that are more likely to apply across jobs with similar 
requirements should be developed. If the job analysis is to be used to develop selec­
tion or performance appraisal instruments, it is useful to have statements that are 
specific to the job so that they will withstand legal challenge.

If the population of job incumbents is relatively homogeneous in terms of loca­
tion and job performance, then statements can be specific; however, if the popu­
lation is in different locations and job performance varies, then statements will
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How Establish temporary power requirements by consulting with
other crafts

Why Install batteries in parallel to provide back-up power source
Where Install plates and covers on receptacles and switches
When Complete “as built” drawings after work is complete
How much Measure length of wire needed to pull through conduit and 

attach to the tugging machine

FIGURE 3.4 Qualifiers often used in task statements.

need to be broader to be applicable to all. For example, in a state government, 
where there are multiple agencies employing people for the same job but where 
there are slight differences in how the tasks are performed due to different equip­
ment and agency procedures, statements will need to be written at a fairly broad 
level. The key is to consider what will happen when the statements are included 
in a job analysis questionnaire and provided to the job incumbents for review If 
statements are too specific, there is the possibility that they will fall out as not per­
formed or not needed when in reality they are performed by incumbents with just 
slight variations. In addition, less detail can provide for greater generalizability of 
the findings across time and organizational units, making the job analysis more 
useful for more people for a longer period of time. To minimize unnecessary 
detail, the analyst should review all tasks grouped under a given work behavior, 
and potentially combine any tasks that require exactly the same set of KSAOs.

Draft In itia l KSAO Statements. In addition to work behaviors and task 
statements to describe the content of the job, the job-task analysis method is used 
to identify needed characteristics (KSAOs) of workers who perform the job. 
Knowledges are specific types of information that people must have to perform a 
job (Williams & Crafts, 1997). Skills can be thought of as the competencies needed 
to perform a task, which can be developed over time and with exposure to multi­
ple situations. Abilities are an individual’s relatively enduring capabilities for 
performing a particular range of different tasks (Fleishman, Costanza, & Marshall- 
Mies, 1997). Other characteristics include occupational values and interests and 
work styles (Peterson, Mumford, Borman, Jeanneret, & Fleishman, 1997); per­
sonal preferences and interests (Holland, 1973); and individual difference vari­
ables (Jackson, 1967) that facilitate the performance of a job.

KSAO statements should be developed based on the work behaviors and task 
statements and reflect the KSAOs needed to perform the job tasks. KSA statements 
should begin with the same wording depending on the characteristic (i.e., 
Knowledge o f Skill in, or Ability to). Other characteristics should be written in a 
way that clearly describes the trait that is needed. Operational terms should be 
included as needed to express the appropriate type or level of the KSAO needed
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Knowledges

Knowledge of blueprints, including symbols used
Knowledge of ladder logic diagrams
Knowledge of state and local electrical codes
Knowledge of which materials are good conductors and insulators
Knowledge of which wire/cable to use in different circumstances
Knowledge of the properties of fiberoptic cable
Knowledge of how a surge protector or lightning protector works
Knowledge of direct and alternating current

Skills

Skill at reading a wire table to determine conductor size required
Skill at programming programmable logic controllers
Skill at splicing aluminum or copper wire
Skill at splicing high voltage cable
Skill at working in rubber gloves on high voltage lines

Abilities

Ability to climb ladders and poles up to 25 feet
Ability to lift objects heavier than 25 pounds
Ability to traverse irregular surfaces while maintaining balance
Ability to bend over to get over or under objects while working on top of a
pole or tower
Ability to operate two-handed power equipment 

Other Characteristics

Possesses car and valid driver’s license for transportation among multiple job 
sites each day
Is motivated to work under extreme temperature conditions 
Works with others as a member of a team 
Remains calm in an emergency situation

FIGURE 3 5 Preliminary list of KSAOs for the electrician job.

(Williams & Crafts, 1997). Figure 3 5 provides illustrative KSAOs for the electrician 
job (Williams, Peterson, & Bell, 1994).

As with the task statements, the level of specificity will depend on the intended 
use of the information. Competencies are broader statements of characteristics 
and often encompass multiple KSAOs. Competency modeling has been increasing
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in popularity among organizations (Lievens, Sanchez, & De Corte, 2004). 
Competency modeling is different from traditional job-task analysis in that it makes 
a strong link between individual requirements and strategic business goals. Values 
and personality are more likely to be included with this approach and thus it is use­
ful for widening the predictor domain (Shippman et al., 2000). However, compe­
tency modeling is less rigorous than traditional job analysis and requires a larger 
inferential leap from the competencies to the job (Lievens et al.; Shippman et al.). 
Competencies are often rated or judged on their own without any reference to or 
linkage with job tasks or job specifications and because of this may have more diffi­
culty meeting the standards of the Uniform Guidelines on Employee Selection 
Procedures (1978). An integration of job analysis and competency modeling, how­
ever, may address some of those concerns and allow job analysts to have the advan­
tages of competency modeling and hold on to the rigor of job analysis. Lievens et 
al. showed that the blending of competency modeling with job-task information 
increases both interrater reliability and discriminant validity among jobs and com­
petencies. Higher order KSAO or competency profiles in lieu of more detailed task 
and KSAO statements may be more appropriate for rapidly changing jobs, such as 
jobs in the technological field, because they can be written to include more poten­
tial responsibilities and will require less rewriting as the jobs change.

Conduct Job Analysis Interviews or Site Observations. After conducting 
background research on the job, the analyst should interview job incumbents and 
observe work sites. Direct observation is appropriate for acquiring information on 
jobs that emphasize physical activity or motor behavior; however, direct observation 
may be insufficient for acquiring information about positions that emphasize cogni­
tive skills. For jobs that primarily involve mental tasks, an interview may be neces­
sary to obtain the desired information. The purpose of the interviews and site 
observations is to gain firsthand knowledge of what the job tasks are and how they 
are performed, the work conditions under which the job is performed, the KSAOs 
necessary to perform the job, and equipment and materials used on the job.

The number of interviews or site observations conducted depends on the job 
being studied. A general guide is provided in Fig. 3.1. The interviews or observa­
tions should represent all aspects of a job, including differences in geographical 
location, shift, or other relevant differences. In some cases, a job will not have any 
incumbents, so the person(s) who would ostensibly supervise that position 
should be interviewed. Finally, it may be necessary to interview persons who will 
be supervised by or who will interact with the job incumbent(s) on a regular basis.

Questions in the interviews or observations should focus on gathering informa­
tion to develop a complete list of work behaviors, tasks, and KSAO statements to 
define and describe the job. If draft statements have been developed, incumbents 
should review the draft statements and then add any tasks or KSAOs that are miss­
ing and reword any statements to be more accurate and appropriate for the job. 
After selected SMEs have been interviewed or observed, the draft statements should 
be revised to include any tasks or KSAOs added by the SMEs and any changes to the 
statements suggested by the SMEs.
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If the job class is small and all of the incumbents have been interviewed or 
observed, it probably is not necessary to conduct the following step. The work 
behavior, task, and KSAO statements can be finalized. The statements should be 
finalized by having supervisors review and approve them.

Conduct Job Analysis Workshop With SMEs. To further refine the infor­
mation gathered in the background research and to confirm the information col­
lected in the interviews or observations, job analysis workshops are conducted. 
The workshops should include groups of SMEs who are representative of all 
aspects of the job (e.g., geographical location, shift, or other relevant differences). 
The number of SMEs will depend on the job and the number of incumbents. 
During the workshops, the SMEs should provide input into refining the task and 
KSAO statements, confirming the categorization of tasks under the work behav­
iors, as well as ensuring that the list of KSAOs is complete and accurate. For small- 
sample workshops, ratings of the statements and development of linkages 
between tasks and KSAOs may be completed at the end of the workshops.

Prepare Final List of Work Behaviors, Tasks, and KSAOs. Following the job 
analysis workshops, it is desirable to have upper level management or supervisory 
personnel review the work behavior, task, and KSAO statements that were refined 
and created from the workshop and comment on their coverage of the job content 
domain. Professional judgment will be needed to determine how this feedback will 
be incorporated into the final version of the task and KSAO list. The final versions of 
the task and KSAO list then should be incorporated into a job analysis questionnaire.

Develop and Administer Job Analysis Questionnaire

After the work behavior, task, and KSAO lists have been developed and reviewed, 
and are considered complete, additional information about the lists often is gath­
ered. The kinds of information to be collected will depend on the purpose (s) for 
which the job analysis is being conducted. Depending on the purpose of the job 
analysis and the availability of SMEs, the additional information can be gathered 
in a number of ways (e.g., using interviews, workshops, or both). In this section, 
we describe development and administration of the job analysis questionnaire 
(JAQ). A JAQ allows the SMEs to rate the work behaviors, tasks, and KSAOs on 
various dimensions, such as frequency or importance. The results of a JAQ can 
provide defensible data useful for activities such as competency profile or selection 
instrument development.

A JAQ is useful when job analysis data are collected from a large number of 
SMEs, and especially when the sample is geographically dispersed. Administration 
procedures are flexible; JAQs may be administered in person to individuals or 
groups, by mail, e-mail, or via the Internet. The format of a JAQ can be either 
unstructured or structured. Unstructured questionnaires can be developed
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quickly but more time may be needed to analyze the resulting data. Open-ended 
questions require development of content categories for coding and summarizing 
the variety of written responses. On the other hand, structured JAQs are usually 
constructed after preliminary information has been gathered from documenta­
tion, observation, and interviews, and questions are more limited in scope (e.g., 
ratings of task importance). There are several advantages to administering struc­
tured JAQs as part of the job analysis process. They are economical to administer 
to large samples because less professional staff time is required for data collection. 
JAQs yield data that can be readily analyzed and permit easy comparisons among 
many different positions in a standardized manner. In addition, JAQs provide data 
that represent the job over a period of time, as opposed to a specific time period 
(e.g., the log and observation methods). The resulting data are useful for many 
purposes, such as identifying training needs (Dunnette, Hough, & Rosse, 1979), 
identifying ability requirements for jobs (Bosshardt, Rosse, & Peterson, 1984), and 
establishing pay grades (Gomez-Mejia, Page, & Tornow, 1982). We next describe a 
method for developing a structured JAQ and analyzing the resulting data.

Develop the JAQ. The quality of the data is significantly affected by the 
design of the JAQ. The format and instructions should be carefully developed so 
that respondents understand what they are asked to do and can provide complete 
and accurate data. Examples are helpful, especially for unique types of items or 
scales. The typical sections of a JAQ include:

• A cover page that explains in general terms the purpose and background of 
the project or study, the role of the JAQ and the respondents, the use of the 
data, and follow-up steps, and gives the name of a person for respondents 
to contact in case they have any questions.

• An introduction that describes the sections and structure of the JAQ.
• A task-rating section that includes a description of the steps to complete the 

ratings for tasks, with examples of scales and items. An example of a task- 
rating section is provided in Fig. 3-6.

• A KSAO-rating section that includes a description of the steps to complete 
the KSAO ratings, with example scales and items. An example of a KSAO- 
rating section is provided in Fig. 3 7.

• A KSAO-to-task linkage rating matrix that includes a description of the steps 
to complete the KSAO-to-task linkage ratings, with illustrative scales and 
items. Alternatively, a KSAO-to-work-behavior linkage rating matrix may 
be used. Use of this type of matrix greatly reduces the rating burden on 
SMEs and thus may be a good idea if SME time is limited. An example of a 
KSAO-to-work behavior linkage rating matrix is provided in Fig. 3 8.

• A background information page that requests basic demographic informa­
tion about the respondent such as current job title, tenure in the current 
job, tenure in the organization, tenure in the profession, highest level of 
education, gender, and race or ethnicity.
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All or a representative sample of SMEs should complete the JAQ. Incumbents with 
less than 6 months in the job should not complete JAQs due to their unfamiliar­
ity with the job. SMEs who participated in the job observations can provide rat­
ings on the JAQ, if needed. When only a small number of SMEs is available (e.g., 
fewer than 50), all may complete the JAQ. When there is a larger number of poten­
tial SMEs, a sampling strategy may be used to target a representative number of 
SMEs who vary on factors such as age, race or ethnicity, gender, specialty, or expe­
rience level.

Job analysis ratings such as task importance and frequency ratings, as well as 
KSAO importance and necessary-at-entry ratings, can be collected through the 
JAQ. These ratings can be collected individually or via group consensus. They may 
be collected from SMEs in a workshop or through other means, such as a mail-out 
or Internet survey in which the individuals complete the JAQ at their convenience. 
Typically, a JAQ will require approximately 2 hours to complete.

In addition to collecting ratings as described, KSAO-to-task linkage ratings may 
be collected through the JAQ. If time allows for data analysis of the task and KSAO 
ratings, a linkage matrix consisting of only those important and frequently per­
formed tasks and those KSAOs that are important and necessary at entry may be 
developed. The SMEs will determine which tasks and KSAOs are linked by answer­
ing the question “Is this KSAO used to perform this task?” and completing the cor­
responding KSAO-task box. If time does not permit data analysis prior to 
administration of the KSAO-to-task linkage matrix, SMEs may complete the exer­
cise using all tasks and KSAOs. Alternatively, job analysts may complete the link­
age ratings (Baranowski & Anderson, 2005). This may be appropriate if there is 
concern that the SMEs may not understand some of the KSAOs, or how KSAOs are 
used to perform work. Illustrative task and KSAO rating scales as well as a rating 
scale that could be used by the SMEs to provide the linkage ratings are provided 
in Figs. 3.6 through 3.8.

Analyze JAQ Data

Typically, job analysts combine ratings from multiple raters into a single compos­
ite profile to calculate aggregate ratings. In general, the use of aggregate ratings is 
acceptable because the goal of job analysis is to develop a profile of the job. 
However, according to McGonigle (2004), there are several types of problems that 
may occur when using aggregate ratings from SMEs. One major problem can 
occur if all raters are not rating the same job. A second major problem occurs 
when trying to separate person and job characteristics (e.g., determining if SMEs 
are providing information on the job or on their performance of the job). During 
the job analysis, it is important to be aware of these potential problems and 
remind SMEs to focus on what is critical to the job that is being analyzed.

Once all o f the JAQ ratings have been collected, the list of work behaviors, 
tasks, and KSAOs can be narrowed by setting rating cutoffs for each scale. This 
narrowed list can be used to develop a competency profile or to identify the
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Section 1: Task Ratings

In this section, we present work behaviors and tasks that may be relevant to your job. Each 
work behavior is bolded. Under each work behavior, we list its associated tasks. Please rate the 
frequency and importance of each task for your job by placing an “x” over the appropriate 
number. Please refer to the following scales when making your ratings.

Task Frequency Rating Scale: Which of the following most closely matches how often 
you perform this task in this job?

0 = Never
1 = A few times per year.
2 = Once a month.
3 = Once a week.
4 = Once a day.
5 = More than once a day.

Task Importance Rating Scale: How important is this task for successfully 
performing this job?

1 = Not important
2 = Slightly important.
3 = Moderately important.
4 = Very important.
5 = Extremely important.

TASKS

2 = Once a month

4 = Once a day

Which of the following 
most closely matches 
how often you perform 
this task in this job?

0 = Never
1 = A few times per year 
or less

4 = Very Important 
3 = Once a week

1.0
1.1

1.2

1.3

5 = More than once a day

Work Behavior: Planning and Initiating Project
Study blueprints to 
determine location 
of high-voltage room
or electrical closet. ®  © <D CD ©CD
Load, haul and un­
load materials and
supplies. ® © <D (D © <D
Assemble tools and
equipment. @ © <D (D (D (D

How important is 
this task for suc­
cessfully performing 
this job?

1 = Not important
2 = Slightly important
3 = Moderately 
important

5 = Extremely 
Important

@ © d) (D © (D

®  © <D <D © ©

® (D (D <D ® (D

FIGURE 3.6 Task rating section of JAQ.
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test domain from which to build a selection instrument. For the task ratings, 
the following criticality formula may be used: Criticality Score = (2 x Importance) 
+ Frequency Using the rating scales in Figs. 3 6, 3 7, and 3.8, examples of com­
monly used cutoffs include:

• Work behaviors with at least one critical (defined above) task
• Tasks with a criticality score of 5.00 or greater
• KSAOs with a mean importance rating of 3.00 or greater
• KSAOs considered to be necessary at entry (rating of 1.00)
• KSAOs that are linked with a mean rating of .67 or greater to at least one task

Once these cutoffs have been used to identify the important and frequently per­
formed tasks and the important and needed-at-entry KSAOs, the reduced list of 
tasks and KSAOs can be used to inform instrument development as described later 
in hout this book. An example of results from a JAQ is provided in Fig. 3 9. Based 
on the results, two of the three tasks (1.1 and 1.3) under the work behavior 
Planning and Initiating Project met the criticality cutoff for tasks (i.e., a score of 
5.00 or greater). Two of the four KSAOs (1 and 3) listed met the cutoff criteria. 
Knowledge of How to Perform an Emergency Rescue was not needed at entry 
(with an average rating of .5); therefore, this KSAO may be used as a criterion in 
performance management but should not be used as a criterion for selection. 
Ability to Lift Objects Weighing up to 50 Pounds did not meet the cutoff for impor­
tance (with an average rating of 2.5) and should not be used in personnel deci­
sions because it is not critical to the job.

If only a small number of SMEs completed the JAQ, then there may not be 
enough data to permit meaningful statistical analysis and assessment of data qual­
ity indices, such as the standard deviation of the ratings and reliability estimates. 
With a limited sample size, a normal distribution cannot be assumed. In addition, 
jobs with a small number of incumbents often take on the characteristics of their 
incumbents and have many other duties.

There is a variety of potential strategies one can use when there is a small num­
ber of SMEs available for job analysis. One strategy is to identify similar positions 
and group those positions. Alternatively, a set of higher order KSAOs or compe­
tencies can be identified that may provide a meaningful profile for a diverse set of 
positions. It is possible that differences disappear when KSAOs are combined to 
form higher order groups (McGonigle, 2004). When there is a small number of 
SMEs, multiple sources of job analysis information (e.g., focus groups, interviews, 
observations, and background information) should be used to remove bias from 
any one source. Job analysis databases and existing occupational information 
(e.g., 0*NET or the Dictionary of Occupational Titles), Internet sites (e.g., the 
Office of Personnel Management’s General Schedule Position Classification 
Standards), and local or state personnel sites may serve as comparisons or checks 
on the job analysis information. Finally, expert judgment should be incorporated 
when necessary. We now turn to the second method for collecting job-specific 
information, the critical incident technique.
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Section 2: Knowledge, Skill, and A bility Ratings

In this section, we present knowledge, skills, and abilities that may be relevant to 
your job. Please rate the importance of each knowledge, skill, or ability for 
successfully performing your job by placing an “x” over the appropriate number. 
Then, rate whether new employees must have each knowledge, skill, or ability 
when they are first promoted or hired into your job. Please refer to the following 
scales when making your ratings.

Knowledge, Skills, Abilities, and Other Characteristics Importance Rating 
Scale: How important is this knowledge, skill, ability, or other 
characteristic fo r successfully performing this job?

1 = Not Important.
2 = Slightly Important.
3 = Moderately Important:
4 = Very Important.
5 = Extremely Important.

Knowledge, Skills, Abilities, and Other Characteristics Necessary at Entry 
Rating Scale: Must new employees have this knowledge, skill, ability, or other 
characteristic when they first start this job?

0= No.
1 = Yes.

KSAOs

1. Knowledge of 
National Electrical Code

2 .

How important is this 
knowledge, skill, ability, 
or other characteristic 
for successfully 
performing this job?

1= Not important 
2= Slightly important 
3= Moderately important 
4= Very important 
5= Extremely important

®  ©  (2)

® 0  <D

Must new employees 
have this knowledge, 
skill, ability, or other 
characteristic when they 
first start this job?

0= No 
1= Yes

CD ®  ®  ®  ©

(D © (D ®  ©Knowledge of how
to perform an emergency rescue

3. Skill at welding ® © (D <D ® <D ® ©

4. Ability to lift objects ® © (D (D ® (D ® ©
weighing up to 50 pounds

FIGURE 3.7 KSAO rating section of JAQ.



3. GATHERING JOB-SPECIFIC INFORMATION 73

Gather Critical Incidents

Critical incidents are targeted descriptions of job situations or scenarios in which 
job incumbents have applied specific KSAOs in performing specific work func­
tions at various levels of proficiency (Anderson & Wilson, 1997; Flanagan, 1954). 
Critical incidents include three components:

• The situation, including the context or events leading up to the behavior
• The individual’s behavioral response to the situation
• The outcome of the behavioral response

An example of a critical incident is presented in Fig. 3.10.
Critical incidents provide important, contextually rich examples of job behaviors. 

Because they provide descriptions of situations in which behaviors occur, critical 
incidents are particularly useful for developing situational and behavior descrip­
tion interviews (see chap. 7), situational judgment tests (see chap. 9), and assess­
ment center exercises, such as in baskets and role-play or counseling exercises 
(see chap. 10). Similarly, because they describe behavioral responses to situations 
at different levels of proficiency (and the resulting outcomes of those behaviors), 
critical incidents also are especially useful for developing the rating scales needed 
to score these assessments. Finally, critical incidents are used in the development 
of behavioral rating scales used in performance appraisals (see chap. 11).

Extensions and adaptations of Flanagan’s (1954) critical incident methodology 
have been widely used in job analyses. The information obtained via this method­
ology is more behaviorally and contextually rich than task-analytic approaches for 
gathering job-relevant information. Although task-based approaches focus on dis­
crete activities of individuals performing the job, the critical incident approach 
and variants of this approach address factors preceding and facilitating the inci­
dent (contextual or environmental factors, preceding behaviors or tasks), the inci­
dent itself (processes, behaviors), as well as the consequences of the incident 
(behaviors, tasks, outcomes).

Within his taxonomy of job analysis methods, Harvey (1991) described the 
critical incident technique as capable of multiple levels of descriptive specificity 
with regard to the tasks and behaviors in a particular incident. The approach also 
has the capacity to provide much more explicit situation-oriented information 
concerning the job than behavior- or worker-oriented approaches. Although the 
strengths of the behavioral approaches lie in their classification of jobs based on 
generic, widely applicable, behavioral metrics, this quality precludes them from 
the level of specificity afforded by the critical incident technique.

Collect Critical Incidents. There are various methods for collecting criti­
cal incidents, including face-to-face interviews, telephone interviews, workshops, 
and systematic record-keeping efforts. The goal of each of these methods is to 
assist SMEs in providing clear and concise examples of behavior that they have 
observed.
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SECTION 3: K S A O LINKAGES TO WORK BEHAVIORS 

In this section of the questionnaire, you will be indicating whether each KSAO is 
used to perform each work behavior. It is best to work across a row, looking at the 
first KSAO and then considering whether you would need it to perform each of 
the work behaviors. Make sure to give an independent rating for each of the work 
behaviors. Please refer to the following scale to make your ratings. An example is 
provided below. 

Knowledge, Skill, and Ability to Work Behavior Linkage Rating Scale: Is 
this KSAO used to perform this work behavior? 
0= No. 
1 = Yes. 

Example ratings: 
Work Behavior 

1.
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KSAOs 
K09 Knowledge of watch mechanics 
A04 Ability to convince others of alternative views 

Explanation 

1. Knowledge of watch mechanics is essential for performing the work 
behavior "Repairing Watches," so it is rated "1." 

2. Knowledge of watch mechanics is of little use for performing the work 
behavior "Supervising Employees" so it is rated "0." 

3. Ability to convince others of alternative views is not needed to perform 
the work behavior "Repairing Watches," so it is rated "0." 

4. Ability to convince others of alternative views is useful in order to perform 
the work behavior "Supervising Employees" so it is 
rated "1." 

1.
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KSAOs 

1. Knowledge of National Electric Code © © 
2. Knowledge of how to perform an emergency rescue © © 
3. Skill at welding © © 
4. Ability to life objects weighing up to 50 pounds © © 

FIGURE 3.8 KSAO linkages to work behaviors section of JAQ. 
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Mean
Criticality

Score
Tasks
Work Behavior: Planning and
Initiating Project

1.1 Study blueprints to determine
location of
high-voltage room or electrical closet. 12.0
1.2 Load, haul and unload
materials and supplies. 4.0
1.3 Assemble tools and equipment. 14.0

Mean Mean
Importance Mean Linkage

Rating Needed to Work
at Entry Behavior
Rating Rating

KSAOs
1. Knowledge of National Electric Code 5 1.0 1.0
2. Knowledge of how to perform an 4.5 0.5 0.75

emergency rescue
3 Skill at welding 5 1.0 1.0
4. Ability to lift objects weighing up to 2.5 1.0 0.75

50 pounds

FIGURE 3 9 Example job analysis questionnaire results.

Each of the methods has trade-offs. Face-to-face interviews involve a one-to-one 
exchange between the job analyst and the SME. Although this method is fairly 
costly and time consuming, the quality of the incidents is likely to be high because 
the job analyst can question the SME at the time incidents are provided. The job 
analyst can also probe more deeply into particular areas the SME tended to omit, 
and to solicit the SME to provide richness of information and detail that matches 
the needs of the job analysis. Telephone interviews have several of the same ben­
efits as the face-to-face interview, and are less expensive because no travel is 
involved.

Workshops also are less expensive than face-to-face interviews. However, 
depending on the number of SMEs and how the workshop is conducted, there 
may be less clarification and exchange between the job analyst and each SME, 
especially if the workshop involves having SMEs record their critical incidents in 
writing. Similarly, some SMEs may be unwilling or unable to write incidents that 
contain sufficient detail. Workshops that are conducted to allow SMEs to share
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Situation A contractor was assigned a project that would involve de­
terminating and removing several hundred wires, removing 
the conduit from the gear, relocating the gear, re-installing the 
conduit and wire, and finally re-terminating the wire. The 
only catch to the assignment was that the work had to begin 
at 11:00 p.m. on Thanksgiving, and had to be completed by 
7:00 a.m. the following morning, which seemed nearly impos­
sible.

Action: The foreman chose seven of the best wiremen employed by
the company to do the work. Through skillful planning and 
hardwork, the men worked through the night without 
stopping for a break and got the job done on time and with 
no problems.

Outcome: The customer was extremely impressed that they got such a
project completed in such a short amount of time with zero 
errors. As a result, the customer has chosen this contractor to 
do almost all of its work.

FIGURE 310 Example of a critical incident.

descriptions orally can compensate for potential weaknesses in individuals’ 
description or their memory of events, and to allow others to fill in the gaps. Thus, 
this method provides a greater potential for synergy among SMEs and potentially 
greater participation. Finally, systematic record keeping on the part of SMEs can 
provide high quality data, because the SME does not have to recall events that hap­
pened months or even years prior to the data collection. However, record-keep­
ing efforts must take place over an extended period of time, requiring the SME to 
be strongly motivated to continue the effort.

In this section, we describe the workshop method for collecting critical inci­
dents with the aim of collecting job-level rather than KSAO-level information. (It 
is important to note, however, that there are other purposes for using the critical 
incident technique and that this method may be focused on collecting informa­
tion for a particular KSAO.) In general, the workshop method entails assembling 
SMEs into a small group, training the SMEs on how to write critical incidents, and 
then having them record in writing those critical incidents relevant to the job. The 
steps are as follows:

Step 1: Identify SMEs. This would be the same process as described previously.
For most purposes, it is important to document the SME characteristics to 
ensure representativeness as well as experience with the job being analyzed. 
Step 2: Prepare for critical incident workshops. The workshops should be
arranged several weeks in advance. Each workshop session should be scheduled 
to last about 3 to 4 hours, with 15 to 30 minutes for training, and about 2.5 
hours for writing the incidents. One should schedule 6 to 10 individuals per 
session. Equipment and facilities that will be needed include a large room with
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tables and chairs for SMEs, critical incident forms, pencils, and various materi­
als to train the SMEs on how to write critical incidents.
Step 3: Conduct critical incident workshop. In general, the purpose of
the workshop is to have individuals who are knowledgeable about the job 
describe instances of ineffective, average, and effective job performance. SMEs 
are asked to think back over the last 6 months and relate actual behaviors they 
have exhibited or observed others exhibit on the job. Participants are asked to 
record the circumstances leading up to the incident, what actions were taken 
by the job holder, and the outcome of the actions. The first 15 to 30 minutes 
of the workshop should be used to train the SMEs on how to write critical inci­
dents. During this training, the individual conducting the workshop should 
review the goals of the workshop, explain the format of critical incidents, and 
provide some tips for writing a useable critical incident. Tips for writing criti­
cal incidents are provided in Fig. 3.11. During this review and background dis­
cussion of critical incidents, SMEs should be encouraged to ask questions. 
When providing examples of incidents, it may be best to use an example that 
is not part of the job being analyzed because a job-relevant example may 
unduly narrow SMEs’ focus. In other words, if an example incident for the job 
of electrician involved reading blueprints, it is likely that a disproportionate 
number of incidents written in that workshop would involve reading, or not 
reading, blueprints.

Some job analysts opt to place additional structure on the critical incident work­
shop by providing dimensions of performance for which the SMEs should write 
incidents. The idea behind using predefined dimensions is that they ensure that 
SMEs write incidents on all the relevant aspects of the job. At times, this has been 
done by asking SMEs to “write at least one critical incident for each performance 
dimension.” Note, however, that use of predefined performance dimensions will 
cause SMEs to focus on those dimensions—perhaps to the exclusion of other 
important, yet undiscovered dimensions. Also, the use of predefined dimensions 
means that the job analyst cannot use the critical incident technique to discover 
the underlying structure of performance, thus losing a potentially useful outcome 
of the critical incident method.

After the workshop leader conducts the training, the SMEs should begin to write 
their incidents. A form that is useful for collecting critical incidents is shown in Fig. 
3.12. The form that SMEs use to write incidents should include prompts for the sit­
uation, the behavior, the outcome, and a rating of the behavior’s effectiveness.

During the workshop, SMEs may have difficulty thinking of incidents. When 
this happens, the job analyst should probe the SMEs to stimulate recall. A typical 
probe is, “Think of a recent situation in which you observed an employee do 
something that was especially effective or ineffective on the job. What led up to 
the performance? What did the person do? What happened as a result?” A set of 
probes that may be used is shown in Fig. 3.13.

In the workshop, it should be emphasized that incidents should describe 
actions SMEs saw a person do, not what the SMEs inferred from the action about 
the skills or personal characteristics of the person. For example, rather than write
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that an individual “displayed loyalty,” the incidents should describe what the indi­
vidual did that was so effective (e.g., worked all night to finish a job, or defended 
the supervisor’s position to a group of subordinates).

When SMEs start writing incidents, the job analyst should encourage and rein­
force them. The purpose is to shape their behavior so that they write productively. 
The incidents should be reviewed during the workshop and as they are being 
handed in to ensure compliance with the instructions. If an incident does not con­
tain important information (i.e., describes an individual knowledge, skill, or abil­
ity, rather than the behavior that occurred), the writer should be probed for more 
detail about the behavior that occurred. Because many individuals hesitate to 
write, especially in a group setting, small editorial changes should be ignored dur­
ing the workshop. These changes can be made after the workshop. If, during the 
workshop, a participant develops a well-written critical incident, the job analyst 
might ask the SME’s permission to read it aloud to the group. This will reinforce 
the writer and provide an example to other SMEs. This may be done several times 
during the workshop so that writers have several examples of well-written inci­
dents. Although the number of incidents written by each SME will vary, it is 
reasonable to expect that an average of 5 to 10 critical incidents can be generated 
by each SME in a 2- or 3-hour workshop.

A critical incident written by an electrician is shown in Fig. 3.14. This particu­
lar incident is not very usefiil because:

• It is written in the passive voice.
• It is unclear who performed the behaviors.
• It does not refer to the actions of a single person.
• An action is not clearly presented; therefore it is unclear what led to the 

outcome. A well-written incident is provided in Fig. 3.15. Note that the 
incident:

• Discusses a specific incident in an action-oriented manner.
• Describes a complete situation, action, and result.
• Refers to the behavior of one individual rather than a team.

The number of incidents needed to adequately describe a job’s performance 
requirements will depend on the complexity of the job. For example, it would 
take fewer critical incidents to describe thoroughly the effective and ineffective 
performance of a toll collector than it would to describe the performance of an 
electrician. To ensure that enough incidents are generated to fully describe the job 
domain, the critical incidents obtained in each workshop should be reviewed. 
When fewer than two or three new incidents are gathered at a subsequent workshop, 
it is likely that a comprehensive set of incidents has been generated. In addition, 
it also is usually desirable to have critical incidents depicting performance that 
spans the effectiveness range. Effectiveness ratings provided by the SMEs can 
assist in monitoring how well the range of effectiveness is represented.
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1. Concisely describe the situation, the action taken, and the outcome. 
Carefully decide what information is relevant to each event.

2. Describe what the apprentice or journeyman did (or failed to do) in 
that specific situation. Do not describe “types of things that people 
do” or general traits of effective or ineffective workers. The emphasis 
should be on what was observed, not on interpretation of the action.

3. Focus on the actions of a single person rather than those of a team.

4. Write events in the third person (he or she) and do not use personally 
identifying information. Use terms such as “the apprentice,” “the 
supervisor,” etc. Even if you relate events that are things you did, 
please write them in the third person.

5. Keep it concise. It is important that you carefully decide what 
information is relevant to each event.

6. Write about actions you have taken or the actions of others that you 
have personally observed, not situations reported to you by someone 
else, because your recollection of these events will be the most vivid 
and accurate.

FIGURE 311 Tips for writing critical incidents.

Edit Critical Incidents. After critical incidents are collected, the informa­
tion is entered into a database and edited. The purposes of editing are to: (a) 
place each incident in a standard, readable format; (b) clarify some of the word­
ing by correcting spelling, grammar, and punctuation; (c) group redundant or 
highly similar critical incidents; (d) ensure a comparable level of detail across inci­
dents; and (e) rephrase statements as necessary to eliminate jargon that is not 
widely used in the SME community. This editing is usually done by a job analyst 
familiar with the job being studied. Guidelines for editing critical incidents are as 
follows:

• Incidents are written in three parts, but the writer may not have made the 
correct distinctions about where to record each part. All information about 
the background leading up to the incident should be part of the situation 
or context. The middle section on the actions taken should include all of the 
key steps taken by the actor in the incident. Sometimes writers put some of 
this information under the outcome. The outcome can usually be summa­
rized in one sentence. The outcome should be as concrete as possible.

• The words of the writer should be used as much as possible. The analyst 
should not make interpretations about what happened, but should try to 
describe the incident clearly and concisely.

• Spelling, grammar, and punctuation mistakes should be corrected.



80 HARVEY ET AL.

Critical Incident Form Participant # ___________

1. What was the situation leading up to the event? [Describe the context.]

2. What did the apprentice or journeyman do?

3. What was the outcome or result of the apprentice’s or journeyman’s 
action?

4. Circle the number below that best reflects the level of performance that 
this event exemplifies.

1 2 3 4 5 6 7
Highly Moderately Highly

Ineffective Effective Effective

FIGURE 312 Critical incident form.

• Think of something you did in the past that you are proud of.

• Think of a time when you learned something the hard way. What did you 
do and what was the outcome?

• Think of a person whom you admire on the job. Can you recall an inci­
dent that convinced you that the person was an outstanding performer?

• Think of a time when you realized too late that you should have done 
something differently. What did you do and what was the outcome?

• Think about the last six months. Can you recall a day when you were par­
ticularly effective? What did you do that made you effective?

• Think of a time when you saw someone do something in a situation and 
you thought to yourself, “If I were in that same situation, I would handle 
it differently.” What was the scenario you saw?

• Think about mistakes you have seen employees make when they are new 
at the job.

• Think about actions taken by more experienced employees that help 
them to avoid making mistakes.

FIGURE 3.13 Probes for stimulating SMEs to write critical incidents.
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• Incidents should be about the actor named in the incident. Sometimes indi­
viduals will think they are writing an incident about a trainee or subordi­
nate when the incident is really about the supervisor. One way to figure this 
out is to determine whose actions resulted in the outcome. If the supervi­
sor’s actions produced the outcome, then the incident is about the super­
visor and, therefore, a different job.

• References to the actors should be gender neutral (unless it is somehow 
important to the incident). Masculine and feminine pronouns should be 
eliminated.

• Incidents that provide insufficient information or that do not include a 
plausible relationship between the person’s actions and the outcomes 
should be discarded.

Analyze Critical Incidents

To use the critical incidents to inform instrument development, SMEs should reas­
sign the incidents to performance dimensions and then rate the behaviors described 
in the incident for effectiveness. This process is known as “retranslation” (Smith & 
Kendall, 1963). Steps for conducting this process are described next.

Identify SMEs. SMEs can be the authors of the incidents or they can be an 
independent sample. Identifying an independent sample of SMEs helps accom­
plish an alternative goal of developing the dimensional structure using informa­
tion from the broadest possible set of SMEs.

Present Dimensions and Edited Critical Incidents to the SMEs. This 
could be done in the context of a workshop, or in a mail-out or Internet survey. 
The task is to sort each incident into one dimension based on its content and then 
to rate the effectiveness level of that incident. A seven-point scale is often used for 
these ratings, where 1 = highly ineffective and 7 = highly effective performance. 
The performance dimensions may be gathered from the results of the job-task 
analysis. Appendix A provides an illustrative set of performance dimensions for 
the job of electrician. An example of a form that SMEs could use to do the retrans­
lation activity is provided in Fig. 3.16.

Analyze the Data. Data should be analyzed by calculating the percentage of 
respondents who sorted each incident into each performance dimension and the 
mean and standard deviation of the effectiveness ratings given to each behavioral 
incident. Appendix B shows the output of a critical incident data analysis. The first 
column shows the dimensions into which the SMEs categorized the incidents; the 
second column shows the percentage of respondents who indicated that the inci­
dent should be placed in that category; the third column shows the number of 
SMEs, from among those participating in retranslation, who indicated that the
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What were the circumstances leading up to the incident?

During the installation of a new feeder on the exterior of a building, it 
was decided to carry the cable up a nearby exterior stairway and push the 
cable down into the conduit.

What actions did the worker take that were effective or ineffective?

The cable easily went into the conduit. However, as it gained 
momentum all of the cable went through the conduit and out onto the 
ground.

What were the outcomes o f these actions?

The crew had to repeat the job, but this time, the cable was tied off on the 
high end of the conduit.

FIGURE 314 An example of a critical incident that is not useful.

What were the circumstances leading up to the incident?

A journeyman was to install a new feeder on the exterior of a large 
10-story building, and there was no obvious method for getting the 
cable through the conduit.

What actions did the worker take that were effective or ineffective?

The journeyman decided to run the cable up a nearby stairway and drop 
the cable in from above. He placed the bottom end of the cable into the 
conduit and let it go so that gravity would pull the cable through the 
conduit. He failed to tie off the top end of the cable to keep all of it from 
falling to the ground. The cable gained momentum as more and more 
cable went into the conduit, and the journeyman was unable to stop it 
when it got to the end.

What were the outcomes o f these actions?

All of the cable slipped through the conduit and landed on the ground. 
The journeyman had to repeat the job, but this time, the cable was tied 
off on the high end of the conduit.

FIGURE 315 An example of a critical incident that is useful.

incident should be placed in that category; the fourth column shows the mean 
effectiveness rating of the incident; the fifth column shows the standard deviation 
of the effectiveness rating; and the sixth and final column shows the incident. As 
shown in Appendix B, the first incident was sorted into Dimension A: Planning,
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preparing and organizing work by 76% (16 out of 21) respondents. The mean 
effectiveness rating is 5.69, which is fairly high on a seven-point scale, and the 
standard deviation is .85, indicating a relatively high degree of agreement. 
Conversely, respondents appeared to have trouble categorizing the ninth inci­
dent. Eleven out of 21 (52%) respondents put the incident in Dimension A, 
whereas 10 out of 21 (48%) put the incident in Dimension J. The incident received 
fairly average effectiveness ratings in both categories (3.00 and 2.70), and the stan­
dard deviations of effectiveness were fairly large to moderate (over 1.13 and .78).

Use Results to Inform Instrument Development. The results of the pre­
ceding data analyses will reveal where and how well an incident fits into the per­
formance structure, and how the behavior depicted in the incident fits on a 
continuum of effectiveness. When there is high agreement among SMEs as to the 
dimensional placement of an incident, it can clearly be assigned to that dimen­
sion. Those incidents with the highest agreement on category placement can be 
considered most representative of the dimension, and thus can be used as exam­
ples when discussing and defining performance on the dimensions. The incidents 
selected should have high, medium, or low mean effectiveness ratings and those 
ratings should have small standard deviations.

Given this information, the job analyst may choose to select incidents for use 
in training exercises, rating instruments, exemplars of performance, or assess­
ment exercises. The way the incidents are to be used will affect which incidents 
are selected. For example, the job analyst may want to select incidents that exhibit 
different mean levels of effectiveness so that they can be used for behavioral 
anchors at low, moderate, or high levels of performance on a particular dimen­
sion. In general, however, the best incidents tend to be those where there is high 
agreement among SMEs on category placement and on the effectiveness ratings 
(as indicated by a small standard deviation).

SUMMARY

In this chapter, we described the job-task analysis process for specifying and struc­
turing the two domains important to the world of work: the job-task domain and 
the KSAO domain. The goal of the process is to systematically obtain comprehen­
sive, relevant information appropriate for the purpose (s) of the job analysis that 
specifies these two domains and links them together. We also described the criti­
cal incident technique, which is useful for understanding the performance of indi­
viduals, systems, and organizations. Various applications arise from this greater 
understanding of performance, such as training individuals, designing systems 
and organizations, conducting performance appraisals, developing assessment 
tools, and evaluating systems. The critical incident technique is particularly appro­
priate for analyzing complex jobs in which the behavior exhibited largely depends 
on the situation encountered, as opposed to routine jobs where the same behav­
iors are routinely performed.
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Effectiveness
Rating

1 = Highly ineffective
2 = Moderately effective 

Critical Incident Performance 3 = Slightly ineffective
Dimension 4 = Neither ineffective 

nor effective
5 = Slightly effective
6 -  Moderately effective
7 = Highly effective

1. A journeyman was to install a new 
feeder on the exterior of a large 
10-story building, and there was no 
obvious method for getting the cable 
through the conduit. The journeyman 
decided to run the cable up a nearby 
stairway and drop the cable in from 
above. He placed the bottom end of 
the cable into the conduit and let it go 
so that gravity would pull the cable 
through the conduit. He failed to tie
off the top end of the cable to keep all ®  ©  ©  ®  ® ® ®
of it from falling to the ground. The
cable gained momentum as more and
more cable went into the conduit, and
the journeyman was unable to stop it
when it got to the end. All of the cable
slipped through the conduit and landed
on the ground. The journeyman had
to repeat the job, but this time, the
cable was tied off on the high end of
the conduit.

FIGURE 316 Retranslation activity form.

The information obtained through the job-task analysis that specifies the task 
and KSAO domains, supplemented by the information from the critical incident 
technique, provides the basis for predictor and criterion instrument development. 
As will be shown in the next chapters, the reduced list of tasks and KSAOs from 
the job-task analysis are used to develop test plans and specifications, and the con­
textually rich information and understanding from the critical incidents helps test 
developers create tests that are job-related.
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A P P E N D I X  A

Job Performance Dimensions (from 
Williams, Peterson, & Bell, 1994)

Reprinted with Permission

APPENDIX A

Job Performance Dimensions

A. Planning, Preparing, and Organizing Work

• thinking through job requirements
• ordering materials and ensuring sufficient supplies
• planning for problems that might occur
• laying out steps and procedures
• documenting or diagramming the job

B. Working Hard, Taking Initiative, and Being Responsible

• completing a lot of work in a short time period
• taking on more responsibility
• continuing to work in difficult circumstances
• adhering to job rules, including starting times
• not using drugs or alcohol on the job

C. Solving Problems

• finding new methods to complete a task when a problem occurs
• improvising using available materials
• finding a better way to do a task

87
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D. Working Safely

• following correct safety procedures
• using tools and equipment safely
• using precautions when working with hot circuits

E. Teamwork

• communicating clearly with other workers
• helping other team members
• following the instructions given for completing a task
• asking for help if needed
• warning others of danger

F. Troubleshooting

• finding the cause of an electrical problem
• inspecting or testing equipment
• getting a system or equipment to work

G. Responding to an Emergency

• preventing a problem from worsening
• administering first aid
• keeping the public out of danger

H. Supervising

• assigning tasks to others and monitoring progress
• contributing to crew morale
• disciplining other workers
• managing project resources
• working with contractor, inspectors, and other outside people
• checking working conditions

I. Training

• providing learning opportunities for others
• demonstrating proper techniques
• giving feedback on performance
• explaining the reasons behind work procedures
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J. Following Blueprints, Code, and Installation Instructions

• checking blueprints to install correctly
• making sure that an installation meets Code
• reading instructions from kits

K. Using Tools and Equipment

• using hand tools
• using machinery, including trucks
• using ladders

L. Planning and Installing Conduit

• finding a path for a duct bank or raceway
• installing a duct bank and securing the conduit
• building a raceway and supporting the conduit

M. Preparing Conduit for Installation

• cutting and threading conduit
• bending conduit

N. Pulling Wire or Cable

• measuring wire or cable
• using a fish tape, mouse, or other means to establish a pull line
• setting up a hand or machine tugger
• lubricating the pull
• tagging the wire or cable

O. Installing Panels

• establishing panel location
• terminating wires in panel
• labeling the panel

P. Installing Switches, Receptacles, Lighting, and Other Fixtures

• establishing correct location for the outlet or fixture
• making terminations
• finishing the installation
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Q. Installing Buss Ducts and Switchgear 

• moving switchgear into place 
• making terminations 
• installing and securing buss ducts 

R. Installing Transformers 

• checking phases 
• marking wires 
• connecting wires to the equipment 



A P P E N D I X  B

Example of Results from Analyses of 
Critical Incidents (from Williams, 

Peterson, & Bell, 1994)

Reprinted with Permission
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C H A P T E R  F O U R

Measurement Plans and Specifications

Teresa L. Russell 
Human Resources Research Organization

Norman G. Peterson 
Satisfaction Performance Research Center

OVERVIEW

Organizations use employment tests and other assessment tools to select workers 
who are likely to perform well in their new jobs. In doing so, organizations hope to 
become more competitive by employing well-qualified staff and to save money that 
would otherwise be lost through poor employee performance. Even so, the validity 
of the selection procedure for identifying well-qualified workers, while it might be 
the paramount objective, is not the organization’s only concern. When designing 
employee selection procedures, organizations attempt to balance three goals:

1. Maximize validity.
2. Minimize adverse impact (i.e., test score differences between legally or 

societally significant subgroups).
3. Enhance the efficiency of the procedures.

Maximizing test validity increases the likelihood that organizations will select 
applicants who will perform well on the job. Evidence of validity can come from 
correlations between employee test scores and job performance, linkages 
between the content of the job and the content of tests, and linkages between job­
relevant worker characteristics and the tests that measure them, as well as docu­
mentation of the validity of a test for similar jobs.
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98 RUSSELL AND PETERSON

Minimizing adverse impact against minorities and women is important for enhanc­
ing the diversity of the organization’s workforce and for meeting professional and 
legal standards for employee testing (American Educational Research Association, 
American Psychological Association, & National Council on Measurement in 
Education, 1999; Society of Industrial and Organizational Psychology [SIOP], 2003). 
The Uniform Guidelines for Employee Selection Procedures (1978) recommended 
that employers seek valid alternatives to cognitive ability tests when such tests are 
found to produce substantial adverse impact. Minimizing adverse impact enhances 
the legal defensibility of the selection procedures.

No matter how it is done, employee selection costs time and money. Tests of 
underlying personnel characteristics must be selected or developed, and then 
administered and scored. Interview questions must be developed, interviewers 
must be trained, and the sessions must be conducted. Background data instru­
ments and situational judgment tests also may be constructed, administered, and 
scored. The amount of time and money an organization is willing to spend devel­
oping, maintaining, and operating an employee selection program will depend on 
the type of job under consideration as well as available organizational resources.

This chapter describes methods that we have used to develop measurement 
plans that, on balance, satisfy the three objectives of employee selection, and test 
specifications that implement those measurement plans. A measurement plan sum­
marizes information from a thorough job analysis and literature review. It provides 
a rationale for tests and assessment methods that are chosen as part of the selection 
procedure and for those that are not chosen. It documents the hypothesized rela­
tionships between measurement methods and worker characteristics. A measure­
ment plan is a blueprint for development and validation of selection procedures. In 
turn, test specifications implement the measurement plan. They document the 
details (e.g., format and number of items, tasks or questions, scoring procedures, 
time restrictions) for each measure identified in the measurement plan.

THE MEASUREMENT PLAN

The centerpiece of a measurement plan is a matrix, shown in Fig. 4.1, that com­
pares worker characteristics to be measured against possible measurement meth­
ods. Worker characteristics to be measured are listed along the rows; those worker 
characteristics should be ones resulting from a job analysis, as described in 
chapters 2 and 3. Possible measurement methods, derived from review of the 
research literature, are listed in the columns. Several alternative measurement 
methods are described in chapters 5 (tests of cognitive ability), 6 (training and 
experience measures), 7 (employment interviews), 8 (background data), 9 (situa­
tional judgment tests), and 10 (assessment centers). Judgments about the quality 
with which different measurement methods are likely to measure the worker char­
acteristics appear in the cells of the matrix.

There are three primary steps for completing the matrix. The first is a thorough 
job analysis to identify the job-relevant worker characteristics that should be mea­
sured. Once the job analysis is complete, the second step is to identify methods
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MEASUREMENT METHODS

Worker
Characteristics

Aptitude or 
Achievement Tests

Interview Self-Report Simulation

Ability to add, 
subtract, 
multiply, and 
divide and use 
formulas

Ability to 
understand 
verbal 
instructions 
and warnings

Ability to 
communicate 
orally with 
others

Ability to read 
and understand 
graphs, charts, 
and diagrams

Ability to 
develop 
alternative 
solutions to a 
problem and 
choose the 
best
alternative

Ability to 
work in a 
noisy
environment

Ability to 
work at 
heights

FIGURE 4.1 Worker characteristics and methods of measurement matrix.
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of measuring the worker characteristics—methods that are likely to prove useful 
given organizational constraints on resources and the goals of maximizing validity 
and minimizing adverse impact. The third step is to complete the matrix—make 
judgments about the quality of a measurement method for assessing the con­
structs at hand while weighing concerns about adverse impact and costs.

Identify Worker Characteristics

Worker characteristics—knowledges, skills, abilities, and other characteristics 
(KSAOs)—must be derived from a thorough job analysis. Chapters 2 and 3 explain 
job analysis methodologies that yield job-relevant worker characteristics. 
Generally, all job analysis methods involve soliciting job information from subject 
matter experts (SMEs) who may be supervisors, job incumbents, trainers, or job 
analysts. Regardless of the job analysis methodology, professional standards and 
legal guidelines (American Educational Research Association et al., 1999; Uniform 
Guidelines, 1978; SIOP, 2003) suggest that worker characteristics selected for 
measurement should be: (a) job relevant, (b) before-hire requirements, and (c) 
supported by prior research.

Job relevance means that the worker characteristic is needed to perform job 
activities. Evidence of job relevance can come from several sources, but usually 
involves judgments about worker characteristics. Two of the most frequently used 
judgments are: (a) the overall importance of the worker characteristics for per­
forming the job and (b) the importance of the worker characteristic for perform­
ing critical job tasks, duties, or activities. The first judgment often is obtained from 
a questionnaire or focus group where SMEs are asked to judge the importance of 
various worker characteristics. The second judgment is usually obtained from a 
second exercise in which SMEs are asked to rate the importance of each of many 
worker characteristics for performing job activities. Both of these procedures are 
described in greater detail in chapters 2 and 3.

Worker characteristics used for selection into entry-level jobs should be those 
required before hire. Worker characteristics that can be learned in a brief orienta­
tion period after job entry are candidates for training programs, not selection 
methods (Uniform Guidlines, 1978). Evidence that the worker characteristic is one 
that employees should bring with them to the job is typically collected during a job 
analysis. This before-hire requirement may be particularly subject to differences 
across organizations. Some organizations may choose, as a matter of philosophy, to 
provide their own training for many characteristics; another may provide training 
for very few, only for characteristics unique to the organization.

Another factor to consider in selecting worker characteristics for measurement 
is prior research support. Characteristics that have demonstrated validity in previ­
ous studies of similar jobs are good candidates for inclusion.

Identify Methods for Measuring Worker Characteristics

Test designers must carefully consider different types of measurement methods, 
their properties, and the test-administration medium that is most likely to prove
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Measurement
Method

Advantages Disadvantages/Concerns

Achievement 
or Aptitude 
Tests

General
cognitive ability 
Specific cognitive 
ability
Knowledge or 
achievement 
Operational costs 
are relatively low. 
There is strong 
evidence of the 
validity of cognitive 
tests for many 
occupations. 
Reliability usually 
is high.
Racial/ethnic 
subgroup 
differences tend to 
be large.
Interviews are 
appealing to 
organizations.

Interviews

Interviews have 
proven to be valid 
selection tools for 
some jobs, but the 
magnitude of the 
validity typically is 
not large. 
Interviewers and 
raters must be 
trained.

Operational 
costs are 
relatively high.

Self-Report
Biographical Data
Personality
Inventories

Operational 
costs are 
relatively low
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Can predict
contextual
performance.
Can provide 
incremental validity 
over cognitive tests.

All self-report 
measures can 
be susceptible 
to response 
distortion.

Content validation 
is usually not an 
option.
Applicants may find 
some items offensive.

Simulations
Situational 
Judgment Tests 
Work Sample Tests
Assessment Center 
Exercises

There is some 
evidence of 
criterion-related 
validity.

Simulations 
can have 
content and 
face validity. 
Operational 
costs are high 
for high-fidelity 
simulations.

Assessors often 
need to be trained.

FIGURE 4.2 Characteristics of several types of measurement methods.

useful to the organization. Measurement methods can be broadly clustered into 
four categories—achievement or aptitude tests, interviews, self-report measures, 
or simulations. Each type of method offers some advantages and disadvantages as 
noted in Fig. 4.2.

Aptitude o r Achievement Tests. Aptitude or achievement tests include mea­
sures of cognitive ability (which are discussed in greater detail in chap. 5) and 
knowledge. Relative to other tests, aptitude or achievement tests are usually inex­
pensive to administer and score.

The chief advantage of aptitude or achievement tests lies in their excellent psy­
chometric quality. Aptitude and achievement tests are typically highly reliable 
(with observed reliabilities commonly in the .80-.90 range), and there is strong 
evidence of their validity for most occupations (Hunter & Hunter, 1984; Schmitt,
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Gooding, Noe, & Kirsch, 1984; Schmidt & Hunter, 1998). Aptitude and achieve­
ment tests are particularly useful for predicting task performance (Borman & 
Motowidlo, 1993; Campbell, McCloy, Oppler, & Sager, 1993) and training perfor­
mance or grades (Schmitt et al., 1984).

There are average differences among racial-ethnic groups and between the 
genders on cognitive abilities. Those differences can lead to adverse impact on 
aptitude and achievement tests. Differences between Whites and African 
Americans are relatively uniform across a wide variety of cognitive abilities (e.g., 
verbal, math, spatial); there typically is about one standard deviation difference 
between Whites’ and African Americans’ scores (Department of Defense, 1982; 
Jensen, 1980; National Center for Education Statistics [NCES], 1994). Hispanic 
and Asian American differences are more difficult to estimate because sample sizes 
are too small in most studies. Large-scale studies of nationally administered tests, 
such as the Scholastic Aptitude Test (NCES, 1994), suggest that mean score differ­
ences between Hispanics and Whites are about two thirds of a standard deviation 
for most cognitive tests and that Asians typically score higher than Whites on 
mathematical ability tests, by almost half a standard deviation.

Gender differences vary with the cognitive ability construct being measured. 
Males typically score higher than females on tests of mathematical ability by almost 
half a standard deviation (Hyde, Fennema, & Lamon, 1990). Females have a small 
advantage, about l/10th of a standard deviation, on measures of verbal ability (Hyde 
& Linn, 1988). Sex differences in spatial ability vary widely with the type of spatial 
measure (Voyer, Voyer, & Bryden, 1995). Measures that require three-dimensional 
mental rotation of objects yield the largest differences, and measures that require 
spatial reasoning or fitting pieces of objects together yield the smallest differences.

Interviews. Interviews are very appealing to organizations. Interview ques­
tions can be developed to tap a range of cognitive and non-cognitive skills and 
abilities. They often focus on communication skills, interpersonal skills, decision 
making, and substantive (i.e., declarative) knowledge. Chapter 7 provides addi­
tional information on types of interviews.

Interviews have proven to be valid selection tools, with validities of about .39 
for job-related, structured interviews designed to predict job performance 
(McDaniel, Whetzel, Schmidt, & Maurer, 1994). Interviews correlate with cogni­
tive ability measures, and interview ratings that correlate higher with cognitive 
ability tend to be better predictors of job performance (Huffcutt, Roth, & 
McDaniel, 1996). But, interviews have also been shown to provide some incre­
mental validity over and above that obtained by cognitive tests (Cortina, 
Goldstein, Payne, Davison, & Gilliland, 2000; Pulakos & Schmitt, 1995).

On average, the reliability of interviews where two or more raters evaluate the 
applicants ranges from about .53 to .77 depending on the interview setting 
(Conway, Jako, & Goodman, 1995)—notably lower than that obtained by aptitude 
and achievement tests.

With regard to subgroup differences, a meta-analysis across 31 studies reported 
that African American and Hispanic American interviewees received interview ratings
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that were, on average, about .25 of a standard deviation lower than ratings of White 
interviewees (Huffcutt & Roth, 1998). In contrast, the African American and White sub­
group difference on multiple-choice cognitive tests is, on average, about 1.00 standard 
deviation, four times as large. Of course, the reduced subgroup difference on the 
interview could be due to its lower reliability, range restriction from prior selection on 
cognitive ability (Roth, Bobko, Switzer, & Dean, 2001), its tendency to measure non- 
cognitive as well as cognitive performance, or a combination of these factors.

Finally, interviews are relatively expensive compared to other measurement 
methods. Interviewers must be trained; applicants must be interviewed one at a 
time, often for an hour or more. For that reason, many organizations place inter­
views at the end of their selection process—interviewing only those applicants who 
have performed successfully on preceding components of the selection process.

Self-Report Measures. Self-report measures include instruments that job 
applicants use to describe their experiences and personal characteristics. Like 
other paper-and-pencil, multiple-choice measures, these can be completed on 
scannable forms, making their operational costs relatively low.

Research suggests that biographical and personality variables, two commonly 
used self-report measures, are important predictors of contextual performance 
factors such as work effort and motivation (Borman & Motowidlo, 1993; Campbell 
et al., 1993). Although biographical and personality variables are not particularly 
good predictors of training or task performance, they have been shown to provide 
additional validity over and above that of cognitive tests in predicting overall job 
performance (McHenry, Hough, Toquam, Hanson, & Ashworth, 1990; Mount, 
Witt, & Barrick, 2000). Biographical data and personality measures differ some­
what in their patterns of prediction because biographical data can tap cognitive 
constructs as well as noncognitive ones. Chapter 8 discusses biographical data in 
more detail.

Self-report personality measures often yield little or no differences among 
racial-ethnic groups (Kamp & Hough, 1986); however, they do yield small to mod­
erate differences between men and women (Feingold, 1994; Maccoby & Jacklin, 
1974; Peterson, Russell, et al., 1990). Males tend to score higher than females on 
assertiveness and self-esteem; females score higher than males on extroversion, 
anxiety, trust, and nurturance (Feingold, 1994).

Unfortunately, all self-report measures can be susceptible to distortion by the 
job applicant. A number of studies have documented the tendency for applicants 
to respond in a socially desirable way (e.g., Oppler, Peterson, & Russell, 1993). 
Socially desirable responding reduces the variance in a measure because 
responses become skewed and can result in a ceiling effect. Even so, it is unclear 
how severely socially desirable responding affects validity; the results across 
studies are mixed (Reynolds, 1994). For example, Barrick and Mount (1996) 
found that applicants for truck driver jobs (n — 286) distorted their responses to 
a personality questionnaire, but the distortion did not attenuate the predictive 
validities of the personality constructs. On the other hand, Oppler et al. (1993) 
found that new Army recruits (n > 40,000) were much more likely to respond to



4. MEASUREMENT PLANS AND SPECIFICATIONS 105

a personality questionnaire in a socially desirable way than incumbents (n > 
9,000). Criterion-related validities were also substantially lower for the new 
recruit sample. Although other factors such as differences between the samples 
could have affected the validities, it is possible that response distortion had an 
attenuating effect.

One other drawback regarding most self-report measures is that they may lack 
face validity and can be difficult to justify based on content validity alone. 
Applicants are likely to question the relevance of background and personality 
items and, in some cases, applicants view the items as intrusive (Mael, Connerly, 
& Morath, 1996).

Simulations. Simulations are exercises intended to faithfully represent work
situations. They vary greatly in terms of their fidelity—how realistically the work sit­
uation is represented. Paper-and-pencil situational judgment tests, which are 
described further in chapter 9, are low-fidelity simulations; work samples, discussed 
in chapter 12, anchor the high-fidelity end of the simulation fidelity continuum.

Simulations also vary greatly in their costs. Paper-and-pencil measures can be rel­
atively inexpensive to develop and administer, whereas assessment centers (see 
chap. 10) require one-on-one contact over a period of several hours and can be 
quite expensive. Also, assessors must be trained; that adds to the cost. 
Consequently, assessment centers, like interviews, are typically placed near the end 
of a hiring process to minimize the number of applicants to be assessed. To com­
plicate the cost issue, simulations that are high in fidelity generally cover less of the 
job performance domain than do lower fidelity measures. A multiple-choice paper- 
and-pencil instrument can cover dozens of relevant job situations in an hour or two; 
work samples using actual equipment and realistic contexts would require days, if 
they could be administered at all, to cover the same number of situations.

A primary advantage of simulations is that they can have substantial face and 
content validity. They reflect the job and, if they are developed through solid con- 
tent-validation procedures, their relevance to the job is obvious. For the same rea­
sons, though, they may not meet the before-hire requirement.

Simulations provide moderate criterion-related validity. Situational judgment 
tests (SJTs) have become increasingly popular employee selection tools in recent 
years due to accumulating evidence of their criterion-related validity (Chan & 
Schmitt, 2005; McDaniel, Morgeson, Finnegan, Campion, & Braverman, 2001) 
and potential for incremental validity over cognitive ability (Chan & Schmitt, 
2002; Clevenger, Pereira, Wiechmann, Schmitt, & Schmidt, 2001). On average, 
assessment center validities corrected for range restriction are about .37 (Gaugler, 
Rosenthal, Thornton, & Bentson, 1987). Work sample tests also yield validities in 
the mid .30s (Schmitt et al., 1984). Information about reliability and subgroup dif­
ferences in performance on simulations is not systematically reported and is thus 
difficult to summarize (Gaugler et al., 1987).

Computer-Administered Measures. Decisions about the means of admin­
istering the test should be made early in the measure selection process. Tests
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Characteristic
Relevance

Population

Ability

Psychometric
Reliability

Validity

Subgroup Differences 

and Fairness

Operational 

Applicant Acceptance

Consequential Validity 

Training Implications

Resistance to Compromise

Consistency/Robustness of 
Administration and Scoring

Cost

Definition

Extent to which the test is appropriate for the 
population of applicants.

Degree to which the test assesses abilities that are 
relevant to the job.

Degree to which the method tends to yield 
consistent scores as measured by traditional 
psychometric methods such as test-retest, internal 
consistency, or parallel forms reliability.

Degree of evidence supporting inferences drawn 
from test scores.
Extent to which the test minimizes differences 
between racial and gender subgroups’ scores and 
the extent to which the instrument meets 
technical standards of fairness across subgroups.

Extent to which the appearance and administra­
tion methods of the predictor enhance or detract 
from its plausibility or acceptability to applicants.

Extent to which use of the assessment does not 
have unintended negative results.

Extent to which applicants, assessors, and other 
personnel would need to be trained for the 
assessment to be reliable and valid.

Extent to which test content could be easily 
leaked or test responses could be coached, 
guessed, remembered, or distorted by examinees.

Extent to which administration and scoring 
are standardized across administrators and 
locations; ease of administration and scoring.

Developmental and operational costs; costs 
associated with instrument and scoring system 
development, administration, and scoring and 
frequency and difficulty of developing alternative 
forms.

FIGURE 4.3 Examples of measurement method characteristics.
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Situational Judgment Tests (SJTs) have also been called low fidelity simulations, 
social intelligence tests, and tacit knowledge tests. SJTs measure effectiveness in 
social functioning, including: conflict resolution, negotiation skills, interpersonal 
problem solving, communication, rewarding and disciplining, facilitating 
teamwork and unit cohesion, motivating others, and working with culture and or 
gender differences. SJTs are useful in assessing managerial and leadership abilities 
(Motowidlo, Dunnette, & Carter, 1990).

SJTs provide a verbal description of a scenario and a list of potential plans of 
action. The respondent is to read the situation and to indicate which plan 
of action he/she believes to be the most effective and to indicate which plan of 
action he/she believes to the least effective. A sample item appears below:

You volunteered to serve on the CFC committee. The person in charge of the com­
mittee frequendy arrives late for meetings and complains about the work to be done.

A. Take the problem to his boss.

B. Reprimand him in front of the committee to create some peer pressure.

C. Talk to him about the importance of CFC and encourage him to have a 
positive attitude.

D. Tell him you would be willing to take over the chairmanship.

E. Discuss the problem with the other committee members to get their ideas.

Scoring: Test questions are generally based on critical incidents. Alternatives are 
generated by incumbents and supervisors. Scores are based on subject matter 
experts’ ratings of the best and worst alternatives.

Correlations with other constructs: In Motowidlo et al. (1990) (N = 120), 
aptitude test measures did not correlate with the SJT, except for GPA in major 
(r = .30, p < .05). However, SJT ratings did correlate significantly with interview 
ratings of interpersonal skills (r = .21), communication skills (r = .16) and 
negotiation ratings (r = .50).
Subgroup Differences: Subgroup differences are often not reported. Motowidlo et al. 
(1990) reported higher scores for women than men.

Reliability: Motowidlo et al. (1990) reported an internal consistency estimate of 
.56 although they suggest that test-retest statistics might be a more appropriate 
measure of reliability because situational judgment tests are not expected to be 
unidimensional or homogeneous.

Validity Evidence: Motowidlo et al. (1990) reported validity estimates of .30 
(p < .01) for overall effectiveness ratings for managers (N = 120-140). McDaniel 
et al. (2001) conducted a meta-analysis to determine the criterion-related 
validity of SJTs. McDaniel, Hartman and Grubb (2003) reanalyzed and updated the 
2001 data. They showed that knowledge response instructions yielded higher 
validity (.33) than behavioral tendency instructions (.27).
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Motowidlo, S. J., Dunnette, M. D., & Carter, G. W (1990). An alternative 
selection procedure: The low-fidelity simulation. Journal o f Applied Psychology, 
75, 640-647.

McDaniel, M. A., Morgeson, F. R, Finnegan, E. B., Campion, M. A., & Braverman,
E. R (2001). Use of situational judgment tests to predict job performance: A clari­
fication of the literature. Journal o f Applied Psychology, 86, 730-740.

McDaniel, M. A., Hartman, N. S. & Grubb III, W L. (2003, April). Situational Judg­
ment tests, knowledge, behavioral tendency, and validity: A meta-analysis. 
Paper presented at the 18th Annual Conference of the Society for Industrial and 
Organizational Psychology. Orlando.

FIGURE 4.4 Example of a literature summary for situational judgment tests.

should be pilot tested and validated in the mode (e.g., computer administered or 
paper-and-pencil) in which they will eventually be administered, unless literature 
comparing scores from the two methods already exists. Both methods have some 
advantages and disadvantages. For smaller organizations, the cost of computer 
equipment and testing processes may make paper-and-pencil testing a more 
viable option. For organizations that have the means, computer administration 
can increase the standardization of testing procedures. Testing can be continuous 
rather than conducted on large groups at infrequently scheduled times. 
Computer-administered testing allows for novel test formats and use of engaging 
auditory and visual stimuli.

In recent years, Internet testing has become increasingly popular (Naglieri 
et al., 2004). A number of test administration vendors train administration staff to 
follow procedures desired by the client, provide secure facilities, needed equip­
ment, and trained staff for test administration, register examinees (if desired), 
score exams, provide score reports, and develop and maintain databases of test 
score and test-relevant information. The larger test administration firms have secure 
test facilities nationwide and can administer a test and report the data using stan­
dardized procedures in hundreds of locations in the United States. Naglieri et al. 
(2004) provided a useful discussion of factors related to Internet testing.

Complete the Measurement Plan Matrix

When complete, the worker characteristics and methods of measurement matrix, 
illustrated in Fig. 4.1, provides a solid basis for the measurement plan. The rows 
of the matrix list job-relevant worker characteristics that are not likely to be 
learned in a brief job orientation period—characteristics that the worker should 
bring to the job. The measurement methods defining the columns of the matrix 
should be based on a literature review identifying possible methods for measur­
ing the worker characteristics. The cells of the matrix contain judgments about the 
quality of the various methods for measuring each worker characteristic.
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Assembling Objects Test (AO)

Construct Measured: General Spatial Ability—Spatial Visualization 

Short Description of Test:

Subjects visualize how an object will look when its parts are put together or 
assembled according to instructions. In part one, the items in the picture are 
labeled with letters and the subject must visually put the parts together accord­
ing to the letters. In part two, pieces in the pictures fit together like a puzzle. 
Subjects must determine which figure from 4 alternatives is the correct shape 
when the parts are all put together.

Number o f Items: 36 Time Limit: 18 minutes

Psychometrics:

Scoring: The score is the total number of correct answers.

Correlations with other constructs: Assembling Objects correlates with Object 
Rotation r = .41, .46; MAZE r = .51, 51; Orientation r = .46, .50; Reasoning r = 
.56, .56; Map test r = .50, .52, all N’s = 9332, 6941 respectively (Peterson,
Russell, et al., 1990). Factor analytic research suggests that Assembling Objects is 
a good marker test for general spatial ability (Russell, Humphreys, Peterson, & 
Rosse, 1992).

Subgroup Differences: Gender differences tend to be rather small with effect 
sizes ranging from -.02 to .08 in large samples (Peterson, Russell, et al. 1990). 
Whites tend to score higher than African Americans with effect sizes ranging 
from .78 to .83. Whites tend to score higher than Hispanics with effect sizes .15, 
.24, and .25 (Peterson, Russell, et al., 1990).

Reliability: Cronbach alphas of .88 (N = 6754); .90 (N = 9332); .92 (N = 290). 
Test-Retest Reliability: .70 (N = 499); .74 (N = 97).

Practice and Coaching Effects: Test performance on spatial ability tests is to some 
degree malleable; test scores improve with practice (Lohman, 1988). However, the 
gains are not substantially larger than those observed for tests of other abilities 
(Russell et al., 1994). There also is some evidence that gains from practice are larger 
for speeded tests than for power tests (Dunnette, Corpe, & Toquam, 1987). Gains 
from practice on the Assembling Objects test have been low in two studies. With a 
one-week interval between testing sessions (N = 100), subjects’ scores went up .08 
sd from testing 1 to testing 2 (Peterson, 1987). With one month between testing 
sessions (N = 473) subjects’ scores again went up .06 sd from testing 1 to testing 2 
(Toquam, Peterson, Rosse, Ashworth, Hanson, & Hallam, 1986). Busciglio and 
Palmer (1992) studied the effects of practice and coaching on three spatial tests, one 
of which was Assembling Objects. Practice effects were significant for all three tests. 
The effects of coaching on Assembling Objects were negligible.
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Validity Evidence: In Project A, McHenry et al. (1990) combined six Project A 
spatial tests to form one composite score. The spatial score yielded modest 
incremental validity (beyond that afforded by the ASVAB) for predicting technical 
proficiency in Army enlisted MOS and hands-on performance. Similar results 
were obtained for a longitudinal validation sample.

Mayberry and Hiatt (1990) found that Assembling Objects was the best new pre­
dictor of the job knowledge criterion; corrected incremental validities were .02 
for four military jobs. Carey (1992) examined incremental validities (over the 
ASVAB) for several tests. Assembling Objects added the most incremental validity 
to the cognitive test for predicting the hands-on performance criterion in auto­
motive and helicopter mechanic samples.

FIGURE 4.5 Example of a literature summary for a spatial ability test.

Specify Measurement Methods in the Columns. A thorough literature
review of methods for measuring each of the worker characteristics resulting from 
the job analysis is an important step when identifying measurement methods for 
consideration. Before beginning the literature review, it is useful to list and define 
all the selection program characteristics that are important for the organization and 
the situation. Figure 4.3 provides a list of characteristics based on the Standards 
(American Educational Research Association et al., 1999), the Principles (SIOI? 
2003), and the Uniform Guidelines (1978) that we have used and tailored for par­
ticular research projects over the years (cf. Ford, Campbell, Campbell, Knapp, & 
Walker, 1999; Peterson & Wing, 2001; Russell, Norris, & Goodwin, 2000). 
Additional, or more specific, characteristics for particular situations might include 
incremental validity over an existing measure, construct validation support, 
usefulness for classifying people into jobs, and so on.

The list of characteristics structures and guides the literature review, which cul­
minates in a written summary of each measurement method. Short summaries of 
two different measures, situational judgment tests and a test of spatial ability, 
appear in Figs. 4.4 and 4.5.

As the literature review proceeds, measurement methods, tests, and scales will 
emerge as viable candidates for test development or validation. The level of detail 
specified in the columns of the matrix will vary depending on the purposes of the 
selection test battery and the needs of the organization. For example, if the orga­
nization wishes to use published test batteries in its selection system, it is best to 
review the merits of each published test specifically under consideration, for exam­
ple, the Wonderlic (Hanna, 1998; Schmidt, 1985; Schoenfeldt, 1985) and the 
Bennett Mechanical Comprehension Test (Ghiselli, 1966; Guilford & Lacey, 1947), 
against the worker characteristics. Even if the organization plans to develop its own 
tests, it is a good idea to include some published tests in the matrix as markers for 
the new tests to be developed. Also, if the measurement methods include scales 
from tests that have subscales (e.g., Emotional Stability from the Guilford- 
Zimmerman Temperament Survey [Guilford, 1959; Guilford & Zimmerman, 1956]
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This Worker Characteristic 
is not measureable at all 
by the test or measurement 
method

This Worker Characteristic 
is measured partly (about 
half) by the test or 
measurement method.

This Worker Characteristic 
is entirely measured by the 
test or measurement 
method.

0 1 2 3 4 5 6 7 8

Levels 0, 1, and 2 
suggest that the test 
or measurement method 
is almost useless for 
measuring the worker 
characteristic.

or measurement method 
is of some use for 
measuring the worker 
characteristic.

Levels 3, 4, and 5 
suggest that the test

or measurement method 
is highly useful for 
measuring the worker 
characteristic.

Levels 6, 7, and 8 
suggest that the test

FIGURE 4.7 Example of an extent of measurement rating scale.

or Work Orientation from the California Personality Inventory [Gough, 1985; 
Megargee, 1972]), each scale should be listed separately in a column to facilitate 
comparison of scales across instruments. An example of a page from a worker 
characteristics and measurement methods matrix structured in this fashion 
appears in Fig. 4.6.

Complete the Cells o f  the Matrix. The cells of the matrix indicate which 
measurement methods are likely to be valid measures of the worker characteris­
tics. The matrix can be completed by one expert in an organization or by many 
experts or testing professionals as part of a team. The entries can be checkmarks, 
qualitative descriptions (e.g., high, low), or numeric ratings. The level of formal­
ity needed for a given situation depends on the degree of novelty and complexity 
of the worker characteristics and measurement methods. If there is little research 
information on which to base decisions, if the measurement method is a newly 
emerging technology, or if the worker characteristics are of a clinical nature (e.g., 
resistance to stress and anxiety), it often is desirable to carry out more formal 
expert judgments to link constructs to methods. Prior research suggests that psy­
chologists can reliably make these judgments (e.g., Russell et al., 1995). Studies 
typically report reliabilities in the .80 to .90 range for experts’ judgments of rela­
tionships among constructs (Peterson & Bownas, 1982; Peterson, Owens-Kurtz, 
Hoffman, Arabian, & Whetzel, 1990; Wing, Peterson, & Hoffman, 1984). Indeed, 
experts can make reasonably accurate estimates of empirical validities for tests 
(Schmidt, Hunter, Croll, & McKenzie, 1983).
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Expert judgment exercises have used a variety of scales—asking experts for judg­
ments of validity, measurement efficiency, and so on (Peterson & Bownas, 1982). 
The most important judgment to obtain is a judgment about the extent to which the 
test, scale, or measurement method measures the worker characteristic. An example 
of an extent-of-measurement rating scale that has been used in a number of studies 
(Peterson & Bownas 1982; Russell et al., 1995) appears in Fig. 4.7.

Figure 4.8 shows a completed matrix after judgments have been made. Entries 
(i.e., Xs in this example) in different cells of the matrix represent instances where 
experts have judged that the measurement method is likely to be a valid measure 
of the worker characteristic. Thus, the Basic Math Test is unlikely to predict Ability 
to Understand Verbal Instructions and Warnings; however, it is more likely to pre­
dict Ability to Add, Subtract, Multiply, and Divide and Use Formulas.

Evaluate Measurement Methods. The next step is to evaluate the mea­
surement methods against the characteristics that were defined during the litera­
ture review (see Fig. 4.3). As with the other evaluations in the matrix, this 
evaluation may be made by one expert in an organization or by many testing pro­
fessionals as part of a team, depending on the situation. The summary evaluations 
are added to the bottom rows of the worker characteristics and methods of mea­
surement matrix as shown in Fig. 4.8.

Select Measures for Development or Inclusion in the Selection Procedure.
When selecting tests for an experimental battery, it is wise to err on the side of 
inclusiveness. Even well thought out and conscientiously developed tests do not 
always yield adequate validity. To the extent possible, therefore, the experimental 
battery should include a couple of measures of some of the most important 
worker characteristics. If the battery includes highly experimental measures with 
little research support, then it would be prudent to include fall-back measures 
anticipated to have high validity.

A host of other practical questions also enter the equation. How many tests or 
measures can the organization afford to develop? How will the tests be validated 
and what length (in time) can an experimental test battery be before it becomes 
burdensome? What types of facilities and equipment will be available for testing? 
Which tests require special settings? Will the testing, interviewing, or assessing 
take place at a few locations or many? How many interviewers, test administrators, 
or assessors will have to be trained?

Two mechanisms for organizing and designing a test battery help establish bal­
ance among the competing concerns. One involves organizing the selection tests 
or measurement methods into a series of hurdles. Multiple-hurdle approaches can 
reduce costs by placing more expensive selection procedures near the end of the 
selection process. Multiple-hurdle approaches also affect the overall level of 
adverse impact and validity in a selection system (Sackett & Roth, 1996). Generally, 
multiple-hurdle approaches increase the relative effect of each measure (in terms 
of both validity and adverse impact) over that of more compensatory approaches
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like those mentioned in the next paragraph (where all measures are administered 
to all applicants and combined via some formula).

The other mechanism is the whole-job measurement approach. That is, most 
jobs require a wide range of worker characteristics including cognitive abilities, 
interpersonal skills, and so on. The whole-job measurement approach concen­
trates on predicting the entire range of job performance by assessing and com­
bining a wide array of relevant worker characteristics. The intent is to maximize 
the validity of the entire selection procedure by using a variety of measures each 
contributing validity over and above that provided by the other measures.

As an example, if we were to use the matrix shown in Fig. 4.8 to select a set of 
predictors for the job of apprentice electrician, we would probably consider each 
of the predictors listed in the columns. The Basic Math Test is the only predictor 
listed here that measures the Ability to Add, Subtract, Multiply, and Divide and Use 
Formulas. There are no development costs because it can be purchased off the 
shelf; there are low operational costs because individual responses can be opti­
cally scanned; however, it may have a high degree of adverse impact. Experts indi­
cated that the Test of Verbal Comprehension measures two worker characteristics: 
Ability to Understand Verbal Instructions and Warnings, and Ability to Communicate 
Orally with Others. Like the Basic Math Test, there are no development costs 
because it can be purchased off the shelf, and there are low operational costs 
because responses are optically scanned. But, it may have high adverse impact.

According to the experts in our example, the selection interview measures 
Ability to Understand Verbal Instructions and Warnings, Ability to Communicate 
Orally with Others, and Ability to Develop Alternative Solutions to a Problem and 
Choose the Best Alternative. Even though the development cost is moderate and 
the operational cost is high, the interview could be an attractive predictor because 
the anticipated adverse impact of this method is low. Use of this predictor could 
help offset the adverse impact of the first two predictors, but it is important to 
remember that the interview is likely to be less reliable and valid than the other 
two tests. Also, interviewers must be trained in order to make an interview 
process work validly; if the organization is highly decentralized and has little con­
trol over interviewer training, the interview may not be advantageous.

Self-reports, often measured using background data questionnaires, are useful 
because they can get at constructs that are difficult to measure otherwise (i.e., Ability 
to Work in a Noisy Environment and Ability to Work at Heights). This is a good 
alternative predictor because it may have low adverse impact and because develop­
ment and operational costs would be low. In spite of these advantages, one must be 
concerned with face validity and user acceptance of the questions asked.

Simulations also are useful predictors. An SJT could be developed to measure the 
Ability to Develop Alternative Solutions to a Problem and Choose the Best 
Alternative. The adverse impact of this measure is likely to be low, the cost of devel­
opment is moderate, and the cost of using the method is low because it typically is 
administered as a pencil-and-paper exercise. The work sample kind of simulation 
also measures Ability to Develop Alternative Solutions to a Problem and Choose 
the Best Alternative, as well as Ability to Understand Verbal Instructions and
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1. Measure name: The Skilled Trades Selection Interview

2. Measure purpose: Scores on this interview will be used to select [job 
title] for [employer]. It will assess examinee’s ability on KSAOs relevant to 
this job. Applicants who have passed a paper and pencil test battery will 
be interviewed.

3. Briefly describe the measure and provide key citations from the 
published literature: A number of external contextual features of the 
interview are important for limiting potential sources of bias and enhancing 
consistency across applicants. These features are consistent with best 
practices in interviewing (Campion, Palmer, & Campion [1997]). They 
include security and structure, panel composition and training, limitations 
on ancillary information, and independent ratings on anchored rating 
scales.

4. How much testing time will this interview require (e.g., 1 hour, 3 
hours)- 45 minutes.

5. How will the interview be administered (individual or group 
administration)? Individual applicants will be interviewed by panel of 
three trained interviewers.

6. Will any special equipment be needed for interview administration?
No.

7. Who will administer the interview? A panel of three trained interviewers.

8. Will the interview have a time limit? No.

9. How will the interview be scored? Immediately after the interview, each 
panel member will independently rate the applicant using detailed, anchored 
rating scales that accompany the interview questions. The applicant’s score 
on the interview will be the mean score computed across scales and raters.

10. Will any special training be required for test administrators, 
interviewers, or scorers on this measure? All interviewers will attend a 
training workshop.

11. How much time will be needed for this training (e.g., a one-day 
workshop)? 2 days.

12. Will the applicant have to read any materials? If so, what reading level 
is appropriate for this test (e.g., 10th grade) and how was that level 
determined? The interview will not require reading.

13. What materials will need secure storage (e.g., manuals, 
questionnaires, scoring guides)? The interview and the rating scales will 
require secure storage. Manuals will be designed such that they do not 
require secure storage.

FIGURE 4.9 Example of an external contextual factors worksheet completed for
a selection interview.
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Warnings. Similar to the SJT, the adverse impact is moderate and the development 
costs are moderate. However, the operating costs of work samples are high 
because tests typically are administered individually and scorers need to be 
trained. If one were to eliminate a predictor due to testing time or costs, the work 
sample predictor might be viewed as one that could be omitted from the battery 
because the constructs it measures are assessed by other predictors at lower cost.

In summary, the final measurement plan describes the tests to be developed, 
their hypothesized relationships with worker characteristics derived from the job 
analysis, and the mode of administration to be used. It is a blueprint for develop­
ment and validation of personnel selection procedures.

TEST SPECIFICATIONS

Test specifications implement the measurement plan and guide the development 
of each selection tool. They specify external contextual factors such as the testing 
time, security procedures, mode of administration, and the population for whom 
the measure is appropriate, as well as the internal attributes of the measure such 
as the format of items, tasks, or questions; the content and distribution of content 
across items; and desired psychometric characteristics. Requirements for specifi­
cations documents are set forth in the Standards (e.g., see Standards 3.2-3.5, 3.7, 
and 3.11 in American Educational Research Association et al., 1999) and stan­
dardize the testing procedures. Specifications provide all of the information that 
developers need to generate items, tasks, or questions, and that administrators 
need to plan and set up test administration.

There is no set structure for test specifications, and specifications vary in 
detail. The format and content will depend on the issues that are relevant to the 
measurement method and setting. In this section, we provide examples of tools 
and worksheets we have used to develop test specifications. We encourage the 
reader to refer to other sources for additional information. Excellent discussions 
of specifications are provided in Millman and Greene (1989), Roid and Haladyna 
(1982), and Childs, Baughman, and Keil (1997).

Describe External Contextual Factors

External contextual factors are the constraints on the selection setting and the 
processes necessary for administration, scoring, and maintenance of the measure. 
Often the constraints are a function of organizational resources (e.g., availability 
of computers, anticipated number of applicants, and staff availability). Processes 
ensure the integrity and security of the measure. Selection interviews, for example, 
require well thought out processes (e.g., number and training of interviewers) 
designed to enhance the quality of the interview scores within the constraints of 
the organization’s resources. We have found it useful to follow a worksheet in 
specifying the external contextual factors for the measurement method. The work­
sheet addresses questions such as:

• What is the name, purpose, and description of the measure?
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1. Based on the measurement plan, list the knowledges, skills, 
abilities, and other characteristics that this test is expected to 
measure: Ability to understand verbal instructions and warnings, 
Ability to communicate orally with others, and Ability to develop 
alternative solutions to a problem and choose the best alternative.

List everything that needs to be developed for this test: Interview 
questions, interview rating scales, and interviewer training.

Name the specific sources of content that will be used (e.g., list 
math textbooks, describe SME input, expert judgment/ 
experience): Critical incidents and interview notes from the job analy­
sis and experience from other interviews o f similar KSAOs.

How will the items be distributed among content components?
See chart below.

2 .

3.

4.

Important KSAOs to be Measured Interview Questions

17

Ability to understand verbal 
instructions and warnings

X

Ability to communicate orally 
with others X X

Ability to develop alternative 
solutions to a problem and choose 
the best alternative X

5. What types of item formats will be used? The interview questions 
will be behavior-based. They will ask the applicant to describe past 
behavior in situations relevant to apprenticeship. Behavioral questions 
are based on the notion that past behavior is the best predictor of 
future behavior in a similar situation, and this type o f question has 
repeatedly demonstrated empirical validity (e.g., Campion, Campion,
& Hudson [1994], Pulakos & Schmitt [1995]). Seven-point behaviorally 
anchored rating scales will accompany the interview. There will be one 
rating scale fo r each ability and one overall rating scale.

6. How many items will be produced? The first draft will contain 17 
questions. The final interview will have 7 S  questions.

7. What item writing rules, guides, or principles will be followed? 
Best practices described by Campion, Palmer, and Campion (1997).

8. What psychometric characteristics of the items are desired (e.g., 
number of multiple choice items at different difficulty levels, 
desired point biserial)? The scores on each rating scale should have 
good inter-rater agreement/reliability and discriminate among ratees.

Kind Kind Kind 

Kind 

Kind Kind 

Kind 



4. MEASUREMENT PLANS AND SPECIFICATIONS 119

9. How will the items be evaluated and selected? Twenty five current 
apprentices will be interviewed and rated by three-member panels. 
Items will be selected based on their psychometric properties and 
input from the interview panels regarding how well the questions 
worked.

10. How will the test items be arranged and sequenced? According to 
the abilities to be assessed.

11. How will the items/test be scored (e.g., holistically, on dimen­
sions, sum o f item scores)? Scores will be averaged across abilities 
and then across panel members to form  one mean score fo r  the inter­
view.

12. What psychometric properties o f the test are desired? Agreement 
among panel members on the mean score should be high. Subgroup 
differences in mean scores should be low.

13. How will passing scores be set? Only applicants who have achieved 
a passing score on a test battery will be interviewed. Applicants will be 
rank-ordered based on their interview scores and will be selected in a 
top down fashion fo r  apprenticeship.

FIGURE 4.10 Example of test specifications for a reading comprehension test.

• How will the measure be administered (e.g., individual or group adminis­
tration) and how much time will be required?

• Will examinees use any special equipment (e.g., calculators, keyboards, joy­
sticks)?

• Who will administer the measure and what training will administrators receive?
• Who will score the measure? Describe the scoring process.
• What security procedures are required for the measure?
• What retesting policy will be followed? How often will items or forms be 

replaced?

An example of a worksheet completed for a selection interview appears in Fig. 4.9. 

Describe Internal Attributes

The internal attributes of the test specifications refer to the number, distribution, 
psychometric properties, and format of the items and the creation, scaling, and 
use of the test score. Worksheets for addressing internal attributes might include 
the following questions:

• Based on the measurement plan, what attribute (s) is this measure expected 
to measure?



120 RUSSELL AND PETERSON

• How many items will the measure contain? How will the items be distrib­
uted among content components?

• What types of item formats will be used (e.g., multiple-choice, open-ended, 
past behavioral interview questions)?

• Will alternate forms or large item pools be developed? If so, how?
• What item-writing rules, guides, or principles will be followed?
• What psychometric characteristics of the items are desired (e.g., number of

multiple-choice items at different difficulty levels, desired point biserial)?
• How will the items be evaluated and selected?
• How will the test items be arranged and sequenced?
• How will the items or test be scored (e.g., holistically, on dimensions, sum 

of item scores)? How will the test score be scaled (e.g., number correct, sta- 
nines, t-scores, z-scores)? Will test scores be normed, equated, or both? If 
so, how?

• What psychometric properties of the test score are desired?
• How will the scores be used? Will the score be combined with scores from

other measures? Will examinees be rank-ordered according to scores? Will 
a passing score or set of standards be set? Explain the method to be used.

An example of an internal attributes worksheet completed for a selection inter­
view appears in Fig. 4.10.

The distribution of content across items—sometimes referred to as the test 
blueprint, the item budget, or the weighting plan—is a particularly important 
internal attribute. Clearly, when content relevance is the primary source of valid­
ity evidence, the blueprint is the key documentation of inferences between job 
and test content. This blueprint lists proportions, weights, or numbers of items 
assigned to content categories (e.g., abilities, tasks). Judgmental and empirical 
methods of determining the distribution of content usually involve transforming 
or summarizing the job analysis ratings for tasks, KSAOs, or both to create weights 
for content areas (cf. Raymond, 2001, 2002). They can involve mapping the num­
ber of test items against the number of important KSAOs or tasks, combining job 
analysis ratings from different scales into composites (Arthur, Doverspike, & 
Barrett, 1996), using judged linkages between tasks and KSAOs (e.g., Wang, 
Schnipke, & Witt, 2005), or fairly sophisticated schemes for scaling and weighting 
job analysis data (e.g., Spray & Huang, 2000).

Another key component of measurement planning has to do with how the 
scores on the measure will be used (e.g., top-down selection, pass-fail, standard 
setting, or banding). If passing scores or standards are to be set, a number of 
operational and procedural concerns should be addressed early in measurement 
planning because they can affect item writing and test content (Millman & 
Greene, 1989). That is, inferring a particular level of competence from the test 
score might require a sufficient number of items written at a particular difficulty 
level or could require expert judgment about the extent to which an item reflects 
the intended level of competence. There is a relatively large body of literature on 
standard setting. Some useful starting points include articles on methodologies 
for standard setting: contrasting groups (Jaeger, 1989), holistic examination
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External Attributes

Test Name. Reading Comprehension

Test Purpose. Scores on this test are used in combination with scores on 
other tests to select among applicants for skilled trades apprenticeships.

Description. This paper-and-pencil test consists of three passages. Eight mul­
tiple choice items accompany each passage. The time limit is 30 minutes. It is 
administered in group sessions by a trained test administrator who has 
successfully completed a test administrator training course. Test administra­
tors use timing devices to time the test. Otherwise, no special equipment is 
needed. Examinees mark their responses on optical scanning sheets that are, 
computer scored.

Internal Attributes

Relevant Job Analysis KSA. Ability to read and comprehend complex 
technical materials.

Passage Length. Reading comprehension passages are 400 to 600 words in 
length. They have several paragraphs so that they are not too dense to read.

Passage Readability Level. Passages are at the 10th grade reading level 
using the Flesch-Kincaid Grade Level statistic.

Source Material. The content of the passage must be written for this test 
(i.e., not excerpted from existing sources). Ideas come from magazine or 
encyclopedia articles.

Appropriate Topics. The content of the passages is conceptually relevant to 
technical and scientific topics. The test does not contain work samples or 
training materials. The test is designed to assess the applicant’s ability to read 
and comprehend technical materials, not the applicant’s knowledge of 
skilled trades topics.

The content of the passage resembles material high school students are likely 
to encounter. General topic areas include physical sciences, earth sciences, 
mechanics, life sciences, crafts, technology, and study habits. Examples of 
passage topics are: The Metric System, How Diamonds are Made, How 
Clocks Work, History of the Camera, The Effect of El Nino in North America.

Passage Fairness/Sensitivity. Passages do not address topics that are likely 
to arouse strong feelings (e.g., abortion, violence, suicide, religion) or are 
likely to be confusing to or offensive to people of different cultures. Passages



122 RUSSELL AND PETERSON

Passage Timeliness. Select topics that are not likely to become outdated 
within the next 10 years.

Passage Format. Please type your passage and items in Word, Times New 
Roman 12.

Number o f Items. Write 10 items for each passage.

Number o f Response Options. Each item has four response options 
lettered A through D.

General Guidelines. Follow the general guidelines for item development 
provided in Childs, Baughman, & Keil (1997).

Classes o f Items. There are four general classes of items: (1) comprehension, 
(2) evaluation, (3) application, and (4) incorporation of new information. 
These are described further in a separate handout. Draft passages should 
have 10 items: eight comprehension items and two items representing any 
of the other three classes of items.

Psychometric Properties o f Items. The items on this test vary in difficulty, 
but on average they should be relatively easy. Difficulties range from .20 to 
.95 with a mean of .75. Point-biserials are higher than .20 with a mean of .48. 
The overall reliability for the test is KR-20 of .80.

Test Scores. The test score is a count of the number of correct items.

Psychometric Properties o f the Test. On average, applicants get 17 out of 
the total 24 items correct. The overall reliability for the test is KR-20 of .80.

Passing Score. The passing score was set on the total test battery composite 
score.

FIGURE 4.11 Example of test specifications for a reading comprehension test.

(Jaegar & Mills, 2001), and bookmarking (Mitzel, Lewis, Patz, & Green, 2001); 
discussions of operational concerns (e.g., Muchinsky, 2004, p. 193); and profes­
sional guidance (i.e., the Standards, 1999, Standard 4.19-4.21, and the 
Principles, 2003, pp. 46-48).

Over the years, a number of general item formatting guides have been devel­
oped for multiple-choice tests (cf. Childs et al., 1997; Millman & Greene, 1989). We 
have found that additional format rules are needed for some item types. For exam­
ple, the font and spacing rules are critical for mathematical formulas; deviations
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from format can make items confusing to examinees and create unwanted error 
variance. Also, graphically displayed items require rules about figure and line sizes 
and so on. Some of the more common format rules that apply to most four-option 
multiple-choice tests are:

1. Response order: The four responses in an item should be logically 
arranged, if appropriate (as with a numerical sequence). If not dictated by 
logic, the order should be random.

2. Key position: The position of the correct response should vary. The num­
ber of correct As, Bs, and so on in a complete unit should be approxi­
mately the same.

3. Response consistency: The responses must be consistent with the stem, 
and all responses should have the same grammatical structure. That is, if 
the key is a phrase, the distractors should also be phrases; if the key is a 
name, the distractors should also be names. No response should vary dras­
tically in length from the other responses.

4. “All of the above”: Avoid using “all of the above” as a response. If an exam­
inee recognizes two of the four responses as correct, logic dictates that the 
all-inclusive response is correct, whether or not the examinee recognizes 
the correctness of the remaining alternatives. Conversely, if the examinee 
recognizes one of the alternatives as false, then the all-inclusive response 
is immediately eliminated. That is, the item fails to offer a true choice of 
four responses.

5. “None of the above”: The response “none of the above” also is undesir­
able. In effect, it creates a different test item for each examinee by requir­
ing the generation of a hypothetical, ideal response and the comparison of 
that self-generated response with the alternatives presented.

6. Independence of items: Each item must be independent of all other items; 
one item must not contain information that helps examinees to answer 
other items.

7. Style of stem: Item stems should be direct and concise. Questions should 
be written that examinees who have understood the question will be able 
to answer correctly. Questions that include negatives in both stem and 
response should not be used.

8. Completeness of stem: All stems should ask complete questions. The stem 
should tell examinees exactly what they are being asked.

9. Uniqueness of key: Each item must have one and only one response that 
is correct or clearly better than all the other choices. No distractor should 
be so close to the correct answer that it can legitimately be defended as 
correct. Furthermore, all choices must be mutually exclusive. That is, no 
choice can include the answer provided by another choice.

10. Effectiveness of distractors: Distractors are effective to the extent that they 
attract examinees who have not understood the question or are comput­
ing the answer incorrectly. The best approach is to create distractors that 
correspond to major errors examinees could make. Responses that are



124 RUSSELL AND PETERSON

glaringly wrong are not appropriate. Any distractor that an examinee 
can reject solely on the basis of prior knowledge of the subject also is 
unacceptable.

Examples of additional format rules for math items include the following:

1. Unknowns should be in lower caps and italicized (e.g., x = 3).
2. There should not be a space within a division or multiplication operation 

(e.g., 4x = 3x + 4). Do not use an asterisk or an x for multiplication.
3. There should be one space before and after the sign in an addition or sub­

traction operation (4x = 3x + 4).
4. Place one space before and one space after an equal sign (e.g., x = 3).
5. Exponents should be Word superscripts with no spaces between the 

superscript and the variable. The superscript should not be italicized (e.g., 
x2).

Update Test Specifications

Test specifications evolve over the life cycle of a measure. When a measure is first 
drafted, the test specifications may describe draft item formats and will not con­
tain psychometric information. As the measure is pilot tested, revised, and final­
ized, the test specifications evolve to describe the final form and its psychometric 
properties. The final test specifications facilitate the development of large item 
pools for the measure, the development of parallel forms, and form equating. 
Figure 4.11 provides an example of final test specifications for a Reading 
Comprehension Test.

SUMMARY

A measurement plan helps measurement specialists identify tests and other assess­
ment tools that, on balance, maximize validity, minimize adverse impact, and use 
resources efficiently. It summarizes information from a thorough job analysis and 
literature review and forms a blueprint for test development and validation. It pro­
vides a rationale for tests and assessment methods that are chosen for a selection 
test battery and for those that are not chosen.

A measurement plan can be conceptualized as a matrix where the rows are 
worker characteristics derived from a job analysis and the columns list measure­
ment methods. The cells of the matrix document the hypothesized relationships 
between measurement methods and worker characteristics.

Although the matrix facilitates decision making about tests to be developed or 
validated, a host of other concerns must also be considered in creating the final 
measurement plan. Minimizing adverse impact and making efficient use of 
resources are two of those concerns. Many other practical constraints also will 
affect the organization’s final measurement plan.
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Test specifications help implement the measurement plan by converting job 
analysis data and the overall measurement plan into specifics about the number, 
format, content, administration, and psychometrics of items. The worksheets pro­
vided in this chapter are useful tools for addressing the internal and external 
issues surrounding test development.
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OVERVIEW

This chapter consists of six sections. The first section briefly reviews the historical 
foundation of the concept of cognitive ability and early attempts to measure it. 
The second section reviews modem theories of the structure of cognitive ability 
and the emergence of the concept of general cognitive ability. Section three intro­
duces the concepts of specific knowledge, skills, abilities, and other characteris­
tics. Section four discusses psychometric characteristics of tests including 
reliability, validity, and subgroup differences. The fifth section reviews the issues 
to be considered when deciding whether to choose from among commercially 
available tests or develop a test. Example questions to help in test construction are 
provided. The final section contains a general summary.

HISTORICAL FOUNDATIONS

The concept of cognitive ability can be traced back over 2,500 years. Zhang (1988) 
reported that in the 6th century B.C., the great Chinese philosopher Confucius 
divided people into three groups based on intelligence: people of great wisdom, 
people of average intelligence, and people of little intelligence. Another Chinese
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philosopher, Mencius (4th century B.C.), likened intellectual measurement to 
measurement of physical properties. Within a century, the Han dynasty (202
B.C.-200 A.D.) had heeded Confucius and Mencius and implemented a system of 
civil service tests in China.

Zhang (1988) reported on the custom of testing children at 1 year of age begin­
ning in the 6th century A.D. in China, particularly in southern China. This was 
described in the writings of Yen (531-590 A.D ). Zhang (1988) also noted that the 
use of puzzles to test cognitive ability was popularized during the Song dynasty 
(960-1127 A.D ). One example consisted of several geometric shapes that could 
be manipulated and fit into a variety of designs. The test was designed to measure 
creativity, divergent thinking, and visual-spatial perception. Another popular 
Chinese puzzle test designed to measure reasoning ability consisted of intercon­
nected copper rings mounted on a bar with a rod running through their center. 
The goal of the test was to remove the bar from the center of the rings.

In the West, Aristotle made a distinction between ability (<dianoia) and emo­
tional and moral capacity (orexis) in the 4th century. Following the Dark Ages, the 
examination of human cognitive abilities was taken up by religious philosophers. 
In the 16th century A.D., Descartes (1998), the French secular philosopher, 
regarded ability as res cogitans, the thing that thinks.

In 1575, Juan Huarte published in Spanish a treatise on work and human ability 
called Examen de Ingenios. It was later published in English as The Examination o f 
Men s Wits. Discovering the Great Differences o f Wits Among Men and What Sort o f 
Learning Suits Rest With Each Genius (Peiro, & Munduate, 1994).

The modern scientific study of human cognitive abilities, however, is often 
attributed to Binet in France and to the World War I Army Alpha and Beta tests in 
America.

GENERAL COGNITIVE ABILITY

The English polymath, Sir Francis Galton (1869), invented the construct of gen­
eral cognitive ability, calling it g as shorthand. Charles Spearman (1927, 1930) 
made the concept of# more accessible to psychology through his two-factor the­
ory of human abilities, which proposed that every measure of ability had two com­
ponents, a general component (g) and a specific component(s).

Whereas the general component was measured by every test, the specific com­
ponent was unique to each test. Though each test might have a different specific 
component, Spearman (1927, 1930) also observed that s could be found in com­
mon across a limited number of tests. Therefore, the two-factor theory allowed for 
a spatial factor or other factor that was distinct from g but could be found in sev­
eral tests. These factors shared by tests were called “group factors.” Spearman 
(1927) identified several group factors and noted (Spearman, 1937) that group 
factors could be either narrow or broad. He further observed that 5 could not be 
measured without measuring g. As we have written elsewhere (Ree & Carretta, 
1996, 1998), to be accurate, we should call mathematics not M but:
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g +  M

with g written large to indicate its contribution to the variance of the factor 
(Ree & Carretta, 1996, p. 113). In fact, tests that do not even appear to measure g 
do so as illustrated by Rabbitt, Banerji, and Szymanski (1989), who demonstrated 
a strong correlation (.69) between Space Fortress, a psychomotor task that looks 
like a video game, and an IQ test.

Controversy about g has not abated despite Spearman’s early assertion (1930) 
that g was beyond dispute. In contrast to Spearman’s model, Thurstone (1938) 
proposed a multiple-ability theory. Thurstone allowed no general factor, only 
seven “unrelated abilities” that he called “primary.” Spearman (1938) reanalyzed 
Thurstone’s data noting that g  had been submerged through rotation. He then 
demonstrated the existence of g in Thurstone’s tests. This finding was indepen­
dently confirmed by Holzinger and Harmon (1938) and finally by Thurstone and 
Thurstone (1941).

Despite empirical evidence for the existence of g , theories of multiple abilities 
held sway (Fleishman & Quaintance, 1984; Gardner 1983; Guilford, 1956, 1959; 
Sternberg, 1985). This was particularly true in psychometrics, where these theo­
ries led to the construction of numerous multiple-ability tests such as the 
Differential Aptitude Test, General Aptitude Test Battery, Armed Services 
Vocational Aptitude Battery, Air Force Officer Qualifying Test, Flanagan Aptitude 
Tests, Flanagan Industrial Tests, and others. But cleaving to the empirical data, 
other researchers continued to study g  (Arvey, 1986; Gottfredson, 1986, 1997; 
Gustafsson, 1980, 1984, 1988; Jensen, 1980, 1993, 1998; Schmidt & Hunter, 1998, 
2004; Thorndike, 1986; Vernon, 1950, 1969). Although measures of g  may be 
comprised of verbal, math, spatial, reasoning, and other item types, it would take 
a greater number of items to reliably measure verbal ability, math ability, reason­
ing, and spatial ability separately. The validity of these abilities would not be any 
greater thang alone as a measure o fg  would be included in the verbal, math, rea­
soning, spatial, or other ability scores.

SPECIFIC ABILITY, KNOWLEDGE, AND 
NONCOGNITIVE CHARACTERISTICS

The measurement of specific knowledge, skills, abilities, and other characteristics 
often has been proposed as crucial for understanding human characteristics and 
occupational performance. Ree and Earles (1991) demonstrated the lack of predic­
tiveness for specific abilities over and above g, whereas Ree and others (Olea & Ree, 
1994; Ree, Carretta, & Doub, 1998-1999; Ree, Carretta, & Teachout, 1995; Ree, 
Earles, & Teachout, 1994) demonstrated the predictiveness of job knowledge.

McClelland (1993), for example, suggested that under some circumstances 
noncognitive characteristics such as motivation may be better predictors of job 
performance than cognitive abilities. Sternberg and Wagner (1993) proposed the 
use of measures of tacit knowledge and practical intelligence in lieu of measures 
of “academic intelligence.” They defined tacit knowledge as “the practical know
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how one needs for success on the job” (p. 2). Practical intelligence is defined as a 
more general form of tacit knowledge. Schmidt and Hunter (1993), in a review of 
Sternberg and Wagner, noted that their concepts of tacit knowledge and practical 
intelligence are redundant with the well-established construct of job knowledge. 
Additionally, Ree and Earles (1993) pointed out the lack of rigorous empirical evi­
dence to uphold the assertions of McClelland, Sternberg, and Wagner as well as 
other critics.

The construct of emotional intelligence (Goleman, 1995) was proposed as 
another facet that is more important than ordinary cognitive ability. Although its 
proponents (e.g., Mayer, Salovey, & Caruso, 2002) consider it to be a distinct con­
struct, Schulte, Ree, and Carretta (2004) demonstrated that it is not much more 
than a combination of the existing constructs of cognitive ability and personality.

PSYCHOMETRIC CHARACTERISTICS OF COGNITIVE ABILITY MEASURES

Courses in statistics and research methods are common for human resources 
management and personnel specialists and there are established guidelines for 
conducting studies of personnel measurement and selection (American 
Educational Research Association, American Psychological Association, & National 
Council on Measurement in Education, 1999; Society for Industrial and Organiza­
tional Psychology, 2003). Reliability, validity, and subgroup differences are core 
concepts that must be considered whether choosing a commercial test or devel­
oping a test from scratch.

Reliability

Reliability is best defined as precision of measurement, that is, how much of the 
measurement is true and how much is error. In this statistical context, error does 
not mean wrong. Rather, error means random fluctuation that happens per force 
and cannot be avoided, although it can be minimized. From this basic definition 
flow the other popular definitions of reliability such as stability over time and con­
sistency across test forms, as well as internal consistency. (See chap. 2 for a dis­
cussion of reliability and some alternative ways of evaluating it.)

Two widely used cognitive ability tests are the Wonderlic Personnel Test (1999) 
and the Watson-Glaser Critical Thinking Appraisal (1980). According to research 
cited in the Mental Measurements Yearbook (Hanna, 1998), the Wonderlic’s test- 
retest and alternate form reliabilities range from .83 to .93. Similarly high levels of 
reliability are noted for the Watson-Glaser Critical Thinking Appraisal Manual 
(Form S; Geisinger, 1998). The internal consistency reliability (coefficient alpha) 
of the measure was .81. Test-retest reliability was .81 for a sample of 42 employ­
ees. The data from these two well-known and frequently used tests show that cog­
nitive ability is a reliably measured construct.

For a test to be reliable there must also be consistent administration, consistent 
collection of answers, and objective scoring. Test administration procedures must 
not vary from examinee to examinee and the data collection methods must be
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consistent. For example, Ree and Wegner (1990) showed that apparently minor 
changes in machine-scored answer sheets could produce major changes in test 
scores, particularly in speeded tests. This issue looms larger as we consider plac­
ing a selection test on a computer where the presentation could vary by screen 
size, contrast, and font type. Additionally, when different modes of administration 
or response collection are necessary, it is essential to develop statistical correc­
tions for the scores (Carretta & Ree, 1993). The use of tests of poor reliability to 
make decisions about excluding applicants from a training program, especially 
applicants near the minimum cutting point, is bad practice and may lead to inde­
fensible consequences in court, should a legal challenge arise.

Scoring must be objective. A correct answer must be counted correct by all 
scorers. Deviation from this standard will cause scores to vary by who did the scor­
ing and will reduce reliability of the test, leading to reduced validity and possibly 
to an indefensible position in court. This is less of a problem for multiple-choice 
tests where the answer is presented and must be identified from among answers 
presented. It is more of a problem for essay-type exams where the answer must 
be produced and evaluated.

There are several methods to measure cognitive ability reliably. However, as 
Thompson (2003) has pointed out, the reliability to be considered is the reliability in 
the sample currendy being investigated, not that from previous test administrations 
or the normative sample: “It is important to evaluate score reliability in all studies, 
because it is the reliability of the data in hand that will drive study results, and not 
the reliability of the scores described in the test manual” (Thompson, p. 5).

Validity

The important question about validity is whether a test measures what it claims to 
measure. Although it is convenient to distinguish several types of validity (see 
chap. 2 for additional discussion), the argument can be made that all validity stud­
ies are really construct validity studies. If the test can be shown to be valid, it is 
shown to be measuring the targeted construct and, therefore, its construct valid­
ity is bolstered.

However, a caveat must be offered here. A measure can have predictive valid­
ity in cases where it is assumed that it measures a certain construct, but it in fact 
measures a different construct. For example, in a validation of a structured pilot 
candidate selection interview, Walters, Miller, and Ree (1993) reported validity for 
training performance. At first glance, it appeared that the validity of the interview 
came from measuring motivation and job knowledge. However, the interview also 
correlated with measures of cognitive ability collected earlier and unavailable to 
the interviewer. These conditions suggested that its lack of incremental validity 
over a cognitive ability test was because the interview, at least to some extent, was 
a measure of cognitive ability. The same may be cited for the example of the psy­
chomotor test Space Fortress (Rabbitt et al., 1989). It did not look like a cognitive 
ability test but, on analysis, was found to be a cognitive ability measure. Elsewhere 
(Walters et al.), we identified this as the “topological fallacy.”
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Schmidt and Hunter (1998) reported on the validity of cognitive ability from a 
very large meta-analytic study conducted for the U.S. Department of Labor 
(Hunter, 1980; Hunter & Hunter, 1984). The database for the meta-analysis 
included over 32,000 employees in 515 widely diverse civilian jobs. Similar to reli­
ability, validity can be assessed using correlations. The resulting validity coeffi­
cients can range from +1.0 to -1.0. They found that the validity of cognitive ability 
for predicting job performance was .58 for professional-managerial jobs, .56 for 
high-level complex technical jobs, .51 for medium-complexity jobs (which com­
prise 62% of all jobs in the U.S. economy), .40 for semiskilled jobs, and .23 for 
completely unskilled jobs. In summary, the research evidence for the validity of 
cognitive ability measures for predicting job performance is very strong.

Subgroup Differences

There are several issues that must be addressed when measuring ability in gender 
and ethnic groups. One of these is that the same factors should be measured for 
all groups. Another concerns the predictive fairness of a test. These issues are dis­
cussed next.

Fairness and Similarity: Near Identity of Cognitive Structure. McArdle (1996), 
among others, advocated that factorial invariance (i.e., equality of factor loadings) 
should be demonstrated before other group comparisons (e.g., mean differences) are 
considered. McArdle stated that if factorial invariance is not observed, the psychome­
tric constructs being measured may be qualitatively different for the groups being 
compared, obscuring the interpretation of other group comparisons.

Several studies of cognitive factor similarity have been conducted. Comparing 
the factor structure of World War II U. S. Army pilot selection tests for African 
Americans and Whites, Michael (1949) found virtually no differences. Humphreys 
and Taber (1973) also found no differences when they compared factor structures 
for high and low socioeconomic status boys from Project Talent. Although the eth­
nicity of the participants in Project Talent was not specifically identified, they 
expected that the ethnic composition of the two socioeconomic groups would dif­
fer significantly.

Using 15 cognitive tests, DeFries et al. (1974) compared the structure of ability 
for Hawaiians of either European or Japanese ancestry. They found the same four 
factors and nearly identical factor loadings for the two groups.

These studies all examined common factors, which are factors that appear in 
more than one test such as verbal or math. Using a hierarchical model, Ree and 
Carretta (1995) examined the comparative structure of ability across gender and 
ethnic groups. They observed only small differences on the verbal math and speed 
factors. No significant differences were found for g on ability measures.

Carretta and Ree (1995) compared aptitude factor structures in large samples 
of young Americans. The factor model was hierarchical including g and five lower 
order factors representing verbal, math, spatial, aircrew knowledge, and perceptual
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speed. The model showed good fit and little difference for both genders and all 
five ethnic groups (White, African American, Hispanic, Asian American, and Native 
American). Correlations between factor loadings for the gender groups and for all 
pairs of ethnic groups were very high, approaching r = 1.0. Comparisons of regres­
sion equations between pairs of groups indicated that there was no mean differ­
ence in loadings between males and females or among the ethnic groups. These 
and previous findings present a consistent picture of near identity of cognitive 
structure for sex and ethnic groups.

Predictive Fairness. Several decades of individual research studies have shown 
that Whites achieve higher mean cognitive ability scores than African Americans 
(Gordon, 1986; Gottfredson, 1988; Hermstein & Murray, 1994; Jensen, 1985; Sackett 
& Wilk, 1994). In a large-scale meta-analysis, White job incumbents achieved signifi- 
cantiy higher mean cognitive ability test scores than African Americans (d = .90, k = 13, 
N =  50,799; Roth, BeVier, Bobko, Switzer, & Tyler, 2001).

As a result of this research regarding subgroup differences, several researchers 
have conducted studies of predictive fairness of cognitive ability tests. Jensen 
(1980, p. 514) noted that numerous large-scale studies provided no evidence for 
predictive unfairness. He concluded that predictive bias did not exist, although 
intercept differences could be observed and were likely due to sampling error or 
differences in reliability for the two groups.

Putting a finer point on it, Carretta (1997) demonstrated that even when inter­
cept differences were observed in statistical tests of differences of regression equa­
tions for two groups, the differences were due solely to differing reliability found 
in the two groups.

Hunter and Schmidt (1979) investigated 39 studies of African American and 
White validity and found no evidence of differential prediction for the groups. 
Schmidt and Hunter (1982) illuminated pitfalls in assessing the fairness of regres­
sions using tests of differences in (linear) regression models. In these two studies, 
the authors concluded that artifacts accounted for the apparent differential pre­
diction and that no predictive bias was present. Carretta (1997) and Jensen (1980) 
provided clear statistical explanations of the issues. In summary, no evidence 
exists that cognitive ability tests are unfair.

HOW TO SELECT OR DEVELOP A COGNITIVE ABILITIES TEST

Selection or development of a test begins with job analysis. The goal of job analy­
sis, as discussed in chapters 2 and 3 and elsewhere (e.g., Cascio, 1991; Gael, 1988; 
McCormick, 1976, 1979), is to establish job, task, and cognitive requirements or 
knowledge, skills, abilities, and other requirements (KSAOs). A job analysis must 
be conducted whether one ultimately selects a cognitive ability test from among 
commercially available tests or develops a test. Job and task analysis can be accom­
plished in many different ways. The authors of chapters 2 and 3 describe three 
such methods and Cascio discussed others. Results of the job analyses lead to
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development of a test plan and test specification requirements (e.g., test content, 
reading level, item difficulty, item discriminability), as described in chapter 4.

Once a job analysis has been completed and a particular set of KSAOs has been 
identified as necessary for successful job performance, the next step is to decide 
whether to select an existing test or develop one to measure those KSAOs. To 
make a reasoned decision, testing professionals should obtain information about 
several factors, including:

• Test development documentation such as theoretical basis, normative sam­
ple, and test development procedures.

• Psychometric characteristics, such as reliability, validity, and test bias.
• Information regarding administration, including materials, procedures, 

instructions, reasonable accommodation for applicants with disabilities, 
and special training requirements.

• Test interpretation aids such as normative data, expectancy charts, or cut 
scores.

• Scoring options, including whether the test is hand scored, computerized, 
or machine scored and the qualifications for scorers.

• Ongoing research and refinement of the test.
• Time requirements.
• Credentials and expertise of the test developers.
• Total costs, including materials, fees, and test development costs.

The following sections discuss factors that affect the decision to select an existing 
test or develop one for use in personnel measurement and selection and the asso­
ciated human resource management activities. The job of an entry-level electrician 
is used throughout as an example. In particular, we assume that a worker charac­
teristic and methods of measurement matrix has been completed as in Fig. 4.8. We 
further assume that some of the identified worker characteristics include cognitive 
abilities such as the “ability to comprehend written instructions and warnings.”

Selecting an Existing Cognitive Ability Test

Reasons for Selecting an Existing Cognitive Ability Test. Use of commer­
cially available tests often is an attractive alternative. Two common reasons for this 
choice are to (a) avoid the costs associated with test development and maintenance 
and (b) gain ready access to normative and psychometric data. The level of effort, 
technical expertise, and other resources often required for test development and 
maintenance may not be available to many human resource professionals.

For example, test development activities include development of test specifi­
cations and item pools, conduct of technical and sensitivity reviews, creation of 
test administration procedures and instructions, try-out of items and analysis of 
item-level data, assembly and production of the test, and preparation of test doc­
umentation such as test manuals. Test development costs may be further 
increased because of the need to develop new test forms periodically (e.g., to
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combat test compromise, to update test content). The availability of normative 
data (e.g., population and subgroup performance) and psychometric data (e.g., 
reliability, content validity, construct validity, criterion-related validity) for com­
mercially available tests provides a valuable context within which to interpret test 
results (e.g., comparison to other groups).

Identifying Candidate Cognitive Ability Tests. The first step in selecting a 
commercially available cognitive ability test is to identify candidate tests. There are 
several helpful sources of information and much information is now available via 
the Internet (e.g., Buros Institute of Mental Measurements, http://www.unl.edu/ 
buros; Educational Testing Service, http://www.ets.org; and Pro-Ed, http://www. proed- 
inc.com). Example publications include the Mental Measurement Earhooks (Spies & 
Plake, 2005), Tests in Print (Murphy, Plake, Impara, & Spies, 2002), and Test Critiques 
(Keyser & Sweetland, 1997). The Mental Measurement Yearbooks, a set of volumes 
covering many decades, include descriptive information, professional reviews, and ref­
erences. Each volume only includes information about tests that are new, revised, or 
in wide use since the previous edition. Tests in Print is a comprehensive bibliography 
of all known commercially available tests in print in the English language. It provides 
information about the purpose of the test, what it measures, author, publisher, publi­
cation date, in-print status, cost, intended test population, and administration time. 
Test Critiques includes tests used in business, education, and psychology. It provides 
information regarding practical applications and uses, guidelines for administration, 
scoring, and interpretation, psychometric data (norms, reliability, validity), and critical 
reviews. Professional organizations such as the American Psychological Association 
(APA) and the Educational Resources Information Center (ERIC) are other valuable 
sources of information about commercially available tests. The APA neither endorses 
nor sells tests, but provides information about tests and their proper use 
(http://wwwapa.org/science/faq-findtests. html). The same is generally true for the 
American Psychological Society (http:// www.psychologicalscience. org/) and the 
Society for Industrial and Organizational Psychology (http://www. siop.org/ 
Workplace/default.htm). The Association of Test Publishers (http: //www. 
testpublishers.org/), a nonprofit organization representing providers of assessment 
tools, tests, and related services, is yet another source of information.

Evaluating the Information about Candidate Tests. Once a set of candi­
date tests has been identified, the next step in selecting a test is to evaluate the 
available information. A variety of issues should be considered when tests are to 
be used in an employment context, including:

• The appropriateness of the test for its intended use.
• Administrative procedures (individual vs. group, paper-and-pencil vs. com­

puterized, administration time, need for special equipment or setting, training 
of administrators).

http://www.testpublishers.org/
http://www.siop.org/Workplace/default.htm
http://www.proedinc.com
http://www.unl.edu/buros
http://www.testpublishers.org/
http://www.siop.org/Workplace/default.htm
http://www.psychologicalscience.org/
http://wwwapa.org/science/faq-findtests.html
http://www.proedinc.com
http://www.ets.org
http://www.unl.edu/buros
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• Interpretability of test scores (norms).
• Cost.
• Usefulness of supporting materials (administrative and technical manuals).
• Psychometric properties (error of measurement, reliability, validity, lack of 

bias).

Fortunately, this information is available from the sources just described. 
Naturally, although the reviews of published tests are useful, the final evaluation 
of a particular test’s usefulness must be postponed until the test has been 
obtained, the materials studied, and the test has been administered and validated. 
Due to the technical nature of the material in test reviews and manuals, it is 
important to obtain professional assistance in interpreting test information.

Consider an example regarding the evaluation of applicants for an entry-level 
electrician job training program. A review of the job analysis results (e.g., see Fig. 
4.6), as required by law, will guide us regarding both the specific abilities required 
(e.g., verbal comprehension, mathematics, spatial reasoning) and their level (e.g., 
10th grade or higher for verbal comprehension and 12th grade or higher for math­
ematics and spatial). A review of the information provided in the Mental 
Measurement Yearbooks, Tests in Print, and Test Critiques will allow us to identify 
candidate tests that already exist and whether they are appropriate for use in the 
current context.

Looking in the references cited earlier, we find several tests that meet the con­
tent requirements. Among these tests are the Armed Services Vocational Aptitude 
Battery, Differential Aptitude Tests, and the Wonderlic Personnel Test. All are pro­
fessionally developed and have acceptable psychometric properties (i.e., reliabil­
ity, validity, norms). The Armed Services Vocational Aptitude Battery is not 
available for commercial purchase. Both the Differential Aptitude Tests and the 
Wonderlic Personnel Test are available commercially and can be group adminis­
tered. For purposes of the entry-level electrician job, the Wonderlic Personnel Test 
offers the advantage of lower costs and shorter administration time. If the job 
analysis had revealed worker KSAOs measured by the Differential Aptitude Tests 
but not by the Wonderlic Personnel Test, then the Differential Aptitude Tests or 
other similar tests would have been a proper choice.

Obtaining the Test. Once an appropriate test has been identified, the next 
step is to obtain copies of the test, answer sheets if necessary, test manuals, and 
permission to reproduce or use the test. Requirements for the purchase and use 
of tests vary across test publishers (Eyde et al., 1993). Some test publishers will 
only permit potential test users to purchase the test manual, for use in further 
evaluating the suitability of the test prior to making a final purchase decision. To 
qualify for test purchase, some test publishers require the purchaser to have an 
advanced degree in psychology, education, or a related field; to have completed 
specialized training in test administration, methodology, and use; and to possess 
a professional license.
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Trying Out the Test. After the test has been obtained, it must be tried out on 
a sample of the intended applicant group, which includes assessing its reliability 
and validity. Reliability can be estimated if appropriate assumptions about the 
applicant group can be met (Cronbach, 1951).

The general standards for validity studies are described in §1607.5 of the 
Uniform Guidelines on Employee Selection Procedures (1978). During this stage, 
predictor and criterion measures are identified, data are collected on an appro­
priate sample, and predictive validity is examined. In a predictive validity design, 
the appropriate sample is a large group of applicants (i.e., several hundred). The 
selection instruments are administered during application and the criteria are col­
lected after those selected have completed training or been on the job for some 
period. A correlation may be computed from the data collected on the predictor 
test and the criterion. Because this correlation is likely downwardly biased due to 
preselection, a correction for range restriction (Hunter & Schmidt, 2004; Ree, 
Carretta, Earles, & Albert, 1994) should be applied to determine what the validity 
would be in the full applicant sample.

In addition to the selection test’s usefulness for identifying those likely to be suc­
cessful, there are other important considerations in evaluating the test for personnel 
selection. For example, it is important to determine whether the way the test is used 
differentially qualifies members of different subgroups (i.e., adverse impact). Cutting 
or qualification scores or combining the weighted test scores with other selection 
information defines the selection decision. The selection decision, in turn, defines 
whether groups qualify at differing rates, which may indicate adverse impact.

Another important factor to consider is whether the test predicts training and 
job performance equally well for members of different gender and ethnic-racial 
groups (i.e., predictive bias). Information about studies conducted to examine 
adverse impact and predictive bias may be available in the test documentation.

Developing a Cognitive Ability Test

Reasons fo r  Developing A Cognitive Ability Test. Despite the availability 
of off-the-shelf commercial cognitive ability tests with acceptable psychometric 
properties, there are several reasons why it may be desirable for organizations to 
develop new tests. Some reasons are: (a) a proprietary test is desired, (b) alternate 
forms are required but not available for the commercial test, (c) test content 
becomes outdated, and (d) there is a need to measure a newly hypothesized or 
highly specialized ability identified as a result of the deductive or inductive job 
analyses described in chapters 2 and 3.

Proprietary tests are desirable when organizations want to control test content, 
administration and scoring procedures, and testing policy (e.g., test-retest). A 
well-known example is the Armed Services Vocational Aptitude Battery (ASVAB), 
which is used for U.S. military enlistment qualification. Despite careful efforts to 
control test exposure, commercially available ASVAB study guides are readily avail­
able and there is a constant threat of compromising test content.
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Alternative forms include parallel forms (different items, but equivalent 
content and score distributions) and forms administered in different formats (paper- 
and-pencil, computer-administered, and computerized adaptive tests). Alternative 
forms are useful when retests are allowed and they can help to combat possible test 
compromise. In the case of retests, when alternate forms are available applicants can 
be retested on a form with different, but construct and psychometrically equivalent, 
items to reduce retest gains due to prior exposure to test items.

Test content may become outdated for several reasons. Two examples are when 
word usage patterns change or when test content focuses on technological areas 
that change rapidly. New words enter common usage and others drop out over 
time. An example of outdated test content might be items from a 1960s vintage 
electrical knowledge test that included questions about vacuum tubes and audio 
output transformers. These items clearly would not be appropriate for measuring 
knowledge about state-of-the-art electrical technology

Sometimes it is desirable to develop test content based on newly hypothesized 
abilities if they are found in the job analysis (e.g., procedural knowledge, working 
memory capacity) or on specialized KSAO content not represented in commercial 
off-the-shelf cognitive tests. Specialized technical content tests are common in the 
U.S. military. For example, the ASVAB includes subtests that measure knowledge 
of electricity and electronics, mechanical and physical principles, automobile ter­
minology and technology, and tools and shop terminology and practices. If simi­
lar commercial tests are unavailable and information cannot be found in the 
testing sources cited earlier, then the required test(s) must be developed.

Test Development Procedures

The level of effort and technical expertise required by an organization to develop 
and maintain its own cognitive ability test may be prohibitive for many organiza­
tions. Test development activities include development of test specifications and 
item pools, technical and sensitivity reviews, creation of test administration pro­
cedures and instructions, trying out items, analyzing item-level data, assembling 
the test, and preparing test documentation (Childs, Baughman, & Keil, 1997). 
Nevertheless, test development may be necessary and will entail the following 
steps and considerations. The reader who would like more detailed information 
about test development procedures should consult such classic works as 
Cronbach (1984) and Nunnally (1978).

Develop Test Specifications. Test specifications are required to guide test devel­
opment activities (see chap. 4). Because reading technical information (e.g., manuals) 
is required for electricians, a verbal comprehension test for applicants for the appren­
tice electrician job could be used. Test specifications for such a measure include an 
operational definition of the construct to be measured, content taxonomy, item read­
ing level, item difficulty level, item format, item homogeneity, and number of items.



5. TESTS OF COGNITIVE ABILITY 143

Construct definition: A clear operational definition of the construct to be mea­
sured must exist prior to beginning test content development. The construct 
definition should include a label, a brief definition, and information that dis­
tinguishes the construct (e.g., verbal comprehension) from related constructs 
(e.g., verbal reasoning, word knowledge).
Content taxonomy: After the construct has been specified, the particular con­
tent used to measure the construct must be specified. The content for a verbal 
comprehension test can be described by grammar, word knowledge, making 
inferences, finding facts, seeing relationships, and identifying the main idea of 
the text.
Reading and difficulty levels: The appropriate reading and item content diffi­
culty levels should be identified prior to test development during the job analy­
sis. For cognitive ability tests used in employment settings, appropriate reading 
and item difficulty levels depend on the job requirements, the ability level of 
the intended applicant population, and the ability of the items to differentiate 
among applicants’ ability level. For example, a lOth-grade difficulty level would 
be appropriate if the results of the job analysis support it and if the target pop­
ulation consists of high school graduates with little or no college. A higher level 
would be appropriate if job requirements were more demanding and the tar­
get population was college graduates. For tests not requiring verbal ability 
(e.g., numerical memory, spatial reasoning) and intended for the general pop­
ulation, a lower reading level might be appropriate. If too high a reading level 
is used, differences in performance on test content might be obscured by dif­
ferences in reading skill.
Item format: Although multiple-choice formats are widely used, cognitive abil­
ity test items may take other forms, including essay, true-false, and short 
answer. The Educational Testing Service, for example, recently added essay 
questions to the SAT because several colleges and universities wanted an indi­
cator of applicants’ ability to express themselves. Regardless of which format is 
used, the item content should be representative of the cognitive processes the 
test is intended to measure (construct validity).

For multiple-choice tests, items are composed of a stem and response alternatives. 
The correct response is called the keyed response; all other response alternatives 
are distractors. Childs et al. (1997) noted several issues that should be considered 
when developing multiple-choice test items. Items should be well organized and 
clearly written, using familiar words and brief, direct statements. Item stems should 
be complete and provide enough information so the question is clearly stated. It 
should not be necessary for the examinee to have to read the response alternatives 
to understand the test question. The response alternatives should be logically and 
grammatically consistent with both the item stem and the other response alternatives. 
Each item should have a single key. That is, there should be only one alternative that 
is clearly superior to the others. None of the distractors should be close enough 
in meaning to the keyed response that they could be justifiably defended as
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the correct response. Although the distractors should not be close enough in meaning 
to the item key that they can be justifiably defended as correct, they should be plau­
sible enough to be effective. On the surface, well-written distractors should appear 
plausible in order to attract examinees who only superficially read the alternatives 
or who do not know the content. The response alternatives also should be written 
to be mutually exclusive. That is, no response alternative should logically contain 
another (e.g., “none of the above”). Finally, all items should be independent from 
one another. Neither the item stem nor the response alternatives should include 
information that suggests the correct answer to another item. An example might be 
an item such as “Ohm’s Law defines the relations between what variables?” followed 
by another question that includes information about the relationships among 
power, voltage, current, and resistance.

Item homogeneity: Item homogeneity is inversely related to the breadth of the 
ability being measured. Tests designed to measure narrowly defined cognitive 
abilities such as verbal comprehension will be comprised of very similar items. In 
contrast, a test of a more broadly defined concept such as verbal ability may con­
tain items with varied content (verbal comprehension, verbal reasoning, verbal 
working memory, written expression). Regardless of the specificity or breadth of 
the ability being measured, the items should: (a) be representative of the ability 
they are intended to measure and not measure other abilities as well and (b) not 
contain content that may confound measurement of the targeted ability.
Number of items: The number of items will be a function of the breadth of con­
tent, item format, and response format. For example, we may decide that in 
addition to questions focusing on comprehension, our test of verbal compre­
hension also should include items that measure grammar and word knowl­
edge. It should be decided how many items of each type are desired prior to 
beginning to write test items. Detailed specification of the number and types 
of items for a test facilitates test construction and helps ensure comparability 
across forms, when multiple forms of a test are to be developed.

Figure 5.1 provides an example of a passage and questions that could be used to 
assess verbal comprehension of applicants to an entry-level electrician job training 
program.

Note that the content of the passage, about Thomas Edison’s many inventions, 
is of potential interest to applicants and is likely to increase applicant acceptance 
of the test (i.e., face validity). Verbal comprehension passages need not be so 
lengthy as this example. Items from the ASVAB Paragraph Comprehension subtest 
consist of short passages each followed by a single question.

Figures 5.2 and 5.3 provide examples of test questions that could be used to 
assess math and spatial perception for applicants to an entry-level electrician job 
training program. Detailed item-writing guidelines are available elsewhere. See, 
for example, Millman and Greene (1989) and Roid and Haladyna (1982).
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Thomas Edison took out his first patent when he was 21 years old. It was for an 
electronic vote counter, which he intended for use in the United States House of 
Representatives. Although the machine worked perfectly, Congress would not buy 
it. The congressmen did not want the vote counting to be done too quickly. The 
roll call vote often was used to delay the voting process. Political groups relied on 
these delays to influence and change the opinions of their colleagues. Edison 
learned a valuable lesson from this experience; that is, “First be sure a thing is 
wanted or needed, then go ahead.”

Born in 1847, Edison was the 7th and last child of Samuel Edison, Jr. and Nancy 
Elliot Edison. At an early age, he developed hearing problems that may have 
motivated him in the development of several of his inventions. To compensate for 
his deafness, Edison became an avid reader. Although Edison was inquisitive and 
imaginative, he had difficulty in school due to his hearing problems and only 
attended a total of 434 days over a five-year period.

Edison created the first industrial laboratory in Menlo Park, NJ. At age 29, 
Edison began work on the carbon transmitter, which ultimately helped make 
Alexander Graham Bell’s “articulating” telephone audible enough for practical 
use. In 1879, disappointed that Bell had beaten him in the race to patent the first 
authentic transmission of the human voice, Edison invented the first commercially 
practical incandescent electric light bulb. Edison tested over 3,000 filaments 
before he came up with his particular version of a practical light bulb.

Many of Edison’s inventions were in response to specific demands for new 
products or for improvements. However, he also had a gift for exploring unexpected 
direction’s when they were presented. Such was the case with the phonograph. The 
telephone was considered to be a variation of acoustic telegraphy. As with the 
telegraph, Edison was trying to develop a method to transcribe the signals as they 
were received. The recorded voice would then be retransmitted as a telegraph 
message. (The telephone was not yet conceived of as a general purpose method for 
person to person communication). In 1877, Edison used a stylus tipped carbon 
transmitter to make impressions on a strip of paraffin coated paper. To Edison’s 
surprise, the barely visible indentations produced a vague reproduction of sound 
when the strip of paper was pulled back beneath the stylus. Edison subsequently 
replaced the paraffin covered paper with a cylinder wrapped in tinfoil. The device 
was universally acclaimed and Edison became known as the “Wizard of Menlo 
Park.” It would be another decade, however, till the phonograph moved from the 
laboratory to become a commercial product.

Perhaps Edison’s greatest invention, however, was a practical and complete 
model for a standardized centralized electrical power system and its 
supplementary components. This revolutionary breakthrough influenced the 
design, development, and success of all later power plants. Edison’s design 
featured a unique transformer controlled three wire feeder grid. It was the first 
design to guarantee that electrical energy could economically power and light 
small, medium, and large communities worldwide. Despite its importance, the 
significance of this invention has largely been ignored and forgotten.
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At the time of his death at age 84, Edison either singly or jointly had patented 
1,093 inventions, including the incandescent light bulb, alkaline storage battery, 
phonograph, and motion picture projector. He also improved on the original 
design of other inventions such as the stock ticker, telegraph, and telephone. He 
believed in hard work, sometimes working 20 hours a day. This strong work ethic 
is reflected in a quote attributed to him that “Genius is one percent inspiration 
and 99 percent perspiration.”

1. According to the passage, Congress decided not to purchase Edison’s 
electronic vote counter because

A. it was too expensive to implement

B. of potential errors in vote counting

C. they preferred the roll call vote

D. electronic voting would lead to delays

2. According to the passage, Edison’s work on the carbon transmitter 
contributed to the development of the:

A. stock ticker

B. telegraph key

C. feeder grid

D. articulating telephone

3. According to the passage, the phonograph was:

A. a response to demand from the entertainment industry

B. developed to record voice messages from telephones

C. preceded by the development of the telephone

D. an immediate commercial and financial success

4. According to the passage, Edison originally recorded sound on a:

A. strip of paraffin covered paper

B. paraffin covered paper cylinder

C. cylinder covered with tinfoil

D. solid wax covered cylinder
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5. According to the passage, Edison:

A. was known as the “Wizard of Wall Street” due to his shrewd knack for 
investments

B. held patents in diverse areas, including the light bulb, phonograph, and 
automobile

C. was credited with creating the first industrial laboratory in Menlo Park, NJ

D. attended Princeton University where he earned a master’s degree in 
science

6. According to the passage, Edison’s greatest invention was the:

A. affordable incandescent light bulb

B. portable electric powered phonograph

C. first practical articulating telephone

D. model for a centralized power system

FIGURE 5.1 Example of a passage and test questions designed to access verbal 
comprehension for applicants to an entry-level electrician job training program.

Conducting Technical Reviews. Technical reviews are formal procedures 
in which subject matter experts (SMEs) and testing experts review test materials 
prior to field testing. The purpose of the SME review is to ensure the technical 
accuracy of the test items. For example, SMEs would determine that the item key 
is correct and that the item distractors are incorrect and are not ambiguous. The 
purpose of the review by testing experts is to make sure that the test items follow 
the item development guidelines described earlier and that the item content 
reflects an appropriate level of the ability being assessed, as was determined in the 
job analysis.

Conducting Sensitivity Reviews. Sensitivity reviews are formal procedures
in which representatives from various demographic groups review test materials 
to ensure they do not contain content that may be viewed as potentially offensive. 
As a rule, sensitivity reviews focus on three issues. These are whether the items: 
(a) include assumptions, stereotypic descriptions, or objectionable or demeaning 
characterizations of subgroups; (b) give one subgroup an advantage over others; 
and (c) contain content about potentially sensitive topics. Some examples of con­
tent that might give one group an unfair advantage over another include topics 
typically more familiar to one gender group (e.g., fashion, sports trivia), activities 
that are more accessible to members of higher socioeconomic status groups (e.g.,
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1. An electrician doing the wiring for a building estimates that 1,600 feet of 
electrical cable will be needed. Four spools contain 1,000 feet of cable. How 
many spools should the electrician purchase?

A. 2

B. 4

C. 6

D. 7

2. A contractor wants to purchase electrical insulating material for the area 
shown in the figure below. How many square feet of insulating material are 
needed to cover the entire area?

«-------------  12 ft. -------------►

9«- L
. i

4---------------------  18 ft. ------------------------►

A. 108

B. 144

C. 162

D. 216

3. What is the volume of a cylinder designed to hold electrical equipment that 
is 8 inches tall and has a 1 inch radius? (Use n = 3.14)

A. 24.00 cubic inches

B. 25.12 cubic inches

C. 50.24 cubic inches

D. 78.88 cubic inches

4. The reciprocal of 10 is:

A. 0.05

B. 0.01

C. 0.10

D. 1.00

FIGURE 5.2 Examples of test questions designed to access mathematics knowl­
edge for applicants to an entry-level electrician job training program.
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The following test items are designed to measure your ability to solve spatial 
problems. For each problem, you will be given three rules that will determine 
how four cubes are to be combined to form a larger figure. The cubes are 
grouped into two sets as follows:

Set 1 Set 2
Figure A Figure B Figure C Figure D

Consider the following example:

Rule # 1: “Figure B precedes Figure A” yields

Rule #2: “Figure D does not follow Figure C” yields

Rule #3: “Set 1 is below Set 2” yields 

Set 2 

Set 1

Combining the results of all three rules to create a larger figure yields:

Use the following figures to solve all of the remaining problems:



Set 1
Figure A Figure B
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Set 2
Figure C Figure D

1. Use the following three rules to create a larger figure: 

Rule # 1: Set 2 is not below Set 1 

Rule #2: Figure B does not follow Figure A 

Rule #3: Figure C precedes Figure D

Choose the correct solution from the following alternatives.

FIGURE 5.3 Examples of test questions that could be used to assess spatial 
perception for applicants to an entry-level electrician job training program.

A

B

C

D

E

F

G

H
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equestrian, golf, possession of a private pilot’s certificate), and local or regional 
knowledge (local or regional geography, history, or customs). Examples of poten­
tially sensitive topics include religion, sex, and politics. These topics should be 
avoided. Furthermore, items should not include offensive terms or language.

Creation of Test Administration Procedures and Instructions.
Standardization of test administration procedures and instructions is necessary to 
ensure that the test-taking experience is as similar as possible for all examinees. 
Standardization provides administrators with a process to control potentially 
extraneous factors (e.g., physical testing conditions) that may affect examinees’ 
performance and to ensure that test scores are comparable across test adminis­
trations.

Test administration procedures should include detailed instructions regarding 
the need for specialized training or certification for test administrators, setting up 
the test room, handling test materials, timing the test, and scoring completed 
tests. Test administration instructions should clearly describe standards for the 
physical testing environment (e.g., light, noise, temperature) and include infor­
mation about how administrators should respond to examinees’ questions. Test 
administration guidelines may go so far as to provide answers to clarifying ques­
tions that are frequently asked by examinees.

Trying Out Test Administration Procedures and Test Items. It is important 
to try out test administration procedures and test items prior to their operational 
administration. This is essential for newly developed tests where there are few, if 
any, prior data. Pilot testing provides an opportunity to refine administration pro­
cedures such as timing. For example, if a 45-minute time limit has been set for a 
verbal comprehension test, but most examinees complete it in less than 30 min­
utes, the time limit might be reduced. Another example is if one were developing 
a speeded test, where item content is very easy and test performance is mostly a 
function of response speed. If the time limit is set too long and most participants are 
finishing all of the items, the test may not be achieving its objective of measuring 
response speed and differentiating among applicants.

Sometimes in an ongoing testing program in a routine test administration, it is 
desirable to administer new unscored items along with those that are scored. The new 
items can either be embedded in the test with the scored items or presented in a sep­
arate section. These new items do not contribute to examinees’ scores. They are used 
solely to determine the item characteristics (reliability, validity, difficulty, discrimina­
tion) and may become candidates for inclusion in a subsequent form of the test.

Analyzing Item-Level Data. Pilot studies provide a valuable source of data 
to conduct statistical analyses of item-level characteristics. Item-level statistical 
analyses focus on determining the difficulty level and discrimination index of the 
test items and help to guide test construction (e.g., number of items needed to 
reach a target reliability level):
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Item difficulty: Item difficulty usually is measured by the proportion of 
examinees that correctly answers an item (p). Determining the appropriate 
range and mix of item difficulties is a crucial step in test construction. Consider 
two extreme examples. Suppose a test is constructed where all examinees 
answer some very easy items correctly (p = 1.00) and all examinees answer a 
different set of very difficult items incorrectly (p = 0.00). Clearly, neither the 
very easy nor the very difficult test items are informative. They do not provide 
information that permits discrimination (i.e., make distinctions) among exam­
inees on the targeted ability or to predict some external criterion (e.g., train­
ing or job performance). A test without variance cannot predict any criterion.

Items that provide the best discrimination among examinees, from a psy­
chometric standpoint, are items that are answered correctly by about half of 
those taking the test. If the goal were to maximize the number of distinctions 
among the examinees with respect to the targeted ability, the best approach 
would be to develop a test where the average proportion of correct responses is 
about .50 across a range of item difficulty levels. This frequendy is accomplished 
by using items with difficulty values ranging from .20 to .80. However, if the goal 
were to increase the probability of screening for a particular ability level, that 
might require the use of a minimum qualifying (or cutting) score, then the best 
strategy would be to select items such that the average proportion of correct 
responses was equal to the selection ratio (i.e., number of openings/number of 
applicants). For example, if there were 300 applicants for the apprentice electri­
cian job training program and 75 openings, the best test would be one that iden­
tified the top 75 applicants. For this example, the best test would be one where 
the averagep  value for the test items was .25. The difficulty level would be such 
that only about 25% of the examinees would obtain a qualifying score.

Item discrimination: Item discrimination typically is measured by the point- 
biserial correlation coefficient (Crocker & Algina, 1986). The point-biserial cor­
relation indicates the degree to which performance on the test item is related 
to overall test performance. A test item discriminates between good and poor 
overall test performance to the extent that examinees who answer an item cor­
rectly also do well on the entire test. One common guideline is to retain items 
where the point-biserial correlation for the correct response (key) is .20 or 
greater. The point-biserial correlations for item distractors (incorrect options) 
should be negative. That is, those choosing the incorrect option should also 
obtain a lower score on the test as a whole. Some test constructors prefer to 
use the biserial correlation rather than the point-biserial correlation. The bise­
rial correlation is not a Pearson correlation, but can be tested for significance 
and does not have the limitation of the point-biserial correlation with respect 
to extremely difficult or extremely easy items. A useful guideline is to retain 
items with a biserial correlation of .30 or greater.

Item bias: When examining item-level data, it also is informative to compute 
indices of item bias (Holland & Wainer, 1993). For example, indices of differential 
item functioning (DIF; see chap. 13) can provide information about whether indi­
viduals from different subgroups (e.g., gender, ethnic, or socioeconomic groups),
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when matched on overall test performance, perform differently on individual 
test items. Analyses based on item response theory (IRT; see chap. 13) also 
can provide information about item difficulty, discrimination, and potential 
bias. Items that show signs of being problematic, statistically speaking, 
should be reviewed carefully to determine possible structural and content- 
related sources that may contribute to the problem (e.g., distractors that are 
too close to the item key, unintentional cues to the correct answer).

Item banking: Commercial item banking programs are available. These pro­
grams allow the test constructor to keep records about specific test items on a 
computer and manipulate test content. Also, many spreadsheet-type programs 
can be used for item banking as they allow both numeric (item difficulty, item 
discrimination, sample size, etc.) and character (stems, keyed responses, dis­
tractors) data. Additionally, these programs allow sorting and filtering of data 
as well as statistical computations.

Assembling the Test. Several sources of information enter into the determi­
nation of the final set of items that will appear on a test. The results of the item- 
level analyses play a major role in the decision to include or exclude items. For 
example, item difficulty should be considered in order to achieve an appropriate 
range of item difficulty and overall test difficulty. In addition, point-biserial (or 
biserial) correlations should be considered to attain internal consistency. 
Furthermore, test specifications should be consulted that stipulate the number, 
type, and content of test items. Other sources of information that should be con­
sidered when assembling the tests include the similarity of item content to other 
items. Items should not be included that are redundant or provide information 
that may cue examinees regarding the correct answer to other items.

Although the results of the item analyses from the pilot test data provide much 
useful information when initially assembling the test, it is essential to conduct 
additional item-level analyses once the test has been operationally implemented. 
Test items may perform differently in an operational setting than they do during 
test development. There are several reasons why this may occur, including differ­
ences in administration procedures, examinee ability level and motivation, and 
position of the test items in the test. Therefore, it is good practice to conduct addi­
tional item-level analyses once a test has been administered operationally.

Preparing Test Documentation. Test documentation materials should 
include a detailed summary of the pilot test results. For instance, pilot test results 
may include information about areas of needed improvement (e.g., test adminis­
tration procedures) and the results of such changes. This summary also should 
specify the number of test items that meet the predefined standards for inclusion 
in the operational test. Other useful information that should be provided includes 
distributions of surviving items sorted by difficulty level and point-biserial (or biser­
ial) correlations.



154 REE AND CARRETTA

CHECKLIST FOR_____________________
Item Comment

1. Test theoretical basis ________________________

2. Normative sample ________________________

3. Test development procedures ________________________

4. Reliability ____________________

5. Validity ________________________

6. Test bias ____________________

7. Administration procedures ________________________

Materials ____________________

Instructions ________________________

Reasonable accommodation________________________

Special training required _____________________

8. Normative data ________________________

Expectancy charts ____________________

Suggested cut scores ________________________

9. Scoring options and the qualifications for scoring____________

10. Existing or planned research/refinement of the test___________

11. Testing time requirements ____________________________

12. Qualifications of the test developers_______________________

13. Total costs including life-cycle costs ____________________

FIGURE 5.4 Checklist for evaluating and comparing canditate cognitive ability 
tests.

SUMMARY

High-performing individuals are important to organizations. Campbell, Gasser, 
and Oswald (1996) examined the productivity of individuals with high and low 
job performance. Using a conservative method, they estimated that the top 1% of 
workers produces a return 3-29 times as great as the lowest 1% of workers.
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Furthermore, depending on the variability of job performance, Campbell et al. 
estimated that the value may range from 3 to 10 times the return. Job performance 
makes a difference and one of the best predictors of job performance is cognitive 
ability (Schmidt & Hunter, 1998).

Cognitive ability has a long history in the management of personnel resources. 
Measures of cognitive ability have been used to assess human capability and job 
qualification for centuries. The decision to select or develop a test begins with job 
analysis and chapters 2 and 3 in this volume provide handy references.

Throughout this chapter, we have stressed the complexity of the decision 
process in purchasing or developing a cognitive ability test. Information about a 
test should include: (a) a test’s theoretical basis, normative sample, and test devel­
opment procedures; (b) estimates of psychometric characteristics; (c) administra­
tion procedures, including reasonable accommodation for applicants with 
disabilities; (d) normative data; (e) scoring options; (f) research and refinement 
of the test; (g) testing time requirements; (h) qualifications of the test developers; 
and (i) total costs including life-cycle costs. A checklist is provided in Fig. 5.4. Use 
the first line to enter the name of the test and write comments about the status of 
the ‘item.” Multiple checklists can be used for comparisons.

The responsibility for defending the use of a cognitive ability test ultimately 
falls on the organization that uses it. Thus, it is crucial that the theoretical basis of 
the test be well understood, that it has acceptable psychometric properties, and 
that the test be administered, scored, and interpreted in an appropriate manner. 
Decisions made, even in part, on the basis of applicants’ performance on cogni­
tive tests have real-world consequences that affect individuals’ lives (e.g., entrance 
into a training or educational program, employment, promotion). Those who are 
screened out for entrance into training, hiring, or promotion based on their per­
formance on a cognitive ability test may have little recourse. Furthermore, they 
may not have the opportunity to demonstrate other competencies (e.g., job 
knowledge, motivation, skills) that may compensate for low cognitive test scores. 
Their only recourse may be in the courts.
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Measures of Training and Experience

Timothy R McGonigle and Christina K. Curnow 
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OVERVIEW

In this chapter we describe the use of measures of training and experience to 
support personnel management decisions. We begin by briefly summarizing the 
history of using information about applicants’ training and background to screen 
them in employment decisions. Though popular, these methods produce a num­
ber of psychometric concerns that must be addressed if training and experience 
measures are to be used reliably, validly, and with minimal adverse impact. In sub­
sequent sections of the chapter, we discuss alternative data collection procedures 
and scoring approaches. The alternatives include task-based questionnaires, 
KSAO-based questionnaires, and accomplishment records. We next describe pro­
cedures for developing each type of measure, including steps to reduce self-report 
bias. We conclude the chapter by summarizing the major considerations in devel­
oping and using measures of applicant training and experience.

BACKGROUND

Measures of training and experience (T&E) are among the most commonly 
used personnel selection methods (Gatewood & Feild, 2001). The main objec­
tive of T&E evaluation is to screen applicant backgrounds according to spe­
cific job requirements. T&Es differ from biographic inventories in their use of 
weighting systems based on judgment rather than on empirically derived scor­
ing keys (McDaniel, Schmidt & Hunter, 1988a), and their use o f verifiable 
training, education, and experience indices. In addition, biographic inventories
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measure individuals’ experiences with a wide range of life events whereas T&Es 
focus on experience with specific, job-related tasks.

T&Es typically require applicants to report their level of experience performing— 
or education pertaining to—particular job tasks and are presumed to be valid 
based on the theory of behavioral consistency (Ash, Johnson, Levine, & McDaniel, 
1989; Guion, 1998; Owens, 1976; Schmidt & Hunter, 1998; Wernimont & 
Campbell, 1968). This theory posits that the best predictor of future performance 
is past performance in a similar setting. Researchers have studied the relationship 
between experience and performance in a variety of public-sector occupations, 
and in other less common occupations such as crisis counselors (Elkins & Cohen,
1982) and surgeons (Sutton, Wayman, & Griffin, 1998). However, many 
researchers and practitioners traditionally consider T&Es to be poor predictors of 
job performance. However, recent evidence suggests that it is possible to over­
come the psychometric limitations of T&Es.

T&Es have been widely used in public-sector employment (McDaniel & 
Schmidt, 1985). As the size of the federal government’s workforce grew rapidly 
during the early 1900s, efforts were made to hire civil servants based on merit 
rather than the patronage of a particular individual or political party. The purpose 
of merit-based selection was to ensure a stable workforce that operated regardless 
of politics. In addition, the increasing size of the federal government attracted 
large volumes of applicants, thereby necessitating a cost-effective method of 
screening applicants. T&Es were found not only to be cost effective and consis­
tent with merit-based hiring, but they also required little staff training or oversight 
to implement. As a result, T&Es were used with increasing frequency and are still 
used to make many staffing decisions. With the advent of automated prescreening 
systems, T&Es remain as popular as ever.

Despite their administrative ease, relatively little consideration has been given 
to whether T&Es are valid predictors of job performance. In fact, early research 
suggested that T&Es were poor predictors of job performance (Hunter & Hunter, 
1984). Schmidt et al. (1979) explained experience questionnaires’ lack of validity 
by discussing some assumptions of the method. Specifically, because measures of 
experience are estimated to correlate .40 with knowledge, skill, and ability (KSA) 
requirements and KSAs are estimated to correlate .50 with job performance, the 
authors argued that the validity of experience questionnaires is limited to about 
.20 (i.e., .40 x .50). More recent research suggests that modifications in the mea­
surement mode of T&Es can produce much larger validity coefficients (McDaniel, 
Schmidt, & Hunter, 1988a, 1988b; Quinones, Ford, & Teachout, 1995; Schmidt & 
Hunter, 1998; Tesluk & Jacobs, 1998). Such modifications are presumed to 
increase the correlation between the measure of experience and the KSAs.

Only recently have researchers (e.g., Quinones et al., 1995; Tesluk & Jacobs,
1998) begun to develop a theory of experience. Quinones et al. (1995) provided 
a theoretical model of work experience that categorizes experience in terms of 
both measurement method and specificity. The model specifies three measures of 
experience—amount, time, and type—and three levels of experience specificity— 
experiences with tasks, jobs, and organizations. After fully crossing both dimensions 
to create nine types of experience measures (e.g., amount of task experience, time
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FIGURE 6.1 A model of work experience. Reprinted with permission.

spent in a specific job), the authors conducted a meta-analysis to identify the rela­
tionship between each type of experience measure and job performance. They 
reported corrected correlations up to .43. More recently, Tesluk and Jacobs (1998) 
expanded the Quinones et al. (1995) model by theorizing multidimensional medi­
ators, criteria, individual differences, and contextual factors that moderate the 
experience-performance relationship, as well as two additional measurement 
methods and two additional levels of experience specificity (see Fig. 6.1). These 
models provide a theoretical foundation for experience measurement that has 
been lacking for decades.

MEASURES OF TRAINING AND EXPERIENCE

Many forms of T&Es have been developed, including holistic judgments resume 
screens, point methods, task methods, and accomplishment records. Most T&E 
measures have been administered to make both entry-level selection and promo­
tion decisions. When used for entry-level positions, T&Es typically focus on deter­
mining if an applicant has the requisite KSAs to perform the job. On the other 
hand, when used for the purpose of selecting employees for promotions or hir­
ing job applicants into non-entry-level positions, T&Es help to determine whether 
applicants have experience performing tasks that are similar to those performed 
in the position or job class to which they are applying. T&Es have been adminis­
tered as prescreens in a multiple hurdle selection system and as one instrument
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in a compensatory test battery. The most common use of the T&E as a prescreening 
device is as a minimum qualification screen, where applicants must show that they 
have a certain amount of job-related experience, training, or education to proceed 
within the selection process.

With the exception of the accomplishment record, virtually all T&E methods 
can be organized according to two dimensions—data collection procedures and 
scoring procedures. Data collection procedures generally include application 
blanks and resumes, checklists, and constructed response forms. Scoring proce­
dures generally include holistic judgment, point methods, and analyst ratings. 
The creation of specific T&E methods (e.g., improved point method) involves 
combining a data collection method (e.g., checklist) and a scoring procedure 
(e.g., scoring algorithm). In the next sections, we describe common data collec­
tion and scoring procedures and the accomplishment record.

Data Collection Procedures

Application Blanks and Resumes

Perhaps the most ubiquitous T&E data collection method is the application blank. 
Application blanks are used to collect specific information about an applicant’s work 
history and educational background. Resumes can be substituted for an application 
blank and may describe the major duties associated with each position in the work 
history, specific coursework, special skills and credentials, and other qualifications. 
Typically, an analyst makes a holistic judgment about the applicability of the infor­
mation provided on the application or resume. Although these methods of data col­
lection allow applicants to provide information on their background, they provide 
very little information about the quantity or quality of the applicants’ qualifications.

Checklists

T&E checklists ask applicants to complete a rating form or checklist indicating 
their experience with a variety of work behaviors or tasks (Gatewood & Feild, 
2001). On a typical task-based questionnaire (TBQ), applicants indicate whether 
they have performed the tasks, how often they have performed the tasks, or how 
much time they have spent performing the tasks (Lyons, 1984). On some forms, 
applicants may rate how effectively they have performed the tasks, how closely 
they were supervised in performing the tasks, whether they have received training 
directly related to the tasks, or whether they have trained others on the task 
(Anderson, Warner, & Spencer, 1984; Ash, 1981; Farrell, 1979; Malinowski, 1981; 
Ocasio, 1983). Checklist methods may also ask applicants to provide information 
about their work experience, educational background, or specific skills that might 
have prepared them to perform each task.

An alternate approach to the checklist method is the improved point method 
(McGonigle & Curnow, 2002; Swander & Shultz, n.d., cited in Ash et al., 1989) or 
KSA-based questionnaire (KSABQ). To develop a KSABQ, subject matter experts
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(SMEs) identify activities that applicants could have performed that would indi­
cate their proficiency with each job-relevant KSA. Applicants indicate their level of 
experience with each activity and receive 1 point for each activity they have under­
taken. As a result, the improved point method is a less arbitrary approach to 
assigning point scores on experience questionnaires and is more likely to comply 
with the Uniform Guidelines on Employee Selection Procedures (1978), because 
it measures experience with behaviors that are indicative of each KSA.

Scoring Procedures

Holistic Judgment

Holistic judgment is the most common method used to evaluate applicant train­
ing and work experience. This particular method is not a formally scored T&E eval­
uation method but rather provides a general evaluation of an applicant’s 
credentials. An example of the use of this method begins when a hiring authority 
receives a set of resumes from applicants for a particular position. The hiring author­
ity assesses each application as a whole and makes a subjective decision about how 
to distinguish between qualified and unqualified applicants according to the hiring 
authority’s individual standards. Then, the hiring authority selects several resumes 
and those individuals are contacted for further evaluation, typically through an in­
person interview (e.g., see chap. 8). As might be expected, this method lacks both 
structure and objectivity. In addition, many judgments based exclusively on an appli­
cant’s resume are confounded with information gained through interaction with the 
applicant. Consequently, this method can lead to very subjective selection decisions.

Point Methods

The point method is the most prevalent formal T&E evaluation technique. It 
consists of a mechanical formula in which applicants receive a prescribed number 
of points for each month or year of relevant training, education, and experience. 
In some cases, the number of points assigned varies by the type and duration of 
experience. Applicants are either rank ordered or are grouped based on specific 
education and experience requirements for the target job.

Although this method of T&E scoring is much more structured than the holis­
tic judgment method, research shows it does little to improve the validity of the 
resulting scores (Ash et al., 1989; McDaniel et al., 1988b; Schmidt & Hunter, 1998) 
perhaps due to the dubious job-relatedness and specious precision of the scoring 
protocol. As discussed by Ash et al. (1989), the weak validity coefficients might 
also be due to the large amounts of measurement error introduced by a focus on 
the quantity of applicants’ experiences rather than on their quality. Furthermore, 
because of its primary focus on the quantity of experience, the traditional point 
method can also result in adverse impact (Ash et al., 1989). There also is evidence 
to suggest that two individuals with equal amounts of job tenure can differ dras­
tically in the number and types of tasks they have performed (Ford, Quinones, 
Sego, & Sorra, 1992; Schmitt & Cohen, 1989).
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Accomplishment Records

The accomplishment record (AR) is a means of gathering self-reported and verifi­
able descriptions of experience on relevant behavioral job dimensions (Hough, 
1984). Methodologically, the AR draws on the critical incident technique 
(Flanagan, 1954; Guion, 1998; also see chap. 3) and written sentence-completion 
protocols (Loevinger & Wessler, 1970). The goal of this method is to rank order 
applicants based on the types of achievement behaviors that are necessary for suc­
cessful performance in the target job. The focus of an AR is on the quality of pre­
vious experience rather than on the quantity of experience. In a typical AR, 
applicants provide written descriptions of accomplishments that demonstrate 
their level of proficiency with job-related KSAs. Analysts then rate each accom­
plishment using a behaviorally anchored rating scale and the ratings are used to 
compute a total score.

PSYCHOMETRIC CHARACTERISTICS OF MEASURES 
OF TRAINING AND EXPERIENCE

In this section, we describe the reliability, validity, and subgroup differences in 
measures of training and experience. In addition, we discuss the issue of response 
distortion and describe methods for reducing this problem.

Reliability

The reliability of T&Es varies depending on the particular data collection and scor­
ing procedures. Due to their unstructured nature, data collected through applica­
tion blanks or resumes and subjected to holistic judgments are likely to have litde 
to no reliability. Task-based methods have reliabilities in the .80s (Ash & Levine, 
1985; Schmidt et al., 1979) and above (Sneed, Vivian, & D’Ocasta, 1987), primarily 
due to the straightforward nature of the scoring. Although only a few studies report 
on the reliability of the AR, there is evidence that it demonstrates reliabilities by 
dimension ranging from .75 to .85 (Hough, 1984; Hough, Keyes, & Dunnette,
1983). Sadowski and Hess (1994) reported a reliability of .84 when using an AR to 
evaluate teaching performance. Finally, past research showed interrater reliability 
estimates of T&E ratings to be around .80 (Gatewood & Feild, 2001).

Validity

Several meta-analyses reported validity coefficients for T&Es (McDaniel et al., 1988b; 
Quinones et al., 1995; Schmidt & Hunter, 1998). These meta-analyses show that 
behavioral consistency (i.e., AR) measures are the most valid (r = .45), followed by 
self-ratings of KSA proficiency (r = .20), self-ratings of task proficiency (r = .15), and 
the point method (r =11). Quinones et al. (1995) report a correlation of .43 between 
amount of task experience (i.e., number of times performing a task) and job perfor­
mance, although most traditional T&Es do not measure experience in this way.
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There is a limited amount of evidence about the validity of ARs, although avail­
able research indicates that they are valid measures of performance with validity 
as high as .45. Hough (1984) and Hough et al. (1983) obtained significant corre­
lations between ARs and supervisory ratings of performance for attorneys. Hough 
(1984) and Hough et al. (1983) also found AR scores to correlate significantly with 
pay grade, but not with other traditional predictors such as grades, or scores on 
tests of law aptitude, knowledge, and achievement. Therefore, the use of ARs 
could increase the validity of a selection system.

At least four factors contribute to the typically low validity coefficients associ­
ated with T&Es (McDaniel, Curnow, & McGonigle, 2003). First, there are relatively 
few studies of T&E validity, so the meta-analytic validity coefficients cited earlier 
are likely to be unstable. Second, most T&Es do not account for individual differ­
ences in what is gained from training and experience. At least three factors influ­
ence whether an individual gains skill from experience (McGonigle & Curnow, 
2003):

• Individual differences such as cognitive ability (Kanfer & Ackerman, 1989), 
conscientiousness, openness to experience, and extraversion (Barrick & 
Mount, 1991).

• Situational characteristics such as opportunities to perform tasks 
(Alexander, 1997).

• Motivation to pursue available opportunities (Kanfer & Ackerman, 1989).

Third, due to the fact that all applicants who complete and return a T&E are likely 
to have some relevant experience, T&Es suffer from range restriction. Finally, in 
many cases the relationship between experience and performance is nonlinear. 
Ackerman (1988) demonstrated that task consistency and complexity moderate 
the validity of the experience-skill acquisition relationship, with early career expe­
rience typically yielding the greatest improvements in job knowledge. To the 
extent that these factors can be controlled through data collection and scoring 
procedures, the validity of T&Es can be expected to improve.

Subgroup Differences

There is no evidence of subgroup differences on T&Es. In fact, one author sug­
gested that an explanation for the popularity of T&Es is their perceived lack of sub­
group differences (Aramburu-Zbala-Higuera, 2001). However, education and 
experience may reflect subgroup differences. Specifically, T&Es may reflect the 
adverse impact of different rates of graduation between African Americans and 
Whites. Greene and Winters (2005) noted that in 2002, about 78% of White 
students graduated from high school with a regular diploma, compared to 56% of 
African American students and 52% of Hispanic students. The Journal o f Blacks in 
Higher Education (2002) noted that the nationwide rate of college graduation for 
African American students is 42% whereas the graduation rate for White students
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is 62%. Consequently, T&Es will likely reflect these different rates in their mea­
sures of education. In terms of experience, the extent to which a group is under- 
or overrepresented in the workforce also will foster adverse impact. For example, 
according to the Office of Personnel Management’s Federal Civilian Workforce 
Statistics Fact Book (2004), in 2003, 79.5% of clerical employees were women. 
Thus, for experience in clerical jobs, women will likely obtain higher T&E scores 
than men when applying for such jobs.

In addition, T&Es may reflect the subgroup differences of other selection pro­
cedures when an applicant’s acquisition of experience is considered. When using 
TBQs to select employees, the probability of being selected will necessarily 
increase with previous experience. If the opportunity to perform tasks (i.e., gain 
experience) is earned as a result of being selected using methods that were not 
free of subgroup differences in prediction, as described earlier, T&Es could per­
petuate these differences (Roth, Bobko, Switzer, & Dean, 2001). The same effect 
would be seen if managers used inherently biased procedures to assign individu­
als to tasks.

Response Distortion

A concern about T&Es is that they rely on the integrity of the applicant. Applicants 
applying for jobs may be tempted to overestimate the amount of education or 
experience they have had to obtain a higher score and increase their chances of 
getting a job. There are methods that can help reduce fallacious reporting of edu­
cation and experience. For example, warnings to applicants suggesting that 
responses will be verified tend to reduce falsification of information 
(Lautenschlager, 1994). Other procedures can be used to identify inaccurate 
responses and minimize their occurrence. For example, Pine (1995) reported that 
relative frequency scales produced more incidents of false reporting on task 
inventory statements than absolute scales. The inclusion of bogus tasks as part of 
a lie scale can be used to identify applicants with a propensity to provide inaccu­
rate information. For example, Green and Stutzman (1986) reported that 57% of 
the respondents in a sample indicated that they spent time performing bogus 
tasks and 72% indicated that these bogus tasks were at least somewhat important 
aspects of their job. Green and Veres (1990) used a similar method in three dif­
ferent samples using a variety of response scales and found the percentage of 
respondents endorsing bogus items ranged from 12.6% to 70.3%. A potential con­
cern with using bogus tasks is the similarity of such tasks to real tasks. People may 
claim to perform tasks using nonexistent pieces of equipment, not because they 
are lying, but because they do not know the technical name of the equipment and 
believe that the bogus piece of equipment sounds similar to the real one.

By taking appropriate steps during the development of T&E measures, these 
difficulties can be overcome. It is possible to develop measures that possess ade­
quate reliability and validity, and that minimize adverse impact.
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HOW TO DEVELOP MEASURES OF TRAINING AND EXPERIENCE

In the previous sections, we discussed the many forms of T&Es and their associated 
psychometric characteristics. In this section, we discuss the two major steps for devel­
oping T&Es: select the type of T&E and develop T&E forms and scoring system.

Select the Type of T&E

After conducting a thorough job analysis and determining which KSAs will be mea­
sured using a T&E (e.g., see chaps. 2, 3, and 4), it is necessary to determine which type 
of T&E measure to use: task based, KSA based, AR, or some combination of these pos­
sibilities. Questions that can help guide this decision are shown in Figure 6.2.

In answering these questions, consider the typical applicants’ experience: Is it an 
entry-level job? Are applicants likely to have experience performing the tasks on the job? 
Are applicants likely to have varied experiences? For example, applicants for a first-line 
supervisory position may have performed some of the technical tasks in a previous job, 
but may not have experience with the supervisory tasks. For entry-level jobs and jobs 
in which previous experience is unlikely, a KSA-based T&E is most appropriate. For pro­
motions and for jobs in which applicants are expected to have previous experience 
with the specific job tasks, a task-based T&E or an AR is appropriate. If applicants are 
expected to vary in their experiences (e.g., if there are numerous feeder jobs), it may 
be difficult to develop items that are applicable across the applicant pool.

Also consider some of the characteristics of the job: Does the job require writ­
ing? How many skilled incumbents are there? If the job does not require writing, 
it is advisable to avoid the AR due to its reliance on constructed (i.e., written) 
responses. If there are not a large number of job incumbents (i.e., at least 30) 
available to serve as SMEs and help with test development, then it is advisable to 
use a task or KSA checklist rather than an AR.

Develop T&E Forms and Scoring System

Task-Based Questionnaire

Developing TBQs involves four steps:

• Determine whether each task is needed at entry.
• Create a response form.
• Create a scoring algorithm.
• Develop a methodology to encourage truthful responses.

SMEs play a role in each of these activities. We describe each step next.

Determine Whether Each Task Is Needed at Entry. To ensure that a TBQ 
only includes those tasks that applicants need to be able to perform upon entry into
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TBQ KSABQ AR

“Is it an entry-level job?”

Are applicants likely to have experience? 

performing the tasks required on the job? 

Are applicants likely to have varied

No Yes No

Yes No Yes

No No Yes

achievements?

Does the job require writing?

Is there a sufficient incumbent pool to assist No

No

No

No Yes

Yes

with test development?

FIGURE 6.2 Selecting a type of T&E instrument. TBQ = task-based question­
naire; KSABQ = knowledge-, skills-, and abilities-based questionnaire; AR = accom­
plishment record.

the job, it is important to collect job analysis data on whether the ability to perform 
the task is needed on the first day of the job. The majority of SMEs should rate a task 
as needed at entry to the job for it to be included in the TBQ. In addition, the T&E 
developer should remove or revise any tasks that require knowledge that can only 
be gained on the job in question (e.g., knowledge of a specific form or procedure). 
Next, to ensure that experience on each task in the TBQ demonstrates one or more 
qualifying KSAs, it is important to have SMEs indicate which qualifying KSAs are 
needed to perform each of the selected tasks. Only tasks that are linked to at least 
one KSA by the majority of SMEs should be included in the TBQ.

Create a Response Form . Two examples of response forms that could be 
used for a variety of electrician tasks are shown in Fig. 6.3. Both forms require 
applicants to estimate the number of times they have performed each task rather 
than simply the duration of experience (Quinones et al., 1995). On the first form, 
applicants indicate the duration of their experience with each task in years and 
months as well as the frequency of their experience (i.e., daily, weekly, monthly, 
quarterly, yearly) during that time period. An analyst can use that information to 
calculate the number of times each applicant has performed each task. For exam­
ple, if applicants indicate that they performed a task quarterly for 3 years and 6 
months, the applicants would have performed the task 14 times. The advantage of 
this form is that it provides applicants with a structure within which to estimate 
their experience. It collects memorable elements of their experience that can be 
systematically combined by an analyst.

One disadvantage of the first form in Fig. 6.3 is that it does not account for vari­
ation in experience over time. For example, it would be difficult for applicants
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who performed a task monthly for 2 years and then weekly for 1 year to accurately 
represent their level of experience. The second form is designed to accommodate 
varying frequency of experience. On this form, applicants select the option that is 
closest to the number of times they have performed each task and provide the 
name of someone who can verify their experience. To help applicants make more 
accurate judgments of their experience, the form also provides examples of how 
long it would take to amass each amount of experience assuming that applicants 
performed the task daily, weekly, or monthly.

Create a Scoring Algorithm. The scoring algorithm is designed to take into 
account applicants’ experience on each task. As workers perform a task, they gen­
erally become more effective at it, although improvement in performance associ­
ated with more experience is likely to diminish at greater levels of experience 
(McDaniel et al., 1988a; Schmidt, Hunter, & Outerbridge, 1986). To ensure that 
scores on the TBQ reflect this relationship between experience and performance, 
the scoring algorithm should award points for increasing amounts of experience 
performing each task. However, when experience with each activity reaches the 
point at which additional experience is not expected to improve performance 
(i.e., the performance asymptote), the algorithm should award no additional 
points.

Identification of the performance asymptote is a judgment-based process sim­
ilar to setting a cutoff score. For each task, SMEs are asked to judge the number 
of times that an individual would need to perform the task to reach the perfor­
mance asymptote. The SMEs should be instructed to judge the performance 
asymptotes individually and then come to consensus about the appropriate per­
formance asymptote for each activity. Alternatively, SMEs could be asked to esti­
mate the probability that an applicant with specific amounts of experience 
performing each task would perform well on the job.

In the two examples shown in Fig. 6.3, the resulting frequency of task perfor­
mance scores can range from 0 to 5. A score of 0 is assigned when applicants indi­
cate that they have no experience with a task. A score of 5 is assigned when 
applicants have performed a task at least the number of times indicated by the 
performance asymptote. Scores from 1 through 4 are assigned for linear increases 
in experience. In Fig. 6.3, the asymptote for the task “interpreting residential elec­
trical plans” is 50. This means that after interpreting residential electrical plans 50 
times, one is not likely to become more proficient at this task.

Develop a Methodology for Encouraging Truthful Responses. There are 
three techniques that can be used in concert to reduce false or exaggerated 
responses. First, the form can require applicants to sign a statement certifying the 
accuracy of their responses and describing the consequences of inaccurate 
responses. Second, the form can require applicants to identify one or more indi­
viduals who can attest that the applicants performed the task. Finally, the form can 
include a series of bogus tasks (i.e., tasks that would be impossible for applicants
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Skill in performing residential electrical work

Please rate your 
experience with 
each of the 
activities below:

How much work experience do you 
have performing this activity?

Who can 
verify your 
work
experience 
with this 
activity?

Duration
Frequency*

Years Months

1. Installing a ceiling 
mount fixture. © © © © © ©

© © © © ©
© ® ® @ ©

2. Installing a three­
way switch. © © © © © ©

© © © © ©
® © ® ® @

3. Interpreting 
residential electrcal 
plans.

© © © © © © © © @ @ ©
© © © © ©

*0 = No experience; 1 = Yearly; 2 = Quarterly; 3 = Monthly; 4 = Weekly; 5 = Daily

Skill in performing residential electrical work

Activity

Frequency Examples Verifier(s)

Which 
option is 
closest to the 
number of 
times you 
have
performed 
this activity?

To perform this activity the 
number of times listed in the 
option to the left, you'd have to 
perform the task...

Who can 
verify your 
work
experience 
with this 
activity?every day 

for
about...

or every 
week for 
about...

or every
month
for
about...

Interpreting
residential
electrical
plan.

a. 0 times - - - - - -

©
©

©
©

©

(D
©

@
0

©b. 10 times 2 weeks 2 months 1 year
c. 20 times 4 weeks 5 months lVi years
d. 30 times 6 weeks 7 months 2lA years

e. 40 times 8 weeks 9 months 3V2 years
f. 50 times 
or more

10 weeks 1 year 4 years

FIGURE 6.3 Examples of T&E rating scales; on a different part of this instru­
ment, respondents indicated people who can verify their experience with the 
activities listed and those individuals were labeled “1” through “10”; thus, 
response options 1 through 10 refer to individuals who can verify experience.

Kind 
Kind 
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to have experience performing). Applicants should be informed that these bogus 
tasks are randomly placed throughout the form to help alert scorers when appli­
cants falsify or exaggerate their level of experience. Taken together, these features 
discourage false or exaggerated responses and provide ways to detect such 
instances when they occur. To develop bogus tasks, one can create statements that 
sound plausible but are not performed on any job. One method for developing 
these tasks is to create a statement using words that might be relevant to the job 
in question when taken alone, but not when put together. It is important to have 
SMEs review the bogus tasks to make sure they could not be performed and are 
not obviously bogus. For example, the real tasks “install batteries in parallel to 
provide backup power source” and “splice high-voltage cable to establish service 
to a residential building” could be used to produce the following bogus task: 
“Splice high-voltage cable to provide backup power source.” It is unlikely that any 
qualified applicant would indicate experience performing the bogus task. As men­
tioned previously, candidates may endorse a bogus task because they perceive it 
to be a legitimate task, not necessarily to falsify their application. Including sev­
eral bogus tasks, some of which do not sound similar to real tasks, may serve to 
reduce this error.

KSA-Based Questionnaire

Developing KSABQs is similar to developing TBQs. The largest difference involves 
developing the item content. The process of determining whether each task is 
needed at entry to the job, creating a response form, creating a scoring algorithm, 
and developing a methodology to encourage truthful responses is identical to that 
for a TBQ.

KSABQs are designed to measure applicants’ experience with job-relevant KSAs 
without assuming that applicants have direct job-related task experience. 
Therefore, it is important that applicants can describe their experiences with 
behaviorally oriented, observable activities measuring job-related KSAs. Activities 
are behaviors that represent qualitatively different levels of proficiency with each 
skill or ability. In addition, the activities are designed to measure experience 
related to each skill or ability even if the applicant has no direct experience per­
forming the job tasks. For example, although applicants may not have experience 
with a specific task (e.g., “measure length of wire needed to pull through conduit 
and attach to the tugging machine”), they may have experience performing other 
activities that require the same underlying skills or abilities (e.g., “measure the 
length of wire needed to install receptacle”).

To generate activities, SMEs should identify the types of non-job activities they 
themselves might have performed to develop proficiency with each KSA. For 
example, if people are applying for the job of an entry-level electrician, it is pos­
sible that they have wired or rewired household appliances. The resulting activities 
should be retained only if the SMEs agree that they are related to the KSA in question
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and applicants could be expected to have performed them. Much like developing 
any high-quality test items, the process of activity generation is likely to involve 
iterative review and revision of item content.

Accomplishment Record

The process for developing an AR consists of four basic steps:

• Conduct job analysis.
• Develop the inventory.
• Administer the inventory.
• Develop rating scales and rating principles.

Step 1 involves conducting an accurate job analysis, which is a crucial step in 
developing a reliable and valid AR. To support an effective AR, the job analysis data 
should specify job dimensions or competencies. Once the job analysis is com­
plete, the AR inventory can be developed (Step 2). An AR inventory provides 
targeted performance dimension definitions and typically requests specific infor­
mation for each competency or job dimension listed, including: a general statement 
of the accomplishment, a precise description of exactly what was done, a time 
period, a description of any formal recognition that resulted from the accomplish­
ment, and contact information of one person who can verify the accomplishment. 
Applicants are instructed to write about their most meritorious accomplishment 
for each work performance dimension. An example of a completed accomplish­
ment statement is shown in Fig. 6.4.

Once the AR has been developed, Step 3 involves administering it to current 
job incumbents to collect examples of accomplishments and to test the usability 
of the AR instructions. Incumbents are instructed to complete the AR based on 
their experiences prior to their current jobs. However, collecting accomplish­
ments from job incumbents may result in a set of accomplishments that are all 
highly rated. Alternatively, non-incumbents with similar experience to potential 
applicants could complete the AR inventory. However, non-incumbents partici­
pating in the development process would be precluded from subsequently apply­
ing for that particular job.

Step 4 is to develop the AR rating scales and rating benchmarks. This involves 
a four-part process of evaluating dimensionality of the accomplishments, gather­
ing expert ratings, inducing the principles underlying the rating process, and 
selecting benchmarks. The discussion of the critical incident technique in chapter 
3 explains key parts of the process in more detail.

Part l.The first step in developing the AR scoring key is to evaluate the accom­
plishments to ensure that they comprise clearly differentiable dimensions. To 
do this, raters classify accomplishments generated in Step 3 (with no identify­
ing competency information) into competency categories. The accomplishments 
are presented to raters without information about the dimensions for which
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WRITTEN COMMUNICATION

Definition: Communicates technical and nontechnical information in 
writing} using correct English grammar and sentence structure that can be 
understood by the intended audience.

Time Period: 2006-2007

General Statement o f what you accomplished:

In conjunction with another I/O psychologist in my office, I co-authored a 
training manual on how to conduct job analysis.

Description o f exactly what you did:

There is a wide range of methods for how to conduct job analysis. Within my 
organization we decided that it would be best to use one consistent method. 
So, a co-worker and I wrote a training manual on how to conduct job analysis.
I wrote two sections of the manual: conducting job observations and collect­
ing job analysis ratings. This manual is still being distributed to all of our new 
staff on an almost daily basis. We have requested several printings—we are cur­
rently on about our fourth printing of the manual. I have received a great deal 
of positive feedback about the helpfulness of the manual to workers. Many 
supervisors have commented on how quickly they are able to get new hires up 
to speed on our job analysis process now that they have the training manual.

Award or Recognition:

None

The information can be verified by:

Joan Q. Supervisor, (123) 456-7890

FIGURE 6.4 Example of an accomplishment record response for written com­
munication.

they were originally written. Accomplishments that were written for one 
dimension and classified by raters into another dimension are considered mis- 
classifkations. Any misclassifications can be assessed and the job dimensions 
can be reviewed to determine if they should be combined or eliminated. Raters 
can be experts in job analysis and test development or SMEs.
Part 2.The next step is to gather expert ratings on the effectiveness of accom­
plishments for each competency. SMEs rate the accomplishments within each 
dimension on a 5- or 6-point scale. Parts 1 and 2 can be combined and both
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classification and ratings can be done at the same time. For parts 1 and 2, a 
minimum of three raters has been suggested (Hough, 1984). In operational 
scoring, responses to AR questions can be very diverse and can tax the ability 
of scorers to achieve rater agreement. By using multiple independent raters 
and averaging their ratings for each candidate, the developer can increase the 
reliability of the ratings.
Part 3.Next, the accomplishments are ordered from high to low within each 
dimension based on mean SME ratings. A research team should analyze the con­
tent of the accomplishments in the high range to identify the themes or principles 
that SMEs used to judge the incidents. Repeat the content analysis at the middle 
and low levels of the scale and for each performance dimension. These themes 
specify the elements that raters will look for when rating achievement level.
Part 4.Means and standard deviations of expert ratings are then calculated. 
Accomplishments with standard deviations lower than 1.0 can be chosen as 
benchmarks at various points on the scale (Hough, 1984). An example of the 
benchmarks appears in Fig. 6.5.

SUMMARY

Despite their dubious ability to predict performance, measures of training and 
experience have been among the most commonly used selection tools for decades 
due to their conceptual appeal, low cost, and ease of administration. However, 
more recent theoretical work has provided a foundation for improving the mea­
surement of training and experience. By using theory-based measurement tech­
niques, the accuracy and quality of the resulting data are likely to be improved, as 
is the validity of the resulting decisions. Specifically, T&Es that collect amounts of 
experience (i.e., number of times having performed a task) or quality of experi­
ence (i.e., ARs) show fairly strong levels of validity, whereas holistic judgment- 
based procedures such as resume screens and application blanks show almost no 
validity. There is little evidence of subgroup differences on T&Es; however, T&Es 
could perpetuate differences in opportunity to perform tasks (i.e., gain experience) 
as well as differences in educational degrees received.

There are two steps to developing T&Es: (a) selecting the type of T&E and (b) 
developing T&E forms and the scoring system. In selecting a type of T&E, it is 
important to consider the typical applicant’s level and type of experience as well 
as characteristics of the job in question. TBQs are most appropriate when appli­
cants are expected to have some opportunity to gain experience with the job 
tasks; otherwise KSABQs are more appropriate. ARs are most appropriate for pro­
fessional jobs that require significant writing ability (e.g., attorney). Developing 
TBQs involves identifying the most appropriate tasks from the job analysis, 
whereas developing KSABQs involves developing activity statements exemplifying 
the types of experiences applicants might be expected to have. Developing ARs 
involves identifying the critical performance dimensions for which applicants 
must describe their accomplishments. Scoring TBQs and KSABQs should take 
into account the fact that the improvement in performance associated with more
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FIGURE 6.5 Accomplishment record rating scale for written communication.

experience is likely to diminish at greater levels of experience. Scoring ARs 
involves developing behaviorally anchored rating scales for each performance 
dimension.
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OVERVIEW

In this chapter, we review the employment interview, the single most widely used 
selection method (other than perhaps application blanks). We begin with a dis­
cussion of what constitutes an interview, with a particular focus on the medium. 
Then we discuss the issue of what constitutes structure, and the general relation­
ship between level of structure and validity Following that, we talk about the two 
most popular structured formats, the situational interview and the behavior 
description interview, and how their validity compares to that of the typical 
unstructured interview. Then we address the important issue of incremental valid­
ity, specifically whether structured interviews can be combined with other tests to 
increase overall validity. Following the discussion of incremental validity, we look 
at moderators of structured interview validity and subgroup differences. Finally, 
we present step-by-step information on how to create a structured interview.

BACKGROUND

Few selection techniques have as long or as colorful a history as the employment 
interview. Throughout its history, it has been heralded, criticized, challenged, 
studied, and remade. Through all that, the interview has remained the single most 
utilized selection approach (other than perhaps application blanks). The purpose
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of this chapter is to review this intriguing and multifaceted technique. We begin 
with a discussion of what constitutes an employment interview

In days past, the definition of an employment interview was clear and widely 
acknowledged. It was a face-to-face interaction conducted to determine the qual­
ifications of a given individual for a particular open position. The main purpose 
of the employment interview has not changed. It remains a means to assess the 
qualifications of a given individual for an open position.

What has changed is the medium. Today, we no longer limit interviews to a 
face-to-face, verbal interaction. Because applicants come from more diverse loca­
tions than in the past (even from different countries or continents), the costs asso­
ciated with transporting, housing, and feeding candidates has led some employers 
to turn to alternate media. Perhaps the most popular alternative is the telephone 
interview. In this case, an appointment is made, and then at the appointed time, 
the interviewer calls and conducts the interview over the phone.

Research comparing telephone interviews to face-to-face interviews has revealed 
somewhat mixed findings. Silvester, Anderson, Haddleton, Cunningham-Snell, and 
Gibb (2000), for example, found that applicants tended to be rated lower in tele­
phone interviews. In contrast, Straus, Miles, and Levesque (2001) found that appli­
cants fared more favorably in telephone interviews, especially applicants who were 
less attractive physically. Blackman (2002) found that interviewers tended to rate 
interviewees higher on traits conveyed via nonverbal means, such as being cheerful, 
warm, and socially at ease, and that interviewers were more accurate in their judg­
ments about applicant personality when a face-to-face format was used. In terms of 
applicant reactions, Chapman, Uggerslev, and Webster (2003) found that face-to-face 
interviews were perceived as more fair than telephone interviews, and led to higher 
acceptance intentions, whereas Straus et al. (2001) found no difference.

A more recent alternative, one that is a product of our modern technology, is 
videoconferencing. Based on emerging technologies, such as Internet 2, it is now 
possible to conduct a “virtual” interview in which the interviewer and the inter­
viewee see and respond to each other in real time without the distortions and 
glitches that have plagued previous forms of this technology. Given the expense 
of the equipment required, this medium for conducting interviews is in its infancy. 
However, one can easily foresee its increased use in coming decades.

Although research has suggested that individuals perceive candidates in video­
conference interviews as being at a disadvantage relative to candidates in face-to- 
face interviews (Chapman & Webster, 2001), researchers have found that 
interviewers do not actually evaluate applicants less favorably by videoconference 
(Straus et al., 2001). Instead, evidence suggests a possible bias in favor of video­
conference applicants (Chapman & Rowe, 2001). Nevertheless, videoconference 
interviews are typically seen as being less fair than face-to-face interviews 
(Chapman et al., 2003; Straus et al., 2001).

Occasionally, researchers have attempted to conduct interviews entirely in writ­
ten form (e.g., Little, Shoenfelt, & Brown, 2000). The main question here is whether 
such a format really constitutes an interview. Our view is that if the written questions 
and responses are used subsequently as the basis for a personal interaction
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between the interviewer and the interviewee, one in which the interviewer 
reviews and inquires about the interviewee’s responses, then written questions 
could be considered the first part of an interview However, without the follow-up 
interaction, written questions remain closer to a paper-and-pencil questionnaire 
than to an interview

Just to be thorough, we should mention that one could conceive of a live, 
Internet-based interview (similar to a “chat room”) where the interviewer writes a 
series of questions online and the interviewee writes a response to each question 
as it is presented. Although written, this medium retains the interactive nature 
that frequently is associated with interviews.

We close this section by reformulating the definition of an employment interview. 
Clearly, the requirement of being physically face to face is no longer applicable. 
However, the boundary condition of being personally interactive still applies. Thus, 
one could define an employment interview as “an interactive discussion between an 
interviewer and a potential job candidate conducted for the purpose of determin­
ing that candidate’s suitability for a given employment position.” Now let us turn 
our attention to the types of interviews that can be conducted.

TYPES OF STRUCTURED INTERVIEWS

As an introduction to the various types of structured interviews, we first define 
various levels of structure. Then, we describe basic interview formats, specifically 
situational interviews and behavior description interviews.

Definition of Structure

At the outset, it is important to address the question of what constitutes a struc­
tured interview, or at least what the term structure means. Perhaps the most con­
ceptual definition available comes from Huffcutt (1992), who defined structure in 
terms of a reduction in procedural variability. In unstructured interviews, inter­
viewers are not overly constrained by what questions they can ask, and not sur­
prisingly, there tends to be considerable variation across interviewers in the type 
and content of their questions. Moreover, the process of rating responses does 
not tend to be very detailed and specific in unstructured interviews (e.g., a gen­
eral set of graphic rating scales or even a simple hire or not-hire decision), result­
ing in the potential for considerable diversity across interviewers in the manner in 
which they rate responses (e.g., what information is attended to and how it is 
combined and weighted). The same response to a given question, for instance, 
could be rated high by one interviewer and low by another.

Accordingly, structure can be defined as any process or procedure that reduces 
interviewer-to-interviewer variation in the type and content of the questions asked 
or in the criteria used to evaluate responses to those questions. Under this defin­
ition, it is obvious that interviews vary by degree in terms of structure rather than 
being simply structured or unstructured.
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In a classic meta-analysis of studies in this area, Huffcutt and Arthur (1994) 
identified various levels of standardization with respect to both the questions and 
the evaluation process, specifically four levels of question structure and three lev­
els of response evaluation structure. They then combined the resulting combina­
tions into four overall levels of structure, and computed the mean corrected 
validity for each level. Level 1 was the lowest possible level and was characterized 
by no formal constraints on the questions and a global evaluation of responses 
(e.g., a single, summary scale). Across 15 of these studies with a total sample size 
of 7,308, they found a mean corrected validity of 0.20. Level 2 was the next high­
est level and included limited constraints on the questions through specification 
of the topics that had to be covered and some degree of structure on the manner 
in which the responses were evaluated (typically by having interviewers rate can­
didates on a set of specific dimensions after the interview, e.g., motivation, prob­
lem solving). Across 39 of these studies with a total sample size of 4,621, they 
found a mean corrected validity of 0.35.

Continuing, Level 3 required prespecification of the questions asked (although 
interviewers typically could choose which questions to ask which applicants) and, 
similar to Level 2, responses were typically rated through a specified set of dimen­
sions after the interview (although these scales tended to be better defined). 
Across 27 of these studies with a total sample size of 4,358, they found a mean cor­
rected validity of 0.56. Finally, Level 4 was similar to Level 3 in that the questions 
were prespecified, but now the interviewers were not given any flexibility and had 
to ask all applicants the same questions. Moreover, unlike Levels 2 and 3, 
responses to each question were rated individually using a customized scale with 
benchmark answers. Across 33 of these studies with a total sample size of 2,365, 
they found a mean corrected validity of 0.57.

What do we learn from the Huffcutt and Arthur (1994) meta-analysis? As one 
would expect, validity tends to increase progressively with the level of structure. 
However, these results suggest that there is a ceiling effect, a point beyond which 
additional structure does not continue to result in higher validity, and that this 
effect appears to occur at Level 3. Thus, although it does appear necessary to pre­
specify the interview questions, it does not appear absolutely necessary to require 
interviewers to ask the same exact questions to all applicants, nor does it appear 
necessary to prohibit interviewers from probing the responses (at least in a lim­
ited way). Similarly, whereas it does appear necessary to use detailed and multi­
faceted rating scales to evaluate responses, it does not appear absolutely 
necessary to rate responses individually by question.

Common Structured Interview Formats

Two structured formats in particular have become dominant over the past few 
decades. One is referred to as a “situational interview” or SI (Latham, Saari, 
Pursell, & Campion, 1980). In an SI, interviewers present applicants with a series 
of hypothetical job scenarios and ask them to indicate how they would respond. 
Weekley and Gier (1987), who developed an SI for a jewelry store sales position,
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provided the following classic example of a question using this format: ‘A customer 
comes into the store to pick up a watch he had left for repair. The repair was sup­
posed to have been completed a week ago, but the watch is not back yet from the 
repair shop. The customer becomes very angry. How would you handle this situ­
ation?” (p. 485).

As part of the situational format, a customized rating scale is developed for 
each question, typically a 5-point scale with verbal anchors provided at the 1, 3, 
and 5 points. Whereas the 2 and 4 points on the scale are not anchored, they are 
used for answers that are better than one anchored level but not quite as good as 
the next highest anchored level. Weekley and Gier (1987, p. 485) also presented 
the following rating scale for the preceding question:

1—Tell the customer it isn’t back yet and ask him or her or to check back
with you later.
2—

3—Apologize, tell the customer that you will check into the problem and
call him or her back later.
4—

5—Put the customer at ease and call the repair shop while the customer
waits.

As explained in more detail later, situational questions typically are developed 
from critical incidents that are collected from people who are incumbents in or 
are at least very familiar with the position in question. Theoretically, Sis are 
grounded in goal setting, namely that intentions are the immediate precursors of 
actions (see Latham, 1989). In regard to the Huffcutt and Arthur (1994) frame­
work, Sis fall in the Level 4 category of structure.

The other structured format can be referred to as a behavior description inter­
view or BDI, although it has gone by several labels in the literature. Motowidlo et 
al. (1992), for instance, called their technique a “structured behavioral interview,” 
whereas Pulakos and Schmitt (1995) denoted their version as “experience based.” 
Despite the varying terminology, all three terms should be considered synony­
mous. In this format, interviewers ask candidates to relate situations from their 
own past that illustrate attributes important for the position (Janz, 1982). To illus­
trate, a parallel BDI question for the Weekley and Gier (1987) SI question might 
be something like: “Tell me about a time in your life when you had to deal with 
an angry and irate person. Describe the situation, your actions in that situation, 
and the outcome.”

As initially devised by Janz (1982), responses to BDI questions are scored after 
the interview using a set of dimensional rating scales representing important 
aspects of the position (e.g., attention to detail, ability to motivate). However, 
some researchers have chosen to develop a customized rating scale for each ques­
tion, as is done with the situational format (e.g., Campion, Campion, & Hudson, 
1994). Either way (i.e., dimensional scales or question-specific rating scales) 
appears to be acceptable, although the latter does appear to have higher reliability
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(see Conway, Jako, & Goodman, 1995). Thus, BDIs can fall under either Level 3 
or Level 4 in the Huffcutt and Arthur (1994) framework.

As with Sis, BDIs are typically developed from critical incidents. The main dif­
ference is in the temporal direction of the wording, with the situational format 
looking to the future (i.e., what would you do) and the behavior description for­
mat looking to the past (e.g., what did you do). Behavior description interviews 
also have a theoretical basis, which is behavioral consistency (i.e., the past is the 
best predictor of the future; Janz, 1989).

There is one additional format that has been used extensively in the field of 
education, but only rarely in business and industry. It is a technique summarized 
by Schmidt and Rader (1999) and is best described as being theme based. In this 
technique, the interview developer begins by reviewing the job description and by 
observing a group of employees performing the job. Then, the developer con­
ducts in-depth interviews with outstanding performers nominated by the organi­
zation and identifies behavioral tendencies (i.e., themes) that appear to 
characterize these select employees. A large number of questions are written for 
the various themes (often over 100), and then the questions are empirically tested 
by comparing the ratings received by a group of outstanding performers to the rat­
ings received by a group of unsatisfactory performers. Questions that show a sig­
nificant difference are retained, whereas questions that do not are dropped. We 
believe that this technique merits further investigation and study in business and 
industry, although we do not address it again in this chapter.

PSYCHOMETRIC CHARACTERISTICS OF EMPLOYMENT INTERVIEWS

In this section of the chapter, we describe the psychometric characteristics of the 
interview, including reliability, validity, incremental validity over cognitive ability, 
and subgroup differences.

Reliability

Not surprisingly, structured interviews tend to be considerably more reliable than 
unstructured interviews. The classic work in this area is Conway et al.’s (1995) 
meta-analysis of 111 interrater reliability coefficients. They found a mean inter­
rater correlation of 0.34 for the lowest level of structure (i.e., totally unstructured 
interviews). In contrast, they found a mean correlation of 0.67 for a much higher 
level of structure where the questions were specified exactly in advance, although 
some probing of responses was allowed. (These findings apply to individual inter­
views; panel interviews had somewhat higher reliabilities overall.)

Validity

Whereas there are a number of ways in which interviews can vary (e.g., number of 
questions, type of questions, medium, number of interviewers), the most important 
characteristic of interviews (at least in terms of reliability and validity) appears to be
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structure. Several large-scale meta-analyses have confirmed that structured inter­
views yield average validity coefficients that are substantially larger than those typi­
cally found for unstructured interviews. Wiesner and Cronshaw (1988), for 
example, investigated interview validity across 150 validity studies with a total sam­
ple size of 15,459. They found substantially higher validity for structured interviews 
(ones where the questions and the manner of evaluating responses were specified 
in advance) than for unstructured interviews. The corrected validity of structured 
interviews in fact was twice that of unstructured interviews (0.62 versus 0.31).

Similarly, McDaniel, Whetzel, Schmidt, and Maurer (1994) cumulated 245 valid­
ity studies comprising a total sample size of 86,311. They found a mean corrected 
validity of 0.44 for structured interviews, compared to a mean corrected validity of 
0.33 for unstructured interviews. However, as Huffcutt and Arthur (1994) noted, the 
criterion they used to differentiate between structured and unstructured interviews 
might have been less stringent than the criterion used in the Wiesner and Cronshaw 
(1988) study, and thus they may have mixed studies with intermediate levels of 
structure in both their structured and unstructured categories. A clearer estimate of 
structured interview validity from the McDaniel et al. study comes from their find­
ing for Sis, where the mean corrected validity was 0.50.

Whereas the Wiesner and Cronshaw (1988), McDaniel et al. (1994), and 
Huffcutt and Arthur (1994) meta-analyses provided information on structured 
interviews in general, the validity of Sis and BDIs has been investigated in more 
recent research. Not surprisingly, results suggest that both of these formats pro­
vide exceptional validity. Latham and Sue-Chan (1999), for instance, found a mean 
corrected validity of 0.47 across 20 situational studies. Taylor and Small (2002) 
found a mean corrected validity of 0.45 across 30 SI studies and 0.56 across 19 
BDI studies. Finally, Huffcutt, Conway, Roth, and Klehe (2004) found a mean cor­
rected validity of 0.43 across 32 SI studies and 0.51 across 22 BDI studies.

Collectively, this empirical research for both validity and reliability strongly sug­
gests that interview developers should use structured interviews rather than 
unstructured interviews when devising their selection systems. The standardiza­
tion afforded by structured interviews tends to make the process more job related 
and more consistent, and helps to filter out the typical information-processing 
tendencies (e.g., contrast, similarity) that plague low-structure interviews 
(Latham, Wexley, & Pursell, 1975; Wexley, Sanders, & Yukl, 1973).

Incremental Validity

Companies frequently include multiple measures in their selection process. For 
example, it is common for organizations to combine a structured interview with a 
mental ability test or a personality test. A question that naturally emerges from 
such a union is the incremental effectiveness of one approach over the other.

For our purposes, the main consideration is the degree to which the structured 
interview and other tests overlap. If there is substantial overlap, then little is 
achieved by giving applicants both measures, as one is not likely to have incre­
mental validity over the other. On the other hand, if the overlap is relatively low,
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then considerable potential exists to increase the overall accuracy of the selection 
process by including both measures.

In one of the most comprehensive analyses available, Salgado and Moscoso 
(2002) analyzed the correlation between structured (e.g., SI, BDI) interviews and 
several other tests including mental ability and personality. Across 22 studies, they 
found a mean correlation of 0.14 between behavioral interviews and general men­
tal ability tests (0.28 corrected). For personality, they found mean correlations 
between behavioral interviews and Big 5 personality dimensions ranging from
0.04 for emotional stability (0.08 corrected; 10 studies) to 0.10 for extraversion 
(0.21 corrected; 7 studies).

In a similar analysis, Huffcutt, Roth, and McDaniel (1996) analyzed the rela­
tionship between structured interview ratings and scores on a mental ability test. 
Across 10 studies, they found an average correlation of 0.21 between ratings on 
an SI and scores on a mental ability test. After correcting for range restriction in 
the interview, measurement error in the ability test, and measurement error in the 
interview, the correlation increased to 0.32. Across seven studies, they found an 
average correlation of 0.12 between ratings on a BDI and scores on a mental abil­
ity test (0.18 corrected).

In summary, it would appear that structured interview formats, such as Sis and 
BDIs, do not correlate highly with mental ability and personality tests. Thus, there 
appears to be considerable potential for companies to increase the overall accu­
racy of their selection process by combining a structured interview with a mental 
ability or a personality test.

A note of caution is warranted however. The previous results represent general 
trends and any one structured interview could have noticeably higher correla­
tions. In a study of pulp mill workers, for instance, Campion et al. (1994) found 
an uncorrected correlation of 0.49 between their future (i.e., SI) interview ques­
tions and a mental ability test composite, and a correlation of 0.61 between their 
past (i.e., BDI) interview questions and a mental ability test composite.

In addition, there are many types of selection tests available besides those for 
mental ability and personality. Assessment centers and work samples, for example, 
are more behaviorally oriented and potentially have greater overlap with behav­
ioral interviews. Unfortunately, little is known at present regarding the relation­
ship between structured interviews and these other selection approaches.

Moderators of SI and BDI Validity

Moderating characteristics, such as use of panel versus individual interviews, type of 
criterion (e.g., administrative vs. research; performance vs. training), and type of job 
analysis (e.g., formal, less formal, or none), have been studied extensively in relation 
to interviews in general, as well as in relation to structured interviews in general (see 
McDaniel et al., 1994; Wiesner & Cronshaw, 1988). However, considerably less 
research has specifically looked at moderators of the validity of Sis and BDIs.

Taylor and Small (2002) looked at the use of detailed rating scales (i.e., ones 
with benchmarks used to evaluate responses to individual questions) and job
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complexity. Not surprisingly, they only found one situational study that did not 
use detailed rating scales, and thus were unable to make a meaningful assessment. 
However, they did find a much better mix with BDIs. Across 11 BDI studies that 
did use question-specific rating scales and 8 BDI studies that did not (i.e., they 
used more general dimensional scales that were rated after the interview), they 
found a mean corrected validity of 0.63 for the former and 0.47 for the latter. 
Thus, their results would suggest that use of detailed, question-specific rating 
scales appears to improve the validity of BDIs.

Huffcutt et al. (2004) investigated the moderating influence of job complexity 
on SI and BDI validity. For BDIs, they found very consistent validity across three 
levels of job complexity, with mean corrected validities of 0.48 for low complex­
ity, 0.51 for medium complexity, and 0.51 for high complexity. For Sis, they found 
higher mean corrected validity for low-complexity (0.44) and medium-complexity 
(0.51) positions than for high-complexity positions (0.30). Their explanation was 
that developing an SI for positions of high complexity is fairly difficult, and the 
interview needs to be carefully pretested (something that has not been consis­
tently done in the studies available in the literature).

Huffcutt et al. (2004) also investigated the moderating influence of study for­
mat (i.e., predictive vs. concurrent) on SI and BDI validity. They found that, 
across both SI and BDI studies, predictive studies had a mean validity that was
0.10 lower on average than that for concurrent studies. Their results appear to 
support Schmitt, Gooding, Noe, and Kirsch’s (1984) hypothesis that, with many 
predictors, the indirect restriction assumed to occur in concurrent designs 
(through attrition and promotion) may be less severe on average than the direct 
restriction of range that commonly occurs with predictive designs. More recent 
investigations appear to provide further support for their hypothesis, such as 
Hough’s (1998) finding that the mean validity for concurrent personality inven­
tory studies was 0.07 higher than the mean validity for predictive personality 
inventory studies.

Several important conclusions emerge from the research cited in this section, 
all of which support the general idea that validity is not necessarily constant for 
all Sis and BDIs. Rather, it would appear that: (a) higher overall BDI validity 
results when detailed, question-specific rating scales are used instead of dimen­
sional scales rated after the interview; (b) whereas BDI validity seems relatively 
robust in relation to job complexity, SI validity is more sensitive with positions of 
high complexity and careful development (including pretesting) is strongly 
advised; and (c) interview developers can expect noticeably lower validity for both 
the SI and BDI formats if a predictive design is used and if a correction for range 
restriction is not made.

Note that use of panel versus individual interviews was not mentioned in this sec­
tion. This is because there is no empirical research currently available comparing 
them specifically for Sis and BDIs. Given the exceptional interrater reliability typi­
cally observed for situational interviews (Buchner, 1990; Latham, 1989; Weekley & 
Gier, 1987), we would predict little difference between panel and individual inter­
views. Given the lower reliability typically observed for BDIs in which dimensional
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ratings are made after the interview (Moscoso & Salgado, 2001; Motowidlo et al., 
1992), use of an interview panel could make more of a difference.

Subgroup Differences

The subgroup difference benchmark by which selection predictors are measured is 
mental ability tests, because they exhibit very large subgroup differences. As noted in 
the book The Bell Curve. Intelligence and Class Structure in American Life 
(Hermstein & Murray, 1994), the difference between majority and minority racial 
groups on mental ability test scores tends to run about one standard deviation (see 
also Hunter & Hunter, 1984; Sackett & Wilk, 1994; Schmitt, Clause, & Pulakos, 1996). 
Such a difference is extensive and can have a profound impact on hiring outcomes. 
A difference of one standard deviation, for instance, results in the standing where the 
average person in the minority group (i.e., one at the 50th percentile) has a test score 
that is equivalent to a person at the 16th percentile in the majority group.

So how do structured interviews fare in terms of group differences? Moscoso 
(2000) wrote an excellent narrative review on the topic. Across a relatively small 
but definitive body of research, she noted a general consensus that subgroup dif­
ferences are associated with employment interviews, but not at the same level as 
with ability tests. In an empirical investigation, Huffcutt and Roth (1998) found 
that minority members received ratings on an SI that on average were 0.20 stan­
dard deviations lower than those for majority members (eight studies) and ratings 
on behavior description interviews that on average were 0.10 standard deviations 
lower than those for majority members (six studies).

Subgroup differences are influenced by the placement of the measure in the 
selection process. Interviews are typically the last step in a multi-step selection 
process. Applicants eligible to be interviewed have already survived several selec­
tion hurdles (e.g., cognitive ability testing, assessment center). This prescreening 
prior to the interview results in much smaller subgroup differences in the inter­
view. If the interview were moved to an earlier part of the process, the magnitude 
of subgroup differences would likely be substantially larger (Roth, Van Iddekinge, 
Huffcutt, Eidson, & Bobko, 2002).

Clearly, Sis and BDIs appear to be attractive with regard to subgroup differ­
ences. They provide essentially the same level of validity as mental ability tests, but 
do so with smaller subgroup differences. Thus, from legal and societal perspec­
tives, there is much to recommend use of these approaches in employment selec­
tion. However, it should be noted that placing the interview at the end of a 
multiple-hurdle selection procedure might mask subgroup differences that may 
exist. Also, these are general trends and any one study could exhibit a much larger 
level of subgroup differences.

HOW TO CREATE STRUCTURED INTERVIEW QUESTIONS

In this section, we describe a basic methodology for developing structured inter­
view questions, regardless of whether they are Sis or BDIs. We then describe unique



7. EMPLOYMENT INTERVIEWS 191

procedures for Sis and BDIs. We recognize that there are other approaches to devel­
oping structured interviews; the procedures described here have been used suc­
cessfully by numerous researchers and practitioners.

Basic Methodology

This section describes the basic methodology for developing structured interview 
questions. Please note that we do not address the issue of how many questions to 
write for a given position, because that depends on contextual factors such as the 
type of position and the amount of time targeted for the interview Nor do we 
address the issue of differential weighting across questions. Most structured inter­
views are scored by giving all questions equal weight (e.g., a simple sum). 
Differential weighting may make sense in certain situations, especially if there are 
differences in the relative importance of the knowledge, skills, and abilities (KSAs) 
associated with a given position, but it will not be addressed in this chapter.

Structured interview questions usually are developed from the results of some 
type of formal job analysis, particularly using the methodologies described in 
chapter 3. Feild and Gatewood (1989) provided two reasons to use job analysis 
data when developing a structured interview for selection: (a) The use of job 
analysis results serves to enhance the effectiveness of the interview as a selection 
tool and (b) the use of a content-related development strategy aids in compliance 
with legal guidelines for measures used in personnel selection.

Critical incident job analysis (Flanagan, 1954; described in chap. 3) is fre­
quently used to identify and define the behavioral dimensions around which 
interview questions are organized. Using this method, large numbers of critical 
incidents describing effective and ineffective performance are collected. These 
incidents are then sorted, by similarity of behavior, into categories that comprise 
and define performance dimensions.

However, there are two potential limitations with using just critical incidents. 
One is that only relatively few of them will actually be used to form interview ques­
tions. The other is that there may not be critical incidents (or at least suitable 
ones) for some of the dimensions of performance. For both of these reasons, 
there is the potential for inadequate coverage of the performance domain. By 
developing and including additional interview questions using other kinds of job 
analysis information (e.g., KSAs or tasks), the interview can be structured to cover 
the entire job domain more adequately. Job analysis procedures for identifying 
tasks, for determining required KSAs, and for linking these domains also are 
described in chapter 3.

Accordingly, Feild and Gatewood (1989) suggested a job content method that 
combines the use of KSAs with critical incidents to ensure adequate coverage of 
job requirements. In their approach, once tasks and KSAs are defined (see chap. 
4), KSAs are selected according to three criteria. Each KSA must be: (a) rated by 
subject matter experts (SMEs) as important for job performance; (b) acknowl­
edged by a majority of SMEs as essential for a newly hired employee on job entry; 
and (c) linked to the performance of at least one critical job task. KSAs meeting all
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of these criteria are used to define the content of the interview. Critical incidents 
are then collected in the context of these KSAs.

Feild and Gatewood (1989) suggested a four-step method for generating critical 
incidents that can, in turn, be used to develop structured employment interviews. 
First, a panel of SMEs who have had opportunities to observe individuals performing 
the job is assembled. The SMEs review the KSAs (those that meet the previous crite­
ria) to be assessed during the interview as well as the tasks associated with those 
KSAs. Then they describe, in writing, incidents of effective and ineffective job behav­
iors they have seen that reflect the KSAs and associated tasks. The second step con­
sists of having a second group of SMEs read each incident and allocate it to the one 
KSA they believe the incident best represents. Incidents that are not allocated to the 
same KSA by a certain percentage of the SMEs (e.g., 75%) are eliminated. This process 
of “retranslation,” or testing a performance structure, is described in chapter 3.

The third step consists of writing questions from the incidents retained in the 
second step, and specific steps for how to do this with Sis and BDIs are provided 
in subsequent sections. The fourth and final step consists of having SMEs think of 
persons whose performance on the job they would rate as outstanding, average, 
and poor, and provide written narratives describing how those persons would 
respond to each question. SMEs then rate the simulated responses and those 
responses on which there is a high degree of rater agreement are retained as 
anchors for the rating scale.

Situational Interviews

Latham et al. (1980) and Latham (1989) noted that the underlying assumption of 
the SI is that intentions are related to future behavior. Accordingly, the purpose of 
the SI is to identify potential employees’ intentions by presenting them with a 
series of hypothetical job-related incidents and asking what they would do in each 
situation. There are six specific steps involved in developing an SI:

1. Conduct a job analysis using the critical incident (and possibly other) 
techniques and group the incidents into clusters (or dimensions) based on 
similarity of behavior (Flanagan, 1954). Methods for collecting and analyz­
ing critical incidents are described in chapter 3.

2. Select one or more incidents from each cluster or dimension that exem­
plify performance in that cluster.

3. Turn each critical incident into a “What would you do if ...“ question.
4. Review the questions for comprehensiveness in terms of covering material 

identified in the job analysis.
5. Develop a scoring guide to facilitate agreement among interviewers on 

what constitutes a good, acceptable, or unacceptable response to each 
question.

6. Conduct a pilot study to eliminate questions to which all applicants give 
the same answers (i.e., the questions do not differentiate among applicants), 
or where interviewers do not agree on the scoring.
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As noted earlier, a panel of SMEs is created typically to accomplish the previous 
steps, particularly for Steps 2 through 5. SME panels often consist of job incum­
bents and supervisors with at least 6 months of experience or with adequate 
knowledge of the job requirements. The SME panel examines critical incidents 
collected from a job analysis. Then, for each dimension, SMEs choose an incident 
that they believe best represents the behavior identified in that dimension (Step 
2), and turn that incident into a question (Step 3). The amount of time allocated 
for the interview may dictate the number of questions actually used. Typically, this 
is done by selecting the best question(s) for each dimension, as determined by the 
SMEs. For jobs with large numbers of dimensions, the most important dimensions 
may need to be identified prior to generating questions.

The five critical incidents shown next were collected as part of a job analysis 
for the job of apprentice electrician. The percent of SMEs who sorted each inci­
dent into the “Working Hard, Taking Initiative, and Being Responsible” dimension 
is shown in brackets after each incident:

1. An apprentice was working on site lighting. The journeyman did not show 
up for work that day, so the foreman did not have anyone to help the 
apprentice. The apprentice said there was enough work to do that day and 
that no one needed to provide help. The apprentice had a very productive 
day and got a lot done. The foreman thanked the apprentice for the effort 
and said it was a great job. [82%]

2. The wiring of a department store was in the beginning stages. During the 
winter, the temperature was between 0 and 20 degrees below 0 for about 
2 weeks. The apprentice was running feeders out of the main distributor 
in a building that had no roof. The apprentice worked each day wearing 
weather protective clothing and was able to keep a respectable pace and 
the job was finished 1 week early. [89%]

3. An apprentice was hired by a foreman and told to be on time for work every 
day. The apprentice showed up for work late 3 days in a row and always had 
an excuse. The foreman did not say anything, but docked the apprentice on 
the next paycheck. The apprentice was never late again. [70%]

4. An apprentice was busy working one day and several journeymen decided 
to start pitching quarters to a wall (gambling). They invited the apprentice 
to join them. The apprentice gave in and decided to pitch quarters with 
them. The apprentice lost over $6 in quarters, but still got paid for a full 
day. The employer lost almost a half-day of work. [84%]

5. A ditch was being trenched to supply power for a new building. It was a 
hot summer with frequent showers adding to the delay in the work that 
was already running behind schedule. Two apprentices were piping six 
parallel runs of 4-inch PVC under the supervision of a journeyman. While 
in the ditch, one of the apprentices constantly encouraged coworkers by 
having a positive attitude and remaining upbeat. The project was moved 
closer to completion through the apprentice’s attitude benefiting the project 
by encouraging the others to remain constantly at work. [92%]
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Four of the preceding five critical incidents were allocated to the “Working Hard, 
Taking Initiative, and Being Responsible” dimension by more than 75% of the 
SMEs, and therefore they were available for use as interview questions. Although 
Critical Incident 4 was not the incident with the highest percentage of SME agree­
ment, it did garner more than 75% agreement and consequently could be used as 
the basis for an interview question. A situational question that might be developed 
using this incident is: “You have been assigned to a job with several journeymen. 
While still on the job, you notice several of them goofing off. You know that you 
are falling behind on the schedule to complete the project. What would you do?” 
After several questions are created for each performance dimension, the questions 
are read aloud to the group to ensure the SMEs agree that the questions fit the 
dimension and will elicit responses that differentiate among applicants. Through 
group consensus, one or two interview questions are selected for each dimension 
to ensure comprehensiveness of coverage (Step 4).

To create a scoring guide for each question (Step 5), each SME independently 
assigns benchmarks to each answer. That is, experienced SMEs are instructed to 
assign a “5” to responses they have actually seen demonstrated by outstanding 
employees (or heard them say in an interview), a “1” to responses they have seen 
or heard from people who were very poor performers, and a “3” to responses they 
have seen or heard from people who were mediocre performers. Alternately, if 
SMEs have not seen or heard an employee in a particular situation, which does 
happen periodically, they are instructed to think of people they know who are out­
standing, poor, and mediocre on the job and to indicate how they think the per­
son would respond if they were in that situation. Each person then reads their 
benchmarks to the other group members. After group discussion, consensus is 
reached on the benchmarks that will actually be used. Using these benchmark 
answers, rating scales are constructed. Figure 7.1 shows a rating scale in which 
SMEs described how employees at various levels of competence might answer the 
question posed earlier using Critical Incident 4 to assess the “Working Hard, 
Taking Initiative, and Being Responsible” dimension.

After the questions and rating scales are developed, a pilot study (Step 6) is 
conducted to ensure that the questions yield useful responses. Sometimes, SMEs 
with a lot of job experience develop questions that an applicant could not answer 
without some amount of job knowledge. Therefore, questions need to be tested 
on individuals with characteristics similar to those of potential applicants (e.g., 
similar amounts of job experience).

Behavior Description Interviews

Development of BDI questions closely parallels that of SI questions. There are two 
major differences, however, which relate to Steps 3 and 5, respectively. These dif­
ferences are discussed next.

Step 3 in the situational section was to turn each critical incident into a “What 
would you do if ...“ question. Given the past rather than future focus associated 
with BDI questions, this step would now be to turn each critical incident into a 
“Tell me about a time when you ..." question.
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LOW

Interviewee indicated 
that he or she would 
join the journeymen 
because they have 
been around longer 
and know the “ins and 
outs” of how to get the 
job done in a hurry 
and if it’s okay for the 
journeymen to goof 
off occasionally, then it 
should be okay for the 
apprentices.

1

MEDIUM

Interviewee said that he 
or she would watch the 
journeymen and see if 
they got in trouble. He 
or she would continue 
to work on the job and 
probably would not tell 
the foreman about the 
situation later.

2 3 4

HIGH

Interviewee said that 
he or she would not 
join the journeymen 
and would tell the 
foreman about the 
situation later. They 
were clearly losing 
money due to lower 
productivity and he or 
she did not want to 
be a part of it.

5

FIGURE 7.1 Example of a rating scale for scoring situational interviews on the 
dimension working hard, taking initiative, and being responsible.

Step 5 in the situational section was to develop a scoring guide for each ques­
tion, typically with benchmarks at the 1, 3, and 5 scale points. As originally devised 
by Janz (1982), responses to BDI questions are not rated individually. Rather, 
responses to clusters of questions for a given dimension (e.g., leadership) are 
rated collectively using a more general rating scale that typically does not have 
behavioral anchors. In more recent times, some researchers have developed a 
standardized scale with benchmarks for each BDI question (e.g., Campion et al., 
1994), in which case responses would be rated individually by question as is done 
with the situational format.

There is one additional difference between Sis and BDIs that should be dis­
cussed, and that is probing. As originally devised by Janz (1982) and Latham et al. 
(1980), interviewers typically do not probe responses to situational questions but 
can probe responses to behavior description questions. Results of the Huffcutt 
and Arthur (1994) meta-analysis suggest that either approach works fine, although 
more recently some interview developers have not allowed probing with behavior 
description questions either, in order to standardize the two formats (e.g., 
Campion et al., 1994).

To illustrate the BDI process, a critical incident written by a SME during a job 
analysis is shown here. The incident was sorted by 85% of SMEs into a dimension 
called “Ability to Plan and Organize Tasks to Meet Deadlines”:

An experienced journeyman and apprentice were given a job to terminate 
about 32,500-kc mil cables in the back of a 2,000-amp switchgear. The fore­
man was pushing the men to get as much work done as possible in the least
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LOW

Responses showed 
limited use of potential 
human and material 
resources. Answers 
suggested that 
respondent may work 
harder, but that work 
may not be completed 
to specifications and 
would involve little 
cooperation with other 
employees to complete 
the job more efficiently 

1

MEDIUM

Responses suggested 
some use of human and 
material resources, but 
the work may have been 
somewhat inefficient. 
Responses involved 
some limited 
cooperation with others. 
Work was of average 
quality.

2 3 4

HIGH

Responses indicated 
a great deal of 
resourcefulness in terms 
of both human and 
material resources. The 
respondent cooperated 
with supervisors and 
peers to accomplish 
work in an efficient, 
timely manner. Work 
was of high quality.

5

FIGURE 7.2 Example of a rating scale for scoring behavior description interviews 
on the dimension ability to plan and organize tasks to meet deadlines.

amount of time. Before beginning the job, the journeyman planned what to 
do and explained to the apprentice how to lay the cables efficiently. The 
journeyman terminated the cables first, working carefully and taking time to 
be neat, then supervised the apprentice. The job was done in enough time 
to satisfy the foreman and the finished product was electrically safe. The 
apprentice also learned the importance of having a good plan before jump­
ing into a big project.

A structured behavior description question using this critical incident might be: 
“Tell me about a time when you were given a tight deadline for a project you were 
working on. What did you do?”

If an interviewee provides insufficient information about an incident in 
response to this question, interview probes might be: “What did you do then?” 
(this probe is designed to solicit the action, if the applicant only describes the sit­
uation), or “What was the result of what you did?” (this probe is designed to solicit 
the outcome, if the applicant describes the situation and the action but does not 
describe the result).

As noted earlier, responses to behavior description questions can be rated 
either individually using anchored scales similar to those used in Sis or they can 
be rated collectively by job dimension. Figure 7.2 shows an anchored scale that 
could be used to rate responses on the dimension “Ability to Plan and Organize 
Tasks to Meet Deadlines.”
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SUMMARY

In summary, there is much to recommend both of these structured interview 
formats. Both have a demonstrated track record of validity, both are grounded in 
theory, and both can be constructed to assess the same job dimensions (e.g., 
Morgeson, Reider, & Campion, 2002). Two caveats to this rosy picture come from 
the results of the Huffcutt et al. (2004) study. One is that researchers should exert 
caution when interpreting results in a predictive design because the resulting 
validity could be an underestimate (at least relative to a concurrent design). The 
other is that for positions of high complexity, development of situational ques­
tions should be done with a certain degree of rigor or there could be a resulting 
drop in validity.
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OVERVIEW

Background data items, in which individuals are asked to recall and report their 
typical behaviors or experiences in a referent situation likely to have occurred ear­
lier in their lives (Mumford & Owens, 1987), represent a standardized paper-and- 
pencil technique for collecting life history information (Nickels, 1994). An item 
might ask, “How many books have you read in the last year?” or “How often have 
you fixed broken appliances?” To answer these questions, people choose the 
answer from a predefined list of alternatives that provides the best description of 
their past behavior and experiences.

Background data questions have been extensively used in personnel selection 
(Owens, 1976). Reviews by Ghiselli (1973), Hunter and Hunter (1984), Mumford 
and Owens (1987), Reilly and Chao (1982), Robertson and Smith (2001), and 
Schmidt and Hunter (1998) indicate that background data measures are effective 
predictors of job performance, typically yielding criterion-related validity coeffi­
cients in the .40 to .50 range. In addition, as Mitchell (1994) and Mount, Witt, and 
Barrick (2000) pointed out, background data scales appear to have incremental
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validity over traditional aptitude and ability measures. Furthermore, recent research 
has demonstrated the generalizability of biodata across situations (Dalessio, Crosby, 
& McManus, 1996), organizations (Carlson, Scullen, Schmidt, Rothstein, & Erwin,
1999), and gender (Wilkinson, 1997).

Background data items often are used for purposes other than personnel selec­
tion. For example, Gessner, O’Connor, Clifton, Connelly, and Mumford (1993) 
and Gessner, O’Connor, Mumford, Clifton, and Smith (1995) have shown how 
background data items can be used to identify developmental events that lead to 
destructive tendencies and life situations likely to provoke expression of these 
tendencies. Other studies by Schaefer and Anastasi (1969), Mumford, O’Connor, 
Clifton, Connelly, and Zaccaro (1993), and Oswald, Schmitt, Kim, Ramsay, and 
Gillespie (2004) indicated that these items can also be used to examine the devel­
opment of leadership, creativity, and college student performance.

In this chapter, we describe the development and use of background data items 
in the context of personnel selection. In the first section, we discuss personnel 
selection issues and describe different types of item content, the kinds of ques­
tions that stimulate accurate recall, and different methods of scaling items. In the 
second section of this chapter, we discuss the psychometric characteristics of 
background data items. Finally, in the last two sections we explain how to gener­
ate background data items and how to scale items after pretesting.

PERSONNEL SELECTION ISSUES

In this section of the chapter, we describe the relevance of various items to the 
job, the potential for examinees to use these measures to present themselves in a 
favorable light (i.e., faking), various kinds of item content, the ability of examinees 
to recall life experiences, alternative formats for background data items, and vari­
ous scaling methods.

Item Relevance

When background data items are used for personnel selection, a variety of issues 
needs to be considered. Background data items should be developed that 
describe situations to which all groups of applicants have had potential exposure 
(Stone, Stone-Romero, & Eddy, 1995). Restrictive situations, to which only a priv­
ileged few would have been exposed, create the perception of bias and are of little 
use in comparing applicants (e.g., questions about yacht clubs). Furthermore, 
items should be written in a way that minimizes social stereotyping. For example, 
questions such as “To what extent do you enjoy knitting?” or “To what extent do 
you enjoy football?” are inappropriate. In personnel selection, the concern is the 
individual, not the individual’s environment (Guion, 1966). Therefore, it is com­
mon practice to focus on behavior and experiences that are under the individual’s 
control (e.g., things a person did rather than things done to the person; Gandy, 
Dye, & McLane, 1994; Mael, Connerley, & Morath, 1996).
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Faking

When applying for a job, there is a tendency to present oneself in the best way 
possible. Thus, applicants may respond to questions in a way that they think an 
employer would consider favorable to obtain a higher score (i.e., faking). 
Although the extent to which faking affects the validity of background data mea­
sures is unclear, the need to obtain an accurate appraisal of life histories has led 
to a number of attempts to minimize faking (Kluger & Colella, 1993; 
Lautenschlager, 1994). One way to control for the effects of faking is through the 
use of statistical techniques. For example, Norman (1963) showed how items can 
be weighted to control for faking. The weighting essentially assigns mean scores 
to deceptive answers.

Another method of controlling faking concerns the items themselves. For exam­
ple, including impossible life event items (e.g., “Did you ever win a [nonexistent] 
award?”) is a strategy used to control for faking. Kilcullen, White, Mumford, and 
Mack (1995) found that background data items are less likely to be subject to faking 
than personality items requiring projections about future behavior. Klein and 
Owens (1965) found that applicants were less likely to fake when they had an 
incomplete picture of the job and items that could not readily map onto this ideal­
ized picture. Other work by Shermis, Falkenberg, Appel, and Cole (1996) found that 
faking can also be reduced by writing items that meet the following criteria: The 
items should be objective, have low to moderate social desirability, reference time 
periods that are neither vague nor overly specific, and have noncontinuous 
response options. To support this claim, Mumford (1994), in a study of foreign ser­
vice applicants, found that faking was reduced when applicants could not find obvi­
ous “right” and “wrong” answers to background data items. Faking on background 
data items also might be minimized by avoiding the use of “loaded” items that are 
linked to stereotypic ideas of the job. A related issue concerns minimizing the use 
of items that are likely to elicit socially desirable responses. Appropriate and inap­
propriate items that address these issues are shown in Table 8.1.

The type of faking controls just described are appropriate when the construct 
being measured requires subjective judgment. In many cases, background data 
items can be written to capture verifiable, factual aspects of life history. Asher 
(1972) and Mael and Hirsch (1993) stated that objective and potentially verifiable 
items are less likely to be faked when applicants believe that their responses might 
be verified. An example of a verifiable item would be: “What was your grade-point 
average in high school?”

In recent years, research has been conducted in the area of social desirability 
and answer elaboration. An alternative approach was suggested by Schmitt and 
Kunce (2002). They argued that asking participants to elaborate on answers to 
non-cognitive test items results in lower scores. In their study, four forms of a new 
selection instrument were distributed to examinees for a federal civil service posi­
tion. In the first form, no elaboration was required. In the second form, respon­
dents were asked to elaborate on 17 items scattered throughout the first half 
o f the form. In the third form, elaboration was requested for 18 items scattered
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TABLE 8.1
Examples of Appropriate and Inappropriate Items That Address Faking Issues

Faking Issues Appropriate Items Inappropriate Items

Restrictive How many of the following How often have you been 
activities have you participated scuba diving in the past 
in during the past year? year

1. Sky diving
2. Scuba diving or snorkeling
3. Hiking
4. Camping

Social Stereotyping How important has it been 
for you to have co-workers 
who showed an interest in 
your projects?

How often have you 
enjoyed working with 
women who were very 
nurturing?

Controllability When choosing houses or 
apartments, how likely 
are you to look in 
uncrowded suburbs or in 
the country?

What was the size of the 
town in which you grew up?

Job Relevance How many days per week do 
you typically stay late to 
finish something at work?

How many times per month 
do you go to church?

Verifiable What was your average pay 
raise over the last five years?

Are you typically seen as a 
better performer than your 
peers?

Social Desirability How often have you gone 
out of your way to spend 
time with unpopular 
colleagues?

How important has it been 
for you to be friends with 
your co-workers?

Loaded How often have you 
continued to put in extra 
time on a project to 
compensate for mistakes 
made by management?

How hard have you worked 
on assignments?

throughout the second half of the form. The fourth form required elaboration on 
the 35 items in the second and third forms. Schmitt and Kunce (2002) found that 
asking applicants to elaborate their answers to a non-cognitive item resulted in a
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reduction of socially desirable responding by approximately .60 standard deviation 
units. Similar findings were reported by Schmitt et al. (2003). Schmitt and Kunce 
(2002) also found that when items were embedded among those that were elab­
orated and when these elaborated items were presented in the first half of the test, 
lower scores were observed.

Item Content

Background data measures represent an assessment technique in which items are 
defined by the nature and structure of people’s lives as they unfold over time 
(Mumford, Reiter-Palmon, & Snell, 1994). Most theorists suggest that people’s life 
histories unfold as a dynamic interaction between characteristics of the individual 
and the situations to which the individual has been exposed (Caspi, 1987; Lerner
& Tubman, 1989; Magnusson, 1988; Schooler, 1990). Thus, individual character­
istics influence perceptions of the environment, the kinds of situations encoun­
tered, behavior in these situations, and the outcomes of situational exposure 
(Mumford, Costanza, Connelly, & Johnson, 1996). The outcomes of this interac­
tion, through mechanisms such as learning, memory, and cognition, lead to 
changes in individual development. These changes, however, often tend to be self­
reinforcing as people seek out situations in which their existing characteristics will 
contribute positively to performance.

Expanding on the idea of an interaction between individual characteristics and 
situational influence, Ligon (2004) argued that select life events, for example, 
turning point and anchoring events (McAdams, 2001), will influence narrative 
construction and thus the course of people’s careers. In a study of outstanding 
leaders they found that these narrative, or self-definitional, life events could pre­
dict leader performance across a wide variety of dimensions.

In addition to positive biodata items, in which items are generated to reflect 
positive instances of behavior in non-threatening situations, recent research has 
demonstrated that reactions to negative life experience may provide potential for 
developing biodata item content (Hough & Oswald, 2000). For instance, Dean, 
Russell, and Muchinsky (1999) argued that life experience learning, through 
learning aids, time, and failures, helps the individual to respond effectively to neg­
ative life events and constitutes important steps in development.

Background data items specify situations likely to have occurred in a person’s 
life, and then ask about that person’s typical behavior in the situation (Allworth & 
Hesketh, 1999; Mumford & Owens, 1982). Eight types of questions are typically 
asked: (a) situational exposure, (b) situational choice, (c) behavior in a situation, 
(d) reactions to a situation, (e) other people’s reactions to a situation, (f) out­
comes of situational exposure, (g) life narratives (turning point events), and (h) 
negative life experiences. Examples of these eight types of item content that assess 
the constructs of Openness to Experience and Achievement Motivation are shown 
in Table 8.2.

Because people’s lives are complex and varied, one could develop thousands 
of background data items to predict performance for any given job. To develop a
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TABLE 8.2
Eight Types of Background Data Item Content

Item Type Openness to Experience Achievement Motivation

Situational
exposure

Situational
choice

Behavior in 
situation

Reactions to a 
situation

Others’ reactions 
to a situation

Outcomes associated 
with situational 
exposure

Life narratives 
(turning 
point events)

Negative life 
experiences

How many times did your 
family move while you 
were in grade school and 
high school?

How often have you taken 
a class simply to learn 
something new?

How often have you 
looked for a new way to 
complete an assignment?

How much have you 
enjoyed meeting new 
people at parties?

How often have people 
described your approach 
to problems as different 
or unusual?

How many times has a 
project you worked on 
resulted in a patent or 
publication?

How often has your work 
role significantly changed?

How many times have you 
been involved in a merger, 
acquisition, or downsizing?

How much encouragment 
did your parents give you 
when you were trying to 
do something new?

How many difficult classes 
did you take in high 
school?

How often have you put 
aside other tasks to com­
plete a difficult assigment?

To what extent have you 
felt proud after completing 
a difficult assignment?

How often has your super­
visor thanked you for 
putting in extra time on a 
project?

How often have you been 
asked to step in when 
someone else was having 
difficulty finishing a piece 
of work?

How many times have you 
had a dramatic increase in 
work responsibility?

How many times have 
you fallen short of your 
goals?

manageable number of items, background data items are typically generated that 
tap specific predictor constructs thought to underlie performance (Stokes & 
Cooper, 2001). Such constructs usually are identified through job analysis 
(Allworth & Hesketh, 1999; Mount et al., 2000; Schmitt & Pulakos, 1998; Stokes
& Searcy, 1999; West & Karas, 1999), as described in chapter 2, by having subject
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matter experts brainstorm lists of knowledges, skills, abilities, and other charac­
teristics (KSAOs). Thus, items may be generated to assess Openness to Experience 
if we are interested in predicting the performance of behavioral scientists; items 
examining Attention to Detail may be useful for predicting performance in cleri­
cal jobs; and items examining Willingness to Work in Extreme Weather Conditions 
may be useful for predicting performance in outdoor jobs, such as apprentice 
electrician.

Background data items do not directly ask individuals to evaluate their relative 
standing on a particular construct. Instead, such items ask how a construct might 
have manifested itself in different situations (Mumford, 1999). Because people 
behave differently from one situation to the next, the situational bounding of 
background data items is a critical consideration in developing reliable and valid 
background data measures. Questions typically examine how the variable mani­
fests itself across a range of situations (e.g., work, school, leisure activities, family, 
and friends; Epstein & O’Brien, 1985). Responses to a particular background data 
item are of little use; it is the pattern of responses across different situations that 
enables valid and reliable prediction (Mumford et al., 1996). Thus, most back­
ground data inventories contain between 10 and 30 questions to assess a given 
construct. The number of constructs measured using background data items 
depends on the testing time allowed, as well as other measures in a battery that 
assess similar constructs. Chapter 4 describes the development of test plans, in 
which the measurement methods for assessing various constructs are specified.

To interpret responses to background data items, relevant questions must be 
asked about life situations. Because the situations individuals are exposed to 
change over time, and because people from different backgrounds may be 
exposed to different types of situations (Ferguson, 1967; Revo, 1976), different 
items may need to be written to measure a construct (e.g., achievement motiva­
tion) for different age groups and organization levels (e.g., apprentice electricians 
vs. journeymen electricians). It is essential to tailor item content to the situations 
to which members of the applicant pool are likely to have been exposed. Two sets 
of example items measuring Conscientiousness follow. In the first set, the con­
struct is assessed for two different age groups; in the second set, the construct is 
assessed for two different kinds of jobs. All four questions are of the item type 
Behavior in a Situation (see Table 8.2).

Age groups:
Adolescence: How important was it for you to get As and Bs in your high school 
classes?
Adulthood: How important has it been for you to get ratings of “excellent” on 
your performance evaluations?

Different kinds of jobs:
Apprentice electrician: How important has it been for you to inventory your 
tools at the end of the day?
Journeyman electrician: How frequently have you been able to complete 
construction projects on time and within budget?
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Recall of Life Experiences

Because responding to background data items relies on individual memory, it is 
important to consider what people remember about their lives and how those 
memories are retrieved (Asher, 1972). A number of studies have examined the 
nature and structure of autobiographical recall (Barsalou, 1988; Conway, 1990; 
Kolodner, 1984; Odegard, Lampinen, & Wirth-Beaumont, 2004; Reiser, Black, & 
Abelson, 1985; Robinson & Swanson, 1990). These studies indicate that autobio­
graphical memory is organized and recalled in terms of categories reflecting dif­
ferent types of goal-relevant events (e.g., taking a vacation). These event 
categories provide summary information about key actions and relevant goals and 
include information about participants, locations, outcomes, and affect. Both tem­
poral sequencing and event similarity may be used to organize the event sum­
maries that provide the working raw material for autobiographical memory 
(Clifton, Mumford, & Baughman, 1999; Koriat, Goldsmith, & Pansky, 2000).

Several studies have documented the ability to recall prior behavior and expe­
riences using background data items. In one study, Shaffer, Saunders, and Owens 
(1986) asked undergraduates to complete 118 background data items. The under­
graduates’ parents were also asked to describe their children using the same 
items. Generally, a high level of agreement was observed between the undergrad­
uates’ and parents’ responses, although somewhat greater agreement was found 
when people were asked to report about observable behavior rather than subjec­
tive feelings. Other studies by McCrae and Costa (1988) and Roberts, Block, and 
Block (1978) also provide evidence for the surprising accuracy of autobiographi­
cal recall, at least when there is no motive for faking.

Accurate recall is facilitated when background data items are structured to be 
consistent with the nature of autobiographical memory. Clifton (1994) found that 
more accurate recall was observed on background data items written to capture 
summaries of past behavior than on items written to capture summaries of dis­
crete, somewhat atypical events. He found that background data items linked to 
the goals and outcomes of people’s actions were associated with better recall than 
items that asked people to report past behavior out of context. Clifton et al. 
(1999) found further support demonstrating that people could consistently recall 
and accurately report general summaries of activities and reactions to a selected 
task. More specifically, the basic working components of autobiographical mem­
ory are event summaries, reflecting multiple instances of goal-related behavior.

Several conclusions can be drawn about the nature of effective background 
data items. These conclusions stem from research on the nature of autobiograph­
ical memory. First, good items should seek to assess event summaries, not nar­
rowly defined behaviors. Second, items should reflect goal-relevant behavior and 
experiences, rather than behavior and experiences taken out of context. Third, it 
may be useful to provide temporal or event organizers (e.g., in high school). 
Fourth, items should focus on salient, developmentally significant events, rather 
than on routine events. Fifth, items should focus on recent events (i.e., those 
occurring in the last few years), rather than on events that occurred some time



8. BACKGROUND DATA 209

TABLE 8.3
Examples of Background Data Items That Encourage 

Good and Poor Levels of Recall

Item Types Good Recall Poor Recall

Event summaries How often were you able to 
improve your grades in a 
class when you did poorly 
on the first test?

How much did you improve 
your grade on your algebra 
test?

Goal relevant How often have you been 
angry with someone who 
took advantage of a 
coworker?

How often have you been 
angry?

Event organizers When meeting new people, 
how easy is it for you to 
introduce yourself?

How easy is it for you to 
introduce yourself?

Relevant events How difficult was it for you 
to learn calculus in college?

How difficult was it for you 
to learn addition in 
elementary school?

ago. Examples of background data items that encourage good and poor levels of 
recall are shown in Table 8.3.

Alternative Formats

Although background data items are commonly used in personnel selection to 
assess differential characteristics of people, background data items may also be 
developed with a number of other applications in mind. For example, Mumford 
et al. (2005) sought to identify the career events shaping the performance of bio­
logical, physical, social, and life scientists. They found that background data items 
could be written to capture significant life events shaping scientific careers such 
as exposure to mentors (e.g., in the case of electricians, an event may involve 
family members showing one how to work with electrical equipment in high 
school). The findings obtained by Mumford et al. (2005) indicate that these types 
of items may be effective predictors of long-term career achievement.

Mumford, Connelly, Helton, Strange, and Osburn (2001) examined the ability 
of background data items to capture work experiences that influence the devel­
opment and expression of performance potential. They developed items to mea­
sure exposure to work context variables that would influence integrity. For 
example, a typical integrity item might ask, “How many job sites have you worked 
on where people regularly borrowed tools to complete personal projects?” They 
found that these work context exposure items were effective predictors of 
integrity-related decisions as assessed in a job-simulation exercise.
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Scaling Methods

After items are pretested on a sample of examinees, the item data are used to 
group items into categories or scales. The psychometric characteristics of four 
methods for scaling items are described in the next section, and methods for actu­
ally scaling items are described later in this chapter. We provide a brief description 
here to introduce each scaling method.

Empirical scaling procedures typically are used to select and weight items on the 
basis of their ability to differentiate membership in higher and lower performing 
criterion groups (Hogan, 1994; Mount et al., 2000). Rather than understanding 
constructs that account for prediction, predictive efficiency is established through 
demonstrated prediction of criterion performance. In the rational scaling 
approach, the test developer identifies and defines an individual difference variable 
(based on job analysis, as described in chap. 2) and writes questions to elicit infor­
mation regarding the manifestation of the characteristic (Hough & Paullin, 1994). 
Item inclusion is based on the test developer’s judgment of the relevance of the item 
to the characteristic or constructs (Allworth & Hesketh, 1999). The factorial scaling 
approach assumes that some basic structure of individual differences exists and that 
this structure can be discovered through factor or cluster analysis (Burisch, 1984). 
As such, the internal structure of the item pool determines the placement of an item 
with a particular scale and its direction of keying (Schoenfeldt, 1999). Subgrouping 
procedures identify groups of individuals whose prior behavior and experiences are 
similar enough to be summarized with little loss of information about individual 
group members (Hein & Wesley, 1994). Subgroups are defined by the items through 
the application of profile similarity measures (e.g., distances and correlations) and 
clustering algorithms.

Recent research, such as West and Karas (1999) and Gammie (2000), has 
attempted to combine methods for scaling biodata items. Items were rationally 
developed and then selected for use in the final biodata measure through empir­
ical keying. Using this approach, validities in the range of .23 to .56 were obtained 
with similar cross-validities. Stokes, Toth, Searcy, Stroupe, and Carter (1999) com­
bined rational and factorial scaling to develop a Salesperson Biodata Questionnaire 
(SBQ). The SBQ scales yielded validities in the range of .16 to .25 with appropriate 
criteria. However, care must be taken when combining methods to ensure 
that consideration of the weaknesses and strengths of each of the approaches is 
balanced.

PSYCHOMETRIC CHARACTERISTICS OF BACKGROUND DATA ITEMS

Background data measures have a number of psychometric characteristics that make 
them useful for predicting job performance. First, background data measures are 
highly reliable (Shaffer et al., 1986). Second, background data measures have 
acceptable levels of validity (Brown, 1994). Third, background data measures 
demonstrate adequate generalizable validity across situations (Carlson et al., 1999). 
Fourth, background data measures have less adverse impact on minority groups
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than many other types of measures commonly used to predict performance 
(Mumford & Owens, 1987). Following are discussions of these four characteristics.

Reliability

Empirical Scales. For empirical scales, in which items are weighted to the 
extent that they differentiate between desirable and undesirable criterion groups, 
test-retest is an important measure of reliability. The few studies that report test- 
retest reliability describe values ranging from .60 to .96, with the level being par­
tially determined by time between testing sessions and by item type (Brush, 1974; 
Chaney, 1964; McManus & Mitchell, 1987). Mount et al.’s (2000) 138-item biodata 
instrument yielded an estimated internal reliability coefficient alpha ranging from 
.54 to .81 across four scales.

Rational Scales. Internal consistency reliability is a major concern when devel­
oping rationally based or homogeneous scales. Research shows that rational scaling 
procedures yield reliable background data scales. Mumford et al. (1996) found that 
scales developed using these procedures produce internal consistency coefficients 
and in the low .70s (Douthitt, Eby, & Simon, 1999). Strieker’s (1989) final five 
biodata-based personality scales yielded coefficient alpha reliability estimates of .66 
to .78. Goldberg (1972) found internal consistency reliability values for 22 homoge­
neously developed scales ranging from .48 to .88, with a mean of .74. Karas and 
West’s (1999) scale of 139 items measuring six constructs produced coefficient alpha 
reliability estimates ranging from .70 to .96 for incumbent and applicant groups.

Factorial Scales. In factorial approaches, in which dimensions are discov­
ered empirically through factor analysis, it is important that the resulting dimen­
sions be internally consistent. Results of internal consistency analyses by Baehr 
and Williams (1967), Owens (1976), and Schoenfeldt (1999) suggest that typical 
dimension reliabilities are in the .70s range. A concern related to reliability is the 
consistency of factor structures when applied to new samples. Research suggests 
that different factor structures are likely for men and women (Owens, 1976) and 
for different age groups (Mumford et al., 1983). Given such differences, one might 
expect there to be different factor structures for different racial and ethnic groups, 
which can be problematic for applied selection purposes.

Subgrouping. This approach to biodata keying is based on the belief that 
people grouped on the basis of the pattern of their prior experiences will behave 
similarly in the future (Brown, 1994). The purpose of this method is to identify 
cohesive groups of people based on the similarity of their responses to biodata 
items. Concerning reliability, cluster analysis results will only be stable if the mea­
sures that are clustered are reliable. A concern with this approach involves the
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reproducibility of the subgroups in a new setting. Research reported by Mumford 
and Owens (1987) suggests relatively positive results for the subgrouping approach.

Validity

Empirical Scales. This approach to scaling biodata items tends to yield validity 
estimates that often are higher than other approaches (Asher, 1972; Henry, 1966; 
Mumford & Owens, 1987; Owens, 1976; Reilly & Chao, 1982; Schuh, 1967). For selec­
tion into the U.S. civil service, Gandy, Outerbridge, Sharf, and Dye (1990) reported the 
cross-validity (the predictor-criterion correlations that resulted from application of the 
scoring keys developed on each sample half to the independent half) of the Individual 
Achievement Record (IAR) to be .33 and .32. Litde shrinkage occurred in the validity 
coefficients and in the cross-validities, providing strong support for the robustness of 
the empirical keys developed on large samples (N = 13,000).

Rational Scales. Mumford et al. (1996) found that when rationally developed 
background data scales were used to predict performance, they yielded initial validi­
ties in the low .40s, which, when cross-validated, shrank by roughly .05 to .10 
points. Mumford and his colleagues indicated that the resulting scales showed con­
struct validity, yielding theoretically meaningful patterns of relationships with exter­
nal reference measures (Kilcullen et al., 1995; Mumford, Baughman, Threlfall, 
Costanza, & Uhlman, 1993). These validity coefficients are comparable to those 
obtained from empirical keys, and support the idea that rational scales and empiri­
cal keys are equally effective predictors of job performance (Hough & Paullin, 1994; 
Stokes & Searcy, 1999). Furthermore, Schoenfeldt (1999) found that rational scales 
resulted in less shrinkage in cross-validation than empirically developed scales. As 
Mumford and his colleagues pointed out, however, rational scales maintain the con­
structs underlying initial item generation. As a result, it becomes possible to accrue 
a wider range of construct validation evidence for rational scales, using techniques 
such as convergent and discriminant validation.

Factorial Scales. A concern when validating factorial scales is the likely dif­
ference in responses between applicant and incumbent samples. Basing develop­
ment efforts on an employee sample could yield scales that are only appropriate 
for current employees. Research suggests that validities can be substantial, though 
typically lower than those associated with empirical approaches (Fuentes, Sawyer, 
& Greener, 1989; Mitchell & Klimoski, 1982; Mumford & Owens, 1987). On the 
other hand, Schoenfeldt (1999) found evidence for the validity and cross-validity 
of factorially developed scales. The study yielded multiple correlations in the .25 
range with little shrinkage in the cross-validation group. Because items are scaled 
in terms of empirically identified constructs, a variety of construct validation 
analyses can be conducted that often are useful for theory development.
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Subgrouping. This technique involves clustering people together who have 
similar life histories. Responses are scaled by assigning respondents to the group 
that is most similar to their pattern of item responses. Research reported by 
Mumford and Owens (1987) has shown subgroup status to be a valid predictor in 
80% to 90% of the studies conducted, using criteria such as academic achievement, 
and vocational interests.

Generalizability of Biodata

The ability of biodata items and measures to generalize across situations (e.g., 
organizations) is an important consideration. At first glance it would seem that 
biodata would be situation specific. However, research has demonstrated that the 
validity of biodata measures is stable over time (Reiter-Palmon, 1996), across situ­
ations (Dalessio et al., 1996), and across ethnic and gender groups (Costanza & 
Mumford, 1993; Gonter, 1979; Wilkinson, 1997). Furthermore, there is evidence 
that biodata measures generalize for empirical scales (Dalessio et al., 1996), ratio­
nal scales (Stokes & Searcy, 1999), and factorial scales (Reiter-Palmon, 1996).

Schmidt and Rothstein (1994) conducted a meta-analysis using 79 validity coef­
ficients and found a mean true validity of .36 with ratings on ‘Ability to Perform,” 
and .34 with ratings on “Performance of Duties.” The standard deviations of true 
validities were .082 and .104, respectively; and the 90% credibility values were .26 
and .20, respectively. These findings show that valid biodata scales can be devel­
oped for multiple settings. Results of studies by Rothstein, Schmidt, Erwin, 
Owens, and Sparks (1990) and Harvey-Cook and Taffler (2000) suggest that bio­
data validity may not be specific to a particular organization and that validity may 
not be moderated by age, sex, race, education, tenure, or previous experience. 
They cautioned that their results do not indicate that the level of generalizability 
they found can always be expected from biodata, and that given conventional 
methods of biodata instrument construction, these results likely represent the 
exception rather than the rule.

Dalessio et al. (1996) examined the stability of a biodata scoring key and the 
underlying factor structure across two situations (United States and United 
Kingdom or Republic of Ireland). They concluded that the scoring key was equally 
valid across situations and the underlying dimensional structure of the instrument 
and the validity of these dimensions were transportable. Carlson et al. (1999) 
developed and keyed a biodata measure within a single organization and tested 
whether the measure and key could generalize to a different organization. Their 
results indicated that the validity of the biodata measures and the scoring key can 
be generalized.

Carlson et al. (1999) argued that the generalizability of biodata measures is 
contingent on three key considerations. First, is there adequate theory to assume 
that the biodata instrument could generalize to other populations? Second, is 
there a relevant bank of questions to be used? Third, does an adequate develop­
ment sample exist that is diverse?
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Subgroup Differences

Mumford and Owens (1987) and Pulakos and Schmitt (1996) indicated that back­
ground data measures exhibit smaller subgroup differences than many other types 
of measures commonly used to predict performance. To further support this 
point, recent research on specific applications of biodata, such as administration 
via an interactive voice response (IVR) system, indicated that this application did 
not result in subgroup differences (Van Iddekinge, Eidson, Kudisch, & Goldblatt, 
2003).

Reilly and Chao (1982) reviewed 11 background data studies that reported eth­
nic subgroup data and found significant mean differences in three cases. They 
concluded that for empirically keyed forms, a relationship exists between criterion 
mean differences and background data mean differences. Mean differences on 
background data will be smaller where criterion mean differences are smaller. 
This means that when there are relatively large differences in criteria (e.g., job per­
formance), there will be greater adverse impact than when there are smaller dif­
ferences in criterion performance.

Research on the IAR (Gandy et al., 1990) indicated that, on average, females 
scored slightly higher than males. In addition, Whites scored higher on average 
than African Americans and Hispanics; however, the differences in score levels 
between Whites and minority groups were small relative to those typically found 
on ability tests. No statistically significant differences in subgroup validities were 
found and comparisons of subgroup standard errors, regression slopes, and inter­
cepts (Cleary, 1968) failed to indicate any unfairness to minorities and gender 
groups (Wilkinson, 1997).

HOW TO GENERATE BACKGROUND DATA ITEMS

To develop background data items that provide a fair and accurate portrayal of an 
individual’s life history, one must identify how various characteristics of the indi­
vidual, particularly those differential characteristics likely to affect job perfor­
mance, have manifested themselves in the individual’s daily life. To do this, two 
key steps are required (Mumford et al., 1996). First, one must identify constructs 
that predict job performance. In chapter 2, we described how to identify KSAOs. 
After a list of KSAOs is developed, one must determine the appropriate method 
for measurement, as described in chapter 4. Second, hypotheses must be devel­
oped about why a given behavior or experience in a situation might serve as an 
appropriate marker of the target construct using our understanding of the con­
struct and available psychological theory (Messick, 1995).

There are two broad frameworks for identifying constructs leading to the 
development of background data items. In the person-oriented approach, con­
structs such as spatial ability and reading skills are used to develop background 
data items. For example, one might try to assess mechanical ability by asking, 
“Did you ever build a model airplane that flew?” This item, along with a number
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of other items intended to assess mechanical ability, might then be used to pre­
dict performance on a variety of jobs (e.g., electrician, engineer, computer pro­
grammer, automotive repairer) in which mechanical ability is known to be an 
important determinant of performance. Illustrations of this approach may be 
found in Mumford, O’Connor, et al. (1993), DuBois, Loevinger, and Gieser 
(1952), and Stokes et al. (1999).

In contrast, the job-oriented approach leads to the creation of items that focus 
on prior behavior similar to that found on the job. These questions center on the 
performance of duties and their associated tasks. Methods for identifying duties 
and tasks were described in chapter 3. Illustrations of the job-oriented approach 
to item development may be found in Hough (1984), Pannone (1984), and Stokes 
and Cooper (2001). For example, to assess organizational skills for journeyman 
electricians, one might ask, “To what extent do you take extra time to order 
enough materials to ensure sufficient supplies are on hand for a job?” Although 
this job-oriented approach typically yields items that have face validity, it may not 
be useful for entry-level positions in which most applicants lack relevant job expe­
rience. Because behaviorally oriented items tend to be highly loaded, care must 
be taken to minimize faking. Despite these concerns, the job-oriented approach, 
like the person-oriented approach, requires explicit hypotheses to generate back­
ground data measures likely to result in good prediction. In addition to consid­
ering the person-oriented and job-oriented approaches to generating items, it is 
important to consider the interaction between individuals and the situations to 
which they are exposed (Caspi, 1987; Lerner & Tubman, 1989; Magnusson, 1988; 
Schooler, 1990). Each individual has a different framework in which they operate 
in the world. Each outcome of an interaction leads to changes in the individual 
that will in turn affect future interactions. Students of adult development argue 
that this interaction has implications for item generation. First, this interaction 
enables identification of situations early in an individual’s life that exhibit a cer­
tain construct. Second, items can be developed that reflect differences in expres­
sion of a construct across situations. These items should then be aggregated 
across multiple situations to assess the different ways a predictor construct is 
expressed.

The remainder of this section describes four methods for generating back­
ground data items. We then describe item response formats and suggest methods 
for assembling a background data questionnaire. These procedures reflect prac­
tices that have resulted in demonstrably valid background data measures. Other 
methods may be feasible, depending on the purpose for which such measures are 
developed.

Construct-Based Item Generation

Once a set of constructs has been identified and defined, background data items 
can be developed. A procedure frequently used to develop items was described by 
Mumford et al. (1996), Mumford and Stokes (1992), and Stokes and Cooper
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(2001). The procedure begins by assembling a group of five or six psychologists, 
drawn from diverse backgrounds, who have some formal training and experience 
in developing background data measures. Typically, multiple sessions are needed 
to generate items. During the course of a 2-hour session, panel members usually 
can generate items for two to three constructs. Prior to starting item generation, 
panel members review the job analysis, in which the constructs are identified. 
They then review available research that describes the nature of the constructs, 
their development, and the ways in which these characteristics influence perfor­
mance in various situations. For example, for the construct Achievement 
Motivation, one might review McClelland (1975) and Atkinson and Raynor (1974). 
Additionally, panel members are given a description of the population to which 
these measures will be applied and are asked to think about job-relevant situa­
tions that most individuals in the population would have encountered.

At the beginning of an item-generation session, panel members are given a def­
inition of a relevant construct and are asked to discuss its importance for predict­
ing performance in the population. For approximately 15 to 20 minutes, panel 
members write items that they think reflect how the construct might manifest 
itself in people’s interactions with situations they are likely to have encountered. 
Although no constraints are placed on item content, panel members generate 
item types described previously: (a) situational exposure, (b) situational choice,
(c) behavior in the situation, (d) reactions to the situation, (e) others’ reactions, 
and (f) the outcomes of behavior in this situation. In addition, panel members are 
asked to keep in mind the nature of autobiographical memory. For example, a key 
to writing biodata items is that they should be written to capture events that 
reflect significant goals in a person’s life. This is positively related to the ability to 
recall a particular memory (Clifton et al., 1999). When people have trouble recall­
ing an event, they tend to respond in a socially desirable manner.

After writing the items for a particular construct, panel members read their 
items aloud. If the hypothesis underlying an item is not immediately apparent to 
other panel members, the panel member reading an item states the hypothesis 
underlying the item. The other panel members review the proposed item for its 
appropriateness for the construct and for the population, the feasibility of devel­
oping an objective scoring system for the item, and the appropriateness of the 
item for use in personnel selection. Items that lack adequate construct relevance, 
are not under the individual’s personal control, are highly loaded, or appear to be 
unfair with respect to situational exposure and stereotypes are eliminated. Other 
problems pointed out by panel members, such as social desirability, are noted and 
an attempt is made to rewrite the item. These procedures typically yield 50 to 60 
candidate items that might be used to measure a construct.

Once the candidate items have been generated, psychologists familiar with the 
job review the items to ensure that a full range of potential item content is cov­
ered. During this review, the psychologists edit items for clarity and develop 
response options for each item consistent with the question being asked. The 
questions are then presented to job incumbents, who assess item clarity and rel­
evance and identify any potentially sensitive items for the target population.
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TABLE 8.4
Examples of Construct-Based Items for the Constructs Initiative and Integrity

Initiative

How often have you worked late to 
finish a construction project?
How often have you suggested to 
someone that he or she should try a 
different way to solve a problem?

How often have you been the one 
who had to deliver the “bad news” 
to a journeyman or foreman?

How many times have you volunteered 
to help someone finish a project?

How much do you enjoy discussing 
new material that you had to learn 
on your own?

Integrity

How important is it to you that your 
fellow electricians play by the rules? 
How often have you become angry with 
people who took advantage of their 
position?

How often have you pulled someone 
aside who was “taking things 
out” on someone you know?

To what extent have you been 
embarrassed when someone has 
praised your work, but not the work of 
your coworkers?

How likely are you to report that 
someone has taken credit for work that 
really was done by someone else?

Studies have shown that construct-based item generation tends to produce scales 
that have both content and construct validity (Mumford et al., 1996). Examples of 
items resulting from this procedure for the constructs Initiative and Integrity 
developed for the apprentice electrician job are shown in Table 8.4.

Behavioral Consistency Item Generation

One alternative to construct-based item generation is the behavioral consistency 
approach advocated by Fine and Cronshaw (1994), Hough (1984), Pannone 
(1984), and Schmidt et al. (1979). The behavioral consistency approach assumes 
that past performance is the best predictor of future performance. Thus, this 
approach is often used to predict performance in populations in which people 
have prior experience working on tasks similar to those that they will confront on 
the job.

As with the construct-based approach, it is essential that a thorough and com­
prehensive job analysis be available for describing the work itself and the condi­
tions under which the work is performed. This job information may be collected 
using a variety of techniques, including task analysis and critical incidents, 
described in chapter 3. Job analysis results are provided to a panel of three or four 
psychologists who have some familiarity with the job. Each panel member is asked 
to identify prior behaviors and experiences that reflect good performance in situ­
ations similar to those found on the job. For example, if the electrician job is 
found to require organizational skills, then panel members would be asked to
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write background data items that reflect prior performance in organizing activi­
ties. Thus, one might develop background data items asking, “How often did you 
set goals or milestones for construction projects?,” “How frequently did you 
complete projects on time?,” or “Did you ever receive a raise or bonus that was 
based on the quality of the project you completed?”

Items written by one panel member are reviewed by other panel members and 
necessary revisions are made. Unlike construct-based item generation, however, 
the behavioral consistency approach assumes prior performance opportunities. As 
a result, all items should be reviewed to ensure that: (a) most applicants would 
have had opportunities to engage in the situations suggested in the item(s) and 
(b) the questions have a clear relationship to job performance (Karas & West, 
1999). Following are examples of job-oriented behavioral consistency items devel­
oped to predict performance of electrician apprentices:

1. How difficult has it been for you to work outside on a cold day?
2. How difficult has it been for you to install electrical appliances (e.g., dish­

washers)?
3. How many times have you repaired electrical appliances around your 

home?
4. Relative to other people you know, how much do you enjoy working out­

doors?
5. How frequently have you assembled pieces of electrical equipment (e.g., 

radios)?

Although the behavioral consistency approach is most appropriate for predicting 
the performance of applicants who have prior job experience, this approach can 
be extended to settings where such experience is lacking. One strategy, described 
by Fine and Cronshaw (1994) and illustrated by Keinan, Friedland, Yitzhaky, and 
Moran (1981), involves identifying life situations in the past that have similar per­
formance demands to the construct of interest. Thus, for the construct 
Organizational Skills, one might ask, “To what extent do you prepare to go on a 
long trip?”

In contrast to construct-based item generation, the behavioral consistency 
approach yields items with greater job relevance, thereby minimizing negative 
applicant reactions. However, these items are somewhat transparent, making it 
easier for applicants to fake good responses. As a result, when the behavioral con­
sistency approach is used, it is necessary to develop items that can be verified 
(Karas & West, 1999).

Career History Item Generation

A third approach to developing background data items is the career history 
approach. This is similar to the behavioral consistency approach because it focuses 
on performance in a particular setting. However, generating these items involves 
identifying the experiences and behaviors that contribute to the development of
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TABLE 8.5
Examples of Career History Items Developed to Predict the Performance of 

Apprentice Electricians

• How many jobs have you had where you had to work with people who did not 
share your goals?

• How much have you enjoyed getting a new idea into shape so someone could 
work with it?

• How important has it been for you to be able to learn from more experienced 
persons?

• To what extent have you learned from projects that were not completed on 
time?

• How often have you collaborated with people on two or three different 
projects at the same time?

• How often have disagreements with other co-workers improved the quality of 
your work?

• How much have you enjoyed working with people who had a clear idea of what 
they wanted to do?

performance capabilities, rather than past performance. Biodata have been applied 
to occupations such as clerical jobs in the private sector (Mount et al., 2000), accoun­
tants (Harvey-Cook & Taffler, 2000), mechanical equipment distributors (Stokes & 
Searcy, 1999), managers (Wilkinson, 1997), and naval ratings (Strickier & Rock, 
1998). One method for developing career history items relies on the performance 
of successful individuals who are asked to write essays describing their lives, or 
incidents that were key events in shaping their careers (Russell, Mattson, Devlin, & 
Atwater, 1990). An example might be to ask people to write about key events such 
as a particularly rewarding day at work, or an especially stressful situation 
(Mumford, 1999). The essays, typically drawn from at least 20 to 40 successful indi­
viduals, are reviewed by psychologists who identify: (a) key themes or dimensions 
in the essays and (b) the prior behaviors and experiences related to performance. 
For example, based on information from the essays, it might be found that success­
ful journeyman electricians were mentored and were given challenging construc­
tion projects. Thus, items might be written asking, “In the course of your career, 
have you worked closely with senior-level journeyman electricians?” or “How often 
have you been asked to take over a project that had run into problems?” Examples 
of career history questions that can be developed to predict performance in a vari­
ety of occupations, including apprentice electrician, are shown in Table 8.5.

There are several possible variations of this approach. For example, one might 
obtain essay or interview information from both successful and unsuccessful indi­
viduals and then use the content differences observed between these groups as a 
basis for item generation. Alternatively, prior research may be used to specify key 
developmental issues (Russell & Domm, 1990; Russell & Kuhnert, 1992). 
Regardless of the method for developing career history items, an item content
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review should be conducted if the items are used in making selection or promo­
tion decisions.

There are practical issues that should be considered when using this approach 
for generating items. First, career history items often reflect things done to the 
individual and limited personal control may make it difficult to justify using such 
items. Second, items typically are generated to predict performance in a career 
field rather than performance on a particular job, so evidence will be needed to 
ensure job relevance. Attempts have been made to use these kinds of biodata 
items to predict vocational interests (Wilkinson, 1997). For example, Wilkinson 
(1997) found that biodata instruments with the following criteria in common 
would produce predictors of vocational interest equally well in men and women: 
(a) criterion is a unidimensional person-specific attribute, (b) attribute is mea­
sured objectively, (c) biodata items exclude job-specific items, and (d) develop­
mental group is as diverse as possible.

Archival Item Generation

The three item-generation approaches described earlier require a substantial 
amount of time and energy to develop an adequate item pool. This has led many 
investigators to consider using previously developed, or archived, background 
data items. As such, this actually is an item selection, rather than an item devel­
opment, strategy.

The archival approach begins with a literature review to identify existing back­
ground data items used to predict performance. This review focuses on studies in 
which background data items were used to predict performance in the target job, 
or in a similar job. Items are selected that yield high correlations with the crite­
rion or are found to measure constructs that predict performance, or both.

When using an archival approach, it is important to remember that background 
data items developed for one population may not apply to other populations. 
Thus, items must be reviewed for a given population by a panel of psychologists 
familiar with that population. Inappropriate items should be eliminated or rewrit­
ten to increase relevance to the target population. Because substantial revisions 
may be required if archival items are used, revised items should be reviewed by a 
new panel of psychologists to ensure the appropriateness of item content. To the 
extent that item content is revised, it may be necessary to consider the impact of 
such revisions on item validity and internal consistency estimates. Examples of 
items that were developed for a civilian population and then edited to make them 
appropriate for a military population are shown in Table 8.6.

Item Response Formats

It is crucial that response formats be consistent with item content and the nature 
of the target population. Item response options using a 5-point ordinal scale (e.g., 
1 = Strongly Disagree; 5 = Strongly Agree) are recommended for several reasons. 
First, items using such response options are more reliable than items using other
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TABLE 8.6
Examples of Items Developed for a Civilian Population and Edited to Be Made 

Appropriate for a Military Population

Civilian Military

How much have you enjoyed having a How important has it been for you
job that let you do things your to have supervisors who would listen to
own way? your suggestions?

How important has it been for you to How important has it been for you to
be friends with the people working know when subordinates are having
for you? personal problems?

How successful have you been To what extent have you been able to
persuading people to see things avoid giving orders?
differently?

kinds of response options (Owens, 1976). Second, scoring items on an underly­
ing continuum enables a wider range of analyses to be conducted. Third, although 
400 subjects are sufficient for scaling and validating continuum-type items, larger 
sample sizes of up to 2,000 subjects are required when non-continuous items are 
used because each response option is treated as an item (Mumford & Owens, 1987).

Assembling a Questionnaire

After the items and item response options have been developed, one may assem­
ble the background data questionnaire for pretesting. Typically, the questionnaire 
begins with a few verifiable, job-related items. This presentation strategy helps 
induce an honesty set and minimizes negative applicant reactions. After the first 
10 to 15 items, however, items should be presented in random order. Use of ran­
dom ordering is necessary because it is easier for people to guess at the scoring 
protocol if all items for a given construct are presented together. People can 
answer three or four background data items per minute; thus, questionnaires typ­
ically contain 300 to 400 items (Mumford et al., 1996). After all the data are col­
lected from the pretest sample, item characteristics are assessed. Some items may 
require minor revision in wording to make them more understandable. If the revi­
sions are substantial (i.e., likely to result in changed statistical characteristics), the 
items will need to be pretested again prior to operational use. Following is a 
description of methods for analyzing item characteristics and developing scales 
consisting of appropriate items.

HOW TO SCALE AND VALIDATE BACKGROUND ITEMS

The purpose of scaling is to identify items to be incorporated in the final version of 
a background data questionnaire because they measure the constructs of interest or
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they predict job performance, or both. Usually only one third of the items admin­
istered to a pretest sample are retained in the final version of a background data 
questionnaire. Four general strategies are commonly used for scaling back­
ground items: (a) empirical keying, (b) rational scaling, (c) factorial scaling, and
(d) subgrouping (Mumford, 1999; Mumford & Owens, 1987). These strategies 
are described next. These four scaling methods were introduced in our earlier 
discussion of biodata issues that arise in the course of personnel selection.

Empirical Keying

Three methods frequently used for empirical keying of background data measures 
are the correlational method (Lecznar & Dailey, 1950), the differential regression 
method (Malone, 1978), and the weighted application blank (England, 1971). 
The first two methods are most appropriate when continuous response options 
(e.g., 5-point Likert scales, where 5 = Strongly Agree and 1 = Strongly Disagree) 
are used.

The correlational method involves using the magnitude and direction of the 
correlation between the item and the criterion to determine the item’s weight. 
Item weights may be the actual correlation coefficients or unit weights, depend­
ing on the statistical significance of the item correlation (e.g., plus or minus 1 for 
p  < .05; Stokes & Searcy, 1999). Techniques can also include phi coefficient and 
point-biserial correlation when using correlations between each item response 
option and a binomial criterion or continuous criterion as response option 
weights (Dean et al., 1999; Lefkowitz, Gebbia, Balsam, & Dunn, 1999). As a gen­
eral rule of thumb, a minimum correlation of .10 to .15 has been suggested for 
inclusion of items on a scale (Mumford & Owens, 1987). The differential regres­
sion method uses least squares regression analysis to develop a model that maxi­
mizes explained criterion variance. Items are selected based on the increment in 
criterion variance accounted for over and above that which is explained by items 
already in the equation. It is important to note that variance maximizing proce­
dures are likely to capitalize heavily on chance, making cross-validation (using 
weights from one sample to predict performance for a different sample, and vice 
versa) very important. The weighted application blank method involves weighting 
alternative response options on the basis of differences in option selection for dif­
ferent criterion groups. Criterion groups that are well differentiated are needed to 
produce differential weights and these groups need to be large enough to pro­
duce stable weights. There are several studies that suggest that unit weights pro­
duce scales with validities that are nearly equal to those produced with differential 
weights (Dawes, 1971). This approach has been shown to be useful for profes­
sional entry-level selection where the goal is to reduce a large number of appli­
cants to a smaller, more manageable set (Harvey-Cook & Taffler, 2000).

In summary, the empirical keying approach requires that items be retained for 
the final version of the questionnaire based solely on their ability to predict per­
formance on a criterion (Mumford & Owens, 1987). To develop empirical keys, 
scores of a criterion group (people who are good performers on the criterion)
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are compared to the scores of a reference group (population of job applicants). 
Mean differences (when items are scored on a continuum) or percent response 
differences (when response options are scored) are obtained reflecting the dif­
ferences between these groups (Dean et al., 1999). Items are retained if they dis­
criminate between criterion group and reference group members; items that fail 
to distinguish between these groups are eliminated. Retained items are weighted 
based on the magnitude of the differences observed between the groups (Hogan, 
1994).

An empirical keying strategy maximizes the ability of background data items to 
predict performance on the criterion of interest. In addition, evidence suggests 
that empirical keys may be less sensitive to faking than other alternative scaling 
procedures (Russell & Kuhnert, 1992). However, empirical keys suffer from a 
number of limitations. As Wernimont (1962) and Lefkowitz et al. (1999) pointed 
out, empirical keys tend to be unstable, requiring cross-validation studies if one is 
to obtain an adequate estimate of their predictive validity (Schoenfeldt, 1999). 
Moreover, the reliability or construct validity of empirical keys is difficult to assess 
because of the heterogeneity of items. As a result, after deciding on an empirical 
key, researchers sometimes rationally calibrate the key to ensure interpretability of 
scoring weights (Mount et al., 2000).

The most important problem associated with empirical keys is that scaling is 
based on a single criterion measure. As a result, the empirical key can be no bet­
ter than the criterion used to define performance. If the criterion measure is 
biased or contaminated, these deficiencies may also appear in the resulting back­
ground data measures (Mumford & Owens, 1987). Thus, whenever an empirical 
keying strategy is used to develop background data scales, evidence must be 
provided that the criterion measure is a valid, reliable, and unbiased measure of 
performance.

Rational Scaling

Rational scaling is another technique for scaling background data items. Using this 
approach, items are scaled according to the constructs the items are intended to 
measure. Scores on construct-oriented scales are then used to predict perfor­
mance on various criteria of interest. Thus, constructs, rather than items, serve as 
predictors in the rational scaling approach.

One clear advantage of rational scaling is that the problems associated with 
poor criterion measures do not contaminate the background data items. Another 
advantage of this approach is that the scales can be used to predict performance 
of different criteria in different settings (Hough & Paullin, 1994; Wilkinson, 1997), 
assuming there is reason to believe that the constructs are relevant as indicated by 
a job analysis (Stokes & Cooper, 2001). The ability to generalize to different set­
tings and criteria, however, is not the most important characteristic of rational 
scales. Rational scales preserve the substantive framework underlying initial item 
generation. As a result, rational scales allow a greater range of validation tests, par­
ticularly the kind of theoretically driven construct validation tests that provide the
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best evidence for the meaningfiilness of the measures (Lawshe, 1985; Messick, 
1995; Mumford et al., 1996). When background data measures are developed 
using this approach, they often provide a vehicle for theory development as well 
as serving as a selection tool (Mumford, Baughman, Uhlman, Costanza, & Threlfall, 
1993; Mumford, Gessner, Connelly, O’Connor, & Clifton, 1993).

The procedures used to develop rational scales are straightforward (Mumford 
& Owens, 1987; Mumford & Stokes, 1992; Mumford, Uhlman, & Kilcullen, 1992). 
Initially, all items that measure a construct are identified and a total construct 
score is obtained by summing scores for each construct. Individual items are then 
correlated with total construct scores and the reliability of each scale is established 
by examining the internal consistency of the items included in the scale (Stokes & 
Cooper, 2001; Stokes & Searcy, 1999).

Variations of this procedure include assigning items to multiple scales if the ini­
tial hypothesis underlying item development suggests that the item is complex, in 
the sense that it marks multiple constructs and the resulting item-total correla­
tions justify inclusion in multiple scales. Another variation of the approach, sug­
gested by Mael (1991), Mumford et al. (1992), and Mumford and Owens (1982), 
involves examining item-criterion correlations as well as inter-item correlations 
when forming scales. This approach involves some elements of empirical keying 
and rational scaling, and is useful when there is some ambiguity about the way 
constructs manifest themselves in performance. However, problems with general- 
izability and construct measurement may arise if an adequate criterion is not avail­
able. Additionally, researchers have combined factor analysis with rational 
procedures to ensure that items factor together under the rational constructs 
(Allworth & Hesketh, 1999; Stokes et al., 1999). Factor analysis bolsters the ratio­
nale for the items used to measure a construct or scale in the biodata measure 
(Karas & West, 1999; Mumford, 1999).

Factorial Scaling

The approach used to develop factorial scales is similar to the approach used to 
develop rational scales inasmuch as items are retained to form construct scales 
based on observed correlations. In factor analytic scaling, however, items are not 
assumed to measure a particular construct. Instead, constructs are induced from 
the data using factor analysis to group items together that yield similar patterns of 
responses (Stokes & Searcy, 1999). Typically, items are retained if they yield cor­
relations above .30 with a particular factor (Chait, Carraher, & Buckley, 2000). 
Factor scores are obtained by summing scores on the items assigned to a factor 
(Schoenfeldt, 1999).

Factor analysis is used when there is no theory about a set of constructs that 
provides the basis for scaling. This does not mean that one should factor analyze 
any collection of background data items. Items should be systematically devel­
oped and factoring should be used to articulate the kind of constructs accounting 
for item responses (Schoenfeldt & Mendoza, 1994). Factoring is most frequently 
used when a theory does not define the constructs of concern, as is often the case
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when the career history approach has been used to develop background data 
items (Mumford, Stokes, & Owens, 1990). An extended discussion of factor analysis, 
as applied to background data items, is beyond the scope of this chapter. 
Interested readers should consult Schoenfeldt and Mendoza (1994).

Subgrouping

The fourth major scaling technique used to develop background data measures is 
subgrouping (Owens, 1968, 1971; Owens & Schoenfeldt, 1979). Subgrouping is 
more closely related to empirical keying than to rational or factorial scaling. Like 
empirical keying, in which scaling is based on the identification of groups of 
people who are high performers, subgrouping strategies attempt to identify natu­
rally occurring groups of people. Rather than defining groups based on perfor­
mance on a particular criterion measure, groups are defined by clustering 
together people who have similar responses on a number of background data 
items. Subgrouping attempts to identify types of people who have similar life his­
tories. Responses are scaled by assigning respondents to the group that is most 
similar to their pattern of item responses. Group membership—defined by the 
type of life history on the background data items—then provides the basis for 
making predictive statements about a person.

Subgrouping techniques are still in their initial stage of development and, with 
a few notable exceptions (e.g., Brush & Owens, 1979), are not commonly applied 
in performance prediction. Over the years, a systematic research program con­
ducted by Owens and his colleagues (Mumford et al., 1990; Mumford & Owens, 
1984; Mumford, Snell, & Reiter-Palmon, 1994; Owens & Schoenfeldt, 1979; 
Stokes, Mumford, & Owens, 1989) has provided some understanding of the 
nature of subgrouping. Subgroups appear to capture people’s models of them­
selves and their world that guide their behavior in a variety of situations. Because 
subgroups appear to capture these broad organizing structures, they are more 
useful in predicting long-term outcomes and making classification or placement 
decisions than in predicting performance for a particular job (Gustafson & 
Mumford, 1995; Katzell, 1994). For the purpose of personnel selection, care must 
be taken that the subgrouping strategy does not result in different keys or clusters 
for protected groups. For legal reasons, different keys may be viewed as providing 
an advantage to subgroups, even if that is not the intention of background item 
developers.

SUMMARY

In this chapter, several issues concerning the development and scaling of back­
ground data items for predicting job performance have been discussed. However, 
litde effort has been made to describe many other potential applications of back­
ground data measures. For example, we only briefly touched on the application of 
background data measures to the study of adult development (Gessner et al., 1993; 
Morrison, 1994), the classification and assessment of qualitative individual differences
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(Gustafson & Mumford, 1995; Mumford, Snell, & Hein, 1993), selection of vocation 
(Wilkinson, 1997), and student college performance (Oswald et al., 2004).

There are several important conclusions about the development of background 
data measures, as related to personnel selection, that need to be emphasized. First, 
the development of background data items is a difficult and time-consuming task. 
One must have an understanding of adult development and its implications for 
appropriate item content, and items must be written in such a way that they per­
mit accurate recall of past experiences. Furthermore, items must be appropriate 
for use in personnel selection (i.e., they cannot refer to issues regarding marital 
status or gender- and race-related issues). Item development also requires an 
understanding of the nature of the constructs of interest and the ways in which 
they influence people’s behavior and experiences.

Second, item writers need to understand both the job, which requires a thor­
ough job analysis, and the ways in which relevant constructs manifest themselves 
in people’s lives. Scoring strategies and validation procedures must be carefully 
planned, taking into account both the nature of the items and the intended appli­
cations of the measure. Indeed, one should expect to devote substantial resources 
to item development as well as to scaling and validation efforts.

Third, gains in validity are only one reason for applying background data mea­
sures. The use of background data items inherently is a contextual assessment 
technique in which performance is examined in the context of the situations to 
which people have been exposed. As such, background data measures show less 
adverse impact than other types of measures.

Fourth, because of the contextual nature of biodata items, it is important to 
revalidate them every 5 to 7 years. Revalidation is essential because the life history 
characteristics of job applicants may change, resulting in the need for new kinds 
of background data items. In addition, scoring keys may be compromised, result­
ing in the need for new selection measures. In fact, whenever possible, it is desir­
able to develop two or three alternative forms of a background data inventory and 
carefully monitor changes in applicants’ mean scores to ensure that the test has 
not been compromised.

As is the case with any assessment, the value of the resulting inferences about 
performance can be no better than the kinds of questions asked. This chapter has 
provided some initial guidelines for framing these questions and developing back­
ground data measures that can be used to predict performance in a number of dif­
ferent settings.
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OVERVIEW

Situational judgment tests present applicants with scenarios that they might 
encounter on the job and ask applicants to evaluate various actions that might be 
taken in response to the situations. Thus, situational judgment tests are one type of 
job simulation that measures job knowledge. They rely on the principle that a per­
son’s behavior in past situations can predict how that individual is likely to behave 
in similar situations in the future. This means that one way to predict how effectively 
job applicants will perform on the job when they become employees is to measure 
how effectively they perform in a simulation of the job when they are applicants. 
People vary in the extent to which they acquire job knowledge from a series of 
events, and situational judgment tests are a method of assessing such differences.

Some job simulations are more realistic than others. For example, applicants 
for airplane pilot positions might be placed in a flight simulator that provides a 
very realistic reproduction of flying an airplane. Although such realistic simula­
tions might be expected to have an advantage in their predictive potential, they 
can be so expensive to develop and administer that less realistic simulations often 
are an attractive alternative. Jobs for which high-fidelity simulations (e.g., flight 
simulators) are used to predict performance typically require some level of job 
experience. One advantage of low-fidelity simulations, such as situational judg­
ment tests, is that they can be developed to predict performance in entry-level 
jobs in which no experience is required as well as in higher level jobs.
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This chapter describes situational judgment tests in some detail and provides 
a brief history of their use. It then describes the characteristics along which situa­
tional judgment tests can vary, including test fidelity, cognitive complexity, and 
response instructions. The chapter then summarizes research evidence about 
their reliability, validity, and subgroup differences. Finally, the chapter describes 
procedures for developing situational judgment tests based on research findings.

WHAT IS A SITUATIONAL JUDGMENT TEST?

In a situational judgment item, a scenario is described and the applicant is 
required to evaluate several possible responses to the scenario. As mentioned ear­
lier, situational judgment tests vary in their level of fidelity to the job. Typically, for 
entry-level selection (e.g., to an electrician apprenticeship training program), a sit­
uational judgment test might refer to general situations that might be encoun­
tered by employees. Such items might describe a problem with a boss or 
coworker. For higher level positions (e.g., promotion to journeyman), a situa­
tional judgment test might refer to circumstances that closely reflect issues or 
problems encountered in a specific job. An example of a situational judgment test 
item that might be used for promotion is shown here:

You and another journeyman electrician from another crew are jointly 
responsible for coordinating a project involving both crews. This other 
person is not carrying out his share of the responsibilities. You would ...

1. Discuss the situation with your foreman and ask him to take it up with the 
other person’s foreman.

2. Remind him that you need his help and that the project will not be com­
pleted effectively without a full team effort from both of you.

3. Tell him that he is not doing his share of the work, that you will not do it 
all yourself, and that if he does not start doing more, you will be forced to 
take the matter to his foreman.

4. Try to find out why he is not doing his share and explain to him that this 
creates more work for you and makes it harder to finish the project.

5. Get someone else from his crew to help with the project.

Motowidlo, Dunnette, and Carter (1990) used the term low-fidelity simulation to 
describe such an item. Sternberg et al. (2000) developed similar items and called 
them assessments of “practical intelligence.” However, within the areas of human 
resource management and industrial psychology, these items typically are now 
referred to as “situational judgment.”

Several situational judgment tests have been developed to predict job perfor­
mance in managerial and supervisory positions (e.g., Bruce & Learner, 1958; 
Campbell, Dunnette, Lawler, & Weick, 1970; Corts, 1980; Mandell, 1950; Motowidlo 
et al., 1990; Wagner & Sternberg, 1991). They have also been developed to pre­
dict insurance agent turnover (Dalessio, 1992), success in engineer positions 
(Clevenger, Jockin, Morris, & Anselmi, 1999), performance in teams (Stevens &
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Campion, 1999), success in telephone sales and collection positions (Phillips, 
1992, 1993), and skill in managing conflict (Olson-Buchanan, Drasgow, Moberg, 
Mead, & Keenan, 1994). Thus, situational judgment tests are quite flexible and 
can be developed to predict performance in a variety of jobs.

A BRIEF HISTORY OF SITUATIONAL JUDGMENT TESTS

As noted by Weekley and Ployhart (2006), the earliest example of situational judg­
ment tests depends on how they are defined. For example, a U.S. civil service 
exam used in 1873 for the Examiner of Trade-Marks, Patent Office contained the 
following: “A banking company asks protection for a certain device, as a trade­
mark, which they propose to put upon their notes. What action would you take 
on the application?” (DuBois, 1970, p. 148). The 1905 Binet scale used to mea­
sure intelligence in children included questions such as, “When a person has 
offended you, and comes to offer his apologies, what should you do?” Although 
situations were presented, these early efforts did not include possible ways of han­
dling the situation that were presented to the applicant.

As noted by McDaniel, Morgeson, Finnegan, Campion, and Braverman (2001), 
the first widely used situational judgment test that contained response options 
was likely the George Washington Social Intelligence Test. One of the subtests, 
called Judgment in Social Situations, required “keen judgment, and a deep appre­
ciation of human motives, to answer correctly” (Moss, 1926, p. 26). Several solu­
tions to each situation were offered in a multiple-choice format, only one of which 
was correct. In an early review of empirical studies, Thorndike and Stein (1937) 
criticized the test, claiming that correlations between the test and other tests of 
presumed social attributes were very low.

During World War II, Army psychologists attempted to assess the judgment of 
soldiers (Northrop, 1989). These judgment tests were comprised of scenarios and 
a number of alternative responses to each scenario. Solutions were based on the 
person’s ability to use common sense, experience, and general knowledge, rather 
than logical reasoning. Starting in the 1940s, a number of situational judgment 
tests were developed to measure supervisory potential. These included the 
Practical Judgment Test (Cardall, 1942), How Supervise? (File, 1945; File & 
Remmers, 1948), Supervisory Practices Test (Bruce & Learner, 1958), Business 
Judgment Test (Bruce, 1965), Supervisory Judgment Test (Greenberg, 1963), and 
the Supervisory Inventory on Human Relations (Kirkpatrick & Planty, I960). In the 
late 1950’s and early 1960’s situational judgment tests were also used by large 
organizations as part of selection test batteries to predict managerial success. For 
example, the Standard Oil Company of New Jersey designed a program of 
research called the Early Identification of Management Potential to identify 
employees who have potential to be successful in management (Campbell, 
Dunnette, Lawler, & Weick, 1970).

Recently, there has been renewed interest in the use of situational judgment 
measures for predicting job performance. For example, the United States Office of 
Personnel Management designed Test 905 to assess the human relations capacity



238 MCDANIEL & WHETZEL

and potential of applicants for promotion to first-line federal trades and labor 
supervisory positions (Corts, 1980). Motowidlo et al. (1990) examined the use of 
a situational judgment test, referred to as a low-fidelity simulation, for selecting 
entry-level managers. In validation studies with samples of managers from seven 
different companies, correlations between the test and various job performance 
criteria ranged from the .20s to the .40s. Wagner and Sternberg (1991) published 
a test called the Tacit Knowledge Inventory for Managers (TKIM). This measure is 
based on their theory of tacit knowledge, or practical know-how that usually 
is not openly expressed or stated and which must be acquired in the absence of 
direct instruction” (Wagner, 1987, p. 1236). The TKIM presents scenarios that 
require respondents to choose a course of action from a list of alternatives. These 
scenarios differ from those of previously mentioned tests in that the TKIM sce­
narios are considerably longer and more detailed. Wagner and Sternberg (1991) 
reported five studies examining the criterion-related validity of tacit knowledge 
measures in academic and business settings, although no validity was presented 
for the TKIM itself. They found moderate correlations between their measure and 
a variety of criteria, some of which would be considered job performance mea­
sures. Sternberg et al. (1995) also reported that these measures were unrelated to 
measures of general cognitive ability. This conclusion should be tempered by the 
fact that their samples (e.g., Yale undergraduate students) are likely to have sub­
stantial range restriction on measures of general cognitive ability, thus reducing 
observed relationships on the restricted predictor.

Finally, in investigating a situational judgment test, Smith and McDaniel (1998) 
found the largest correlates were with age and length of job experience. From this, 
they inferred that the test measured job-related knowledge and skills gained through 
life and work experiences. The test also correlated with the personality dimensions 
of conscientiousness (r = .32) and emotional stability (r = .22) as well as with mea­
sures of general cognitive ability (mean r  = .22). Smith and McDaniel concluded that 
the situational judgment test assessed multiple job-related constructs.

THE STRUCTURE AND FORMAT OF SITUATIONAL JUDGMENT TESTS

Situational judgment items vary with respect to several characteristics (McDaniel 
& Nguyen, 2001; McDaniel, Whetzel, Hartman, Nguyen, & Grubb, 2006). 
Knowledge of the various situational judgment test formats can assist situational 
judgment test developers in making informed decisions. Also, some of the char­
acteristics of situational judgment tests have implications for test validity and the 
degree of mean subgroup differences in test scores. Here, some of the major char­
acteristics along which situational judgment tests vary are reviewed. These include 
test fidelity, cognitive complexity, and response instructions.

Test Fidelity

Test fidelity  refers to the extent to which the test format mirrors how a situation 
would be encountered in a work setting. A higher fidelity situational judgment
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test may involve presenting situations using a short video, whereas a lower fidelity 
situational judgment test involves presenting situations in a written format (paper- 
and-pencil or computer presentation of text). Also, there are levels of fidelity 
within types of presentation. A situational judgment test with a written format 
might have more fidelity if the situation were described using technical terms 
common to the job. A situational judgment test with a video format might have 
less fidelity to the extent the item situation differs from aspects of the actual work 
situation. For example, if the work procedures shown in the video are not the 
most current procedures, then the situational judgment test may have less fidelity. 
This can happen when work procedures change over time but the video-based sit­
uational judgment test is not updated.

Video-based situational judgment tests are likely to reduce the reading and 
other cognitive demands relative to paper-and-pencil situational judgment tests. 
Consequently, video-based situational judgment tests typically produce lower cor­
relations with cognitive ability, as well as smaller mean ethnic differences, when 
compared to paper-and-pencil situational judgment tests (Chan & Schmitt, 2002; 
Whetzel, McDaniel, & Nguyen, 2005). Although the smaller mean ethnic differ­
ences in video situational judgment tests are an advantage, the reduced correla­
tions of such tests with cognitive ability may result in lower validities. Additional 
research is needed to evaluate this possibility.

Cognitive Complexity

Situational judgment items vary in their cognitive complexity. Cognitively complex 
items require more cognitive resources to understand than less cognitively complex 
items. One factor likely to influence the cognitive complexity of the items is the 
length of the stem. Some situational judgment test items have very short stems (e.g., 
“You have encountered a problem that you cannot solve and you cannot locate your 
supervisor to help you with the problem”). Other situational judgment test stems 
are much longer, such as those in the TKIM (Wagner & Sternberg, 1991) mentioned 
earlier. Longer item stems likely increase cognitive complexity in part through 
increased demands on reading comprehension. Thus, items with longer item stems 
tend to be more difficult to comprehend than items with shorter stems.

A second factor that is likely to influence the cognitive complexity of the items 
is the complexity of the situation presented. Consider this sample stem again: 
“You have encountered a problem that you cannot solve and you cannot locate 
your supervisor to help you with the problem.” This stem describes a relatively 
low-complexity situation with obvious potential responses. For example, the 
employee could seek assistance from a different supervisor or a knowledgeable 
coworker, or the employee could gain knowledge of the assignment from reading. 
In contrast, an example of a high-complexity stem would be: “You are supervised 
by two electricians who are not getting along. The electricians give you conflict­
ing instructions and each demands that the work each assigns be given the high­
est priority” This stem describes a more complex situation in which the potential 
responses also may be complex.
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One scoreable 
response

Two scoreable 
responses

As many scoreable 
responses as 
response options

Behavioral
Tendency

What would you 
most likely do?

What would you 
most likely do? 
What would you 
least likely do?

Rate each response 
for the likelihood you 
would perform the response.

Rank the responses from 
the most likely to the 
least likely.

Knowledge Pick the best 
answer. What 
should you do?

Pick the best 
answer and pick 
the worst answer. 
Pick the best and 
second best.

Rate each response for 
effectiveness.
Rank the responses from 
the best to the worst.

FIGURE 91 Taxamony of response instructions in situational judgement tests.

One can assess the cognitive complexity of a situational judgment test item by 
correlating that item with a cognitive ability test (McDaniel & Nguyen, 2001). This 
correlation might be based on data obtained from a pilot test or from operational 
use of the test. The cognitive complexity of a test has implications for mean racial 
differences and test validity. Given the large mean ethnic differences in cognitive 
ability (Roth, BeVier, Bobko, Switzer, & Tyler, 2001), a more cognitively complex 
test item is likely to increase the item’s mean ethnic group differences. Because 
cognitive ability is one of the best predictors of job performance (Schmidt & 
Hunter, 1998), one might expect cognitively complex situational judgment tests 
to yield higher validities than less cognitively complex situational judgment tests. 
The implications of cognitive complexity for validity and subgroup differences as 
well as test development are discussed later in this chapter.

Response Instructions

There are many types of response instructions that can be used with a situational 
judgment test. McDaniel, Whetzel, and Nguyen (2006) offered a two-dimensional 
table of response instructions (see Fig. 9.1). The rows of the table are labeled 
“Behavioral Tendency” and “Knowledge.” In a situational judgment test with behavioral 
tendency instructions, applicants are asked to report how they would typically 
behave in response to the situation. A situational judgment test with knowledge 
instructions asks applicants to evaluate the effectiveness of responses. The second 
dimension, defining the three columns of the table, lists the number of scoreable 
responses that can be obtained from the item. Some response instructions (e.g., 
“Pick the best answer”) generate one scoreable response per item. Other response
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instructions yield two dichotomous responses per item (e.g., “Pick the best answer 
and pick the worst answer”). Still other response instructions yield as many scoreable 
responses as there are response options (e.g., “Rate each response for effectiveness”).

Response instructions have been shown to influence the construct as well as 
the criterion-related validity of situational judgment tests. Due to their influence 
on construct validity (i.e., the extent to which the tests are correlated with g), 
response instructions also affect subgroup differences. The implications of response 
instructions for validity and subgroup differences as well as test development are 
discussed later in this chapter.

WHAT DO SITUATIONAL JUDGMENT TESTS MEASURE?

Situational judgment tests are best viewed as measurement methods. Some situa­
tional judgment tests might emphasize technical knowledge whereas others might 
emphasize knowledge of how to work as part of a team. Although situational judg­
ment tests might be developed to measure specific personality or ability variables, 
their unique format (presenting a hypothetical work situation and eliciting a 
hypothetical response to that situation) lends itself especially well to measuring 
various forms of job knowledge. As mentioned, the predictive principle behind all 
simulations, including situational judgment tests, is that people’s behavior in the 
past can predict how they will behave in similar situations in the future.

One reason that people behave somewhat consistently in similar situations is that 
through experience they develop beliefs or knowledge about the best thing to do in 
certain situations in order to achieve desired results. Some people have better 
opportunities to have these experiences and some people are better able to take 
advantage of their experiences and learn from them. As a result, people who have 
acquired this situational knowledge over time should know better how to deal with 
certain situations and should be consistently more effective in those situations than 
people who, for whatever reason, have not acquired that knowledge.

In their book, Practical Intelligence in Everyday Life, Sternberg et al. (2000) 
asserted that there is a general factor of practical or tacit intelligence that is sub­
stantively distinct from general cognitive ability. The items used in Sternberg et 
al.’s “practical intelligence” tests are situational judgment items. Thus, rather than 
measuring some unique and previously unknown construct using a relatively 
novel measurement tool, Sternberg et al. were actually using situational judgment 
tests. Reviews by Gottfredson (2003), McDaniel and Whetzel (2005), and Ree and 
Earles (1993) noted that there is no support for a construct of practical intelli­
gence. The practical intelligence construct also is critiqued in chapter 5.

There are several methods for empirically identifying constructs measured by 
a selection instrument. One involves correlating scores on one instrument with 
scores on another. McDaniel, Hartman, and Grubb (2003) correlated situational 
judgment test scores with scores on cognitive ability and scores on the Big 5 per­
sonality dimensions (Digman, 1990; Goldberg, 1993; John, 1990). In general, the 
results showed that situational judgment tests are correlated with measures of 
cognitive ability and personality.
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McDaniel and Whetzel (2005) reported correlations between measures of g  and 
personality and response options in a situational judgment test. The correlations are 
shown in Tables 9.1 and 9-2. These items were developed for professional positions 
in a Fortune 500 corporation and are presented here with permission. Each item 
presents a scenario and several response options. The respondents were asked to 
rate the effectiveness of each response option for resolving the problem depicted in 
the scenario. Each response option was individually correlated with other variables 
(e.g., cognitive ability and personality) collected on each respondent. In scenario A 
(Table 9.1), the first response option was judged effective by those higher in g 
(r = .10) and lower in agreeableness (r = -.13). The second and fifth options were 
judged effective by those high m g  (r = .11 and .13). The third option was judged 
effective by those low in agreeableness (r = -.16). The fourth option was judged 
effective by those low in g (r = -.17). Other correlations were suggestive of rela­
tionships with the effectiveness ratings but were not statistically significant. The cor­
relations are all relatively low because they represent correlations with a single item 
with limited reliability. In scenario B (Table 9.2), the first two options were found 
effective by those higher in conscientiousness (both r = .11), the third and fourth 
options found effective by those higher ing (r = .12 and .17), and the fourth option 
was found effective by those low in agreeableness (r = -.10). In summary, the 
response options for these scenarios, like most SJT scenarios and response options, 
are often construct heterogeneous. Tests made up of such items measure multiple 
constructs and have loadings on multiple factors.

A second method for empirically identifying constructs measured by situational 
judgments tests involves conducting factor analysis. However, factor analysis has 
seldom proved useful in specifying the content of situational judgment tests. 
Clause, Mullins, Nee, Pulakos, and Schmitt (1998) found that in situational judg­
ment tests, multidimensionality often occurs within individual items. When items 
are multidimensional, it is very difficult to specify their content through tradi­
tional, empirical means such as factor analysis. McDaniel and Whetzel (2005) 
reviewed the sparse literature on factor analyses of situational judgment test items 
and concluded that instances of interpretable factors are rare.

In summary, both the correlational and factor analysis methods have shown sit­
uational judgment tests to be multidimensional, even at the item level. They 
appear to measure a variety of constructs including cognitive ability and the Big 5 
(i.e., conscientiousness, agreeableness, extroversion, emotional stability, and 
openness to experience).

PSYCHOMETRIC CHARACTERISTICS 
OF SITUATIONAL JUDGMENT TESTS

In this section psychometric properties of situational judgment tests, including 
reliability, construct validity, criterion-related validity, incremental validity beyond 
general cognitive ability, and subgroup differences, are discussed
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Reliability

Computing the reliability of situational judgment tests is problematic for several rea­
sons. First, the most readily available reliability estimate, Cronbach’s alpha, may not 
be an appropriate reliability index because of the multidimensional nature of situa­
tional judgment tests (Cronbach, 1949, 1951). Test-retest reliability is rarely found 
in the literature on situational judgment tests because it requires at least two sepa­
rate administrations of the same test to the same examinees. Parallel form reliability 
often is infeasible because it requires the use of different item content to measure 
the same constructs. Because it is difficult to isolate the particular constructs 
assessed using a situational judgment test, construct equivalence across forms can 
be problematic. Due to these test development and data collection problems, 
many researchers continue to provide internal consistency estimates while 
acknowledging that they underestimate the reliability (Chan & Schmitt, 1997; 
Pulakos & Schmitt, 1996; Pulakos, Schmitt, & Chan, 1996) of situational judgment 
tests. One notable exception is Chan and Schmitt (2002), who estimated parallel 
form reliability at .76. Clearly, more thought and research are needed on the 
appropriate methods for assessing reliability so that we have more and better esti­
mates of the reliability of situational judgment tests.

Construct Validity

Three meta-analyses (McDaniel et al., 2001; McDaniel, Hartman, & Grubb, 2003; 
McDaniel & Nguyen, 2001) summarized the construct validity of situational judg­
ment tests. McDaniel et al. (2003) provided the most comprehensive of these 
reviews. They found that situational judgment tests correlate in varying degrees 
with measures of three of the Big 5 personality traits (Digman, 1990) and with 
cognitive ability measures. The magnitude of these correlations is moderated by 
the situational judgment test response instructions, as shown in Table 9 3. 
Situational judgment tests with behavioral tendency instructions tend to be more 
correlated with personality than situational judgment tests with knowledge 
instructions. However, situational judgment tests with knowledge instructions 
correlate more highly with cognitive ability than do situational judgment tests 
with behavioral tendency instructions (.43 vs. .23).

As a result of these findings, McDaniel et al. (2003) suggested that it may be pos­
sible to change the construct validity of a situational judgment test by altering the 
response instructions. They could not empirically demonstrate this phenomenon 
because they had no studies in their sample that held the situational judgment test 
constant but varied the response instructions. However, since that time several 
researchers (Mary Doherty, personal communication, July 7, 2005; Hartman & 
Grubb, 2005; Nguyen, 2004; Nguyen, Biderman, & McDaniel, 2005; Vasilopoulos, 
Cucina, Hayes, & McElreath, 2005) found that when administering the same situa­
tional judgment test with varying response instructions, one can change the magni­
tude of correlations consistent with the findings of McDaniel et al. (2003).



246 MCDANIEL & WHETZEL

TABLE 9 3
Meta-Analytic Correlations Between Situational Judgment Tests With 

Cognitive Ability and Big 5 Measures

N k P

Cognitive ability 22,553 62 .39
Knowledge instructions 17,290 41 .43
Behavioral tendency instructions 5,263 21 .23

Agreeableness 14,131 16 .33
Knowledge instructions 8,303 5 .20
Behavioral tendency instructions 5,828 11 .53

Conscientiousness 19,656 19 .37
Knowledge instructions 13,754 8 .33
Behavioral tendency instructions 5,902 11 .51

Emotional stability 7,718 14 .41
Knowledge instructions 1,990 4 .11
Behavioral tendency instructions 5,728 10 .51

Extroversion 12,607 10 .20
Knowledge instructions 11,867 5 .21
Behavioral tendency instructions 740 5 .11

Openness to experience 874 5 .12
Knowledge instructions 160 1 .25
Behavioral tendency instructions 714 4 .09

Note. N  is the number of subjects across all studies in the analysis; k is the number of 
studies; r is the population correlation. The first row in each analysis is the correlation 
between the situational judgment test and the Big 5 measure for both kinds of instruction.

Thus, test developers who are interested in assessing personality constructs 
may wish to use behavioral tendency instructions. However, one should note that 
behavioral tendency instructions are susceptible to faking (Nguyen et al., 2005). 
On the other hand, if one were interested in assessing cognitive ability, one might 
use knowledge instructions. The caution here is that a cognitively loaded situa­
tional judgment test is likely to result in greater subgroup differences. In sum­
mary, there are advantages and disadvantages to both kinds of response 
instructions and test developers need to carefully consider the consequences of 
their choices. Recommendations for test development resulting from these find­
ings are provided later in this chapter.

Criterion-Related Validity

The criterion-related validity of situational judgment tests has been evaluated in 
many primary studies (Chan & Schmitt, 1997; Hanson & Borman, 1989; 
Motowidlo et al., 1990; Smith & McDaniel, 1998). Two meta-analyses examined 
the criterion-related validity of situational judgment tests (McDaniel et al., 2001; 
McDaniel et al., 2003). In the second and more recent meta-analysis, the overall
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validity of situational judgment tests across 84 coefficients was .32 (N = 11,809). 
In addition to overall validity, the study evaluated response instructions as a mod­
erator of validity. As mentioned earlier, knowledge instructions ask examinees 
to determine the effectiveness of various responses to a situation and behavioral 
tendency instructions ask examinees what they would do in various situations. 
Situational judgment tests with knowledge response instructions yielded higher 
validity (.33) than situational judgment tests with behavioral tendency instruc­
tions (.27). Although this is not a large magnitude moderator, it does lead to impli­
cations about the design of situational judgment tests. To maximize 
criterion-related validity, a test developer should consider using knowledge 
instructions; however, as mentioned before, the use of knowledge instructions is 
more likely to result in subgroup differences than the use of behavioral tendency 
instructions. These validity results are almost entirely based on concurrent valid­
ity studies (e.g., research typically conducted using job incumbents, rather than 
applicants, as subjects). Conclusions about the magnitude of the response instruc­
tion moderator should be reexamined as estimates of predictive validity (e.g., 
research typically conducted using applicants as subjects) become available.

Incremental Validity

Two meta-analyses (McDaniel et al., 2001; McDaniel et al., 2003) and several pri­
mary studies (Chan & Schmitt, 2002; Clevenger et al., 2000; O’Connell, McDaniel, 
Grubb, Hartman, & Lawrence, 2002 ; Weekley & Jones, 1997, 1999) examined the 
incremental validity of situational judgment tests over measures of cognitive abil­
ity. The research is consistent in showing that situational judgment tests provide 
incremental validity over cognitive ability. As measurement methods, situational 
judgment tests can assess different constructs to varying degrees, and the degree 
of incremental validity over cognitive ability will vary depending on the correla­
tion between the situational judgment test and the measure of cognitive ability. 
Situational judgment tests with high cognitive ability correlations likely will have 
less incremental validity over cognitive ability than situational judgment tests with 
low cognitive ability correlations.

Few studies have examined the incremental validity of situational judgment tests 
over both cognitive ability and personality. One study (O’Connell et al., 2002) 
reported incremental validity of the situational judgment test over cognitive ability 
but found litde incremental validity over both cognitive ability and personality. 
However, Weekley and Ployhart (2005) discussed a situational judgment test that pro­
vided incremental validity beyond cognitive ability, personality, and experience. More 
research is needed before one can draw compelling conclusions about the incremen­
tal validity of situational judgment tests over both cognitive ability and personality.

Subgroup Differences

Whetzel et al. (2005) examined ethnic and gender subgroup differences in situa­
tional judgment test scores. Typically, African Americans scored lower on average
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TABLE 9.4
Vector Correlations Between Ethnic and Gender Differences and 

Constructs Correlated With Situational Judgment Tests

Cognitive
Ability Conscientiousness Agreeableness

Emotional
Stability

African
American/
White
difference

.88 (18) • 13 (9) -.38 (9) -.89 (6)

Male/female
difference

-.05(19) •36 (9) •38 (10) •37(7)

Note. Numbers in parentheses are the numbers of coefficients contributing data to the
vector correlations.

than Whites with a mean d of .39, where d is a standardized mean difference (a d 
of 0 indicates no mean difference between two groups). Differences were larger 
for situational judgment tests in a paper-and-pencil format (d = .40) in compari­
son to a video format (d = .33). These differences were almost entirely moderated 
by the extent to which the situational judgment tests were correlated with mea­
sures of cognitive ability. One can also compute the vector correlations (Jensen, 
1998) between the effect size (i.e., difference between groups) and the cognitive 
loading of the test. As shown in Table 9.4, the vector correlation between the 
effect size for African Americans and Whites and the ^-loading of the situational 
judgment test was .88. This suggests that as the correlation of the situational 
judgment test with a measure of general cognitive ability increases (i.e., as the cog­
nitive complexity increases), the mean ethnic score difference also increases.

There also was a moderating effect related to the personality variables of agree­
ableness and emotional stability. As shown in Table 9-4, as the correlation of the 
situational judgment test with agreeableness and emotional stability increased, 
the magnitude of the mean African American versus White score difference 
decreased. In brief, situational judgment tests show larger ethnic differences 
when the situational judgment test is positively related to cognitive ability and 
negatively related to agreeableness and emotional stability.

Whetzel et al. (2005) also reported that the gender difference was small (d = .14) 
and favored females. This difference was moderated somewhat by the correlation 
of the situational judgment test with conscientiousness, agreeableness, and emo­
tional stability. As shown in Table 9.4, as the correlation between these personal­
ity variables and the situational judgment test increased, the gender difference 
favoring females also increased. These findings suggest that females obtained

‘Portions of this section of the chapter were taken directly, and with permission, from 
Motowidlo, Hanson, and Crafts (1997).
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slightly higher situational judgment test scores to the extent that the tests were 
correlated with conscientiousness, agreeableness, and emotional stability

HOW TO DEVELOP A SITUATIONAL JUDGMENT TEST1

Although situational judgment tests come in a variety of formats, they all have the 
common feature that they present a description of a situation representing a prob­
lem or challenge that might be encountered at work. The items ask applicants 
how they would respond to the situation. The rest of this chapter offers suggestions 
for developing a situational judgment test. This developmental strategy combines 
practices that have been successfully followed in the past to develop demonstra­
bly valid situational judgment tests. A shortcut approach also is provided. Other ways 
to build situational judgment tests also are possible, and they might be as good or 
even better than the approach described in this chapter.

There are three general stages for developing a situational judgment test. First, 
a panel of subject matter experts (SMEs) generates descriptions of problem situa­
tions that might happen at work. Second, the SMEs write multiple-choice response 
alternatives for each problem situation. Third, a scoring key is developed.

Develop Situational Item Stems

Situational item stems should represent classes of events that actually happen on 
the job. They should represent classes of problems or challenges that people have 
to handle effectively or their job performance will suffer. They do not have to 
reflect matters of critical or monumental importance, but they should not be so 
minor or trivial that it does not matter how people deal with them. Furthermore, 
they should be difficult enough that there are meaningful differences in how effec­
tively different people handle them.

The item stems should be described in enough detail to provide the cues nec­
essary to distinguish more effective from less effective ways of dealing with the sit­
uations, but not in so much detail that the cues point to a single correct response 
that will be obvious to everyone. These cues should be general enough so that 
they can be correctly interpreted even by people who have never encountered the 
situation, as long as they have encountered similar situations in different contexts.

The first step is to assemble groups of SMEs into a workshop and ask them to 
write critical incidents (see chap. 3). Using the electrician example, groups of expe­
rienced electricians or journeymen would be assembled. If results of a job analysis 
(see chap. 3) are available, performance dimensions (i.e., the competencies, knowl­
edge, skills, or abilities needed for successful performance) are shared with work­
shop participants. The SMEs would then be asked to think about occasions when 
they, or someone they knew, encountered a problem in a situation that involved one 
of the performance dimensions. Using a critical incident form, they would be asked 
to write about each situational critical incident by: (a) describing the problem in full 
detail, (b) briefly noting how the electrician in the incident dealt with it, and (c) 
describing the results of the electrician’s actions. If performance dimensions are
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available, the participants also note which performance dimensions are related to 
the situation. Often a situation is related to several performance dimensions. An 
example of a critical incident, taken from chapter 3, is:

The foreman of a job gave a print to an apprentice and said, “Tomorrow, lay 
this whole floor out and pipe it.” The next day the apprentice realized that he 
did not know how to do the task and the foreman was not available. The 
apprentice reviewed available documentation until he learned what he needed 
to know. The apprentice successfully completed the job and felt proud.

The next step is to sort the critical incidents according to the content of the 
scenarios or problems that electricians must handle. Combining judgments of the 
different judges will show which situations tend to be grouped together most 
often and this will lead to definitions of situational categories. For instance, in the 
electrician example, two categories that could emerge might be Reading 
Blueprints and Completing Jobs on Time.

With these situational categories in hand, the next step is to select representative 
critical incidents from each one and edit them into situational judgment item stems. 
Selecting situations from each category helps to ensure that the final situational 
inventory will include examples of all the important kinds of situational problems 
that occur on the job. Normally, the final version of the situational judgment test will 
also contain multiple situations per situational category. The exact number of situa­
tions selected per category will be based on some rational procedure. For example, 
job experts may be asked to rate the importance of the situational categories, and 
situations from the more important categories will be more heavily represented on 
the test. Alternatively, individual situations may be mapped to the job performance 
categories, and importance ratings for these categories can be used to define a rule 
for selecting scenarios for the test. An example of a stem that could be developed 
from the previous critical incident is: “As an apprentice electrician you receive your 
work assignments and seek advice from your supervisor, the project foreman. You 
have encountered a problem that you cannot solve and you cannot locate your 
supervisor to help you.” Note that some of the detail from the critical incident is 
omitted from the stem. The purpose is to make the stems general enough that most 
applicants will understand the content of the stem.

From a technical standpoint, the larger the number of situational judgment 
items in the final test the better, but practical considerations limit the number of 
items that can be included. Situational judgment items may take a minute or two 
to answer and the number of items in the final test should not exceed the time 
available to administer the test. If the final situational judgment test is to include 
no more than about 40 situational items, at least 50 to 60 problem situations 
should be prepared at this stage in the development process.

One can substantially shorten this process if a job analysis has been conducted 
that has identified performance dimensions. With verbally fluent incumbents, one 
can have the incumbents write item stems rather than critical incidents. Working 
from the list of performance dimensions, participants divide the dimensions among
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themselves and write situational judgment stems. This abbreviated process 
assumes that the performance dimensions provide good coverage of the job and 
that the participants are willing and competent to write item stems. If situational 
item stems can be developed in this manner, it is sometimes possible to write all 
the item stems needed for the test in less than a day.

Develop Response Alternatives

Response alternatives should represent classes of broadly different strategies for 
handling each situation. The alternatives should all seem reasonable but some 
have to be more “correct” for the situation than others. The more correct alterna­
tives should be more attractive to applicants with the best potential for success on 
the job.

One way to develop response alternatives with these characteristics is to col­
lect responses to the situational item stems from job incumbents. This can be 
done by assembling the situational item stems one to a page in a questionnaire. 
The questionnaire should be administered to incumbents who would be asked to 
complete the questionnaire by writing a short description in the space provided 
of how they or someone they know would handle each problem. The goal is to 
provide a range of possible responses that vary in effectiveness. If there are too 
many problems for people to answer all of them, the problems can be divided into 
two or more shorter questionnaires, but at least five people should answer each 
problem to ensure that many potentially different kinds of responses are col­
lected. Examples of responses to the stem above are:

1. Review the available documentation and identify the best approach.
2. Seek out another foreman to help you.
3. Work on something else until the foreman is available.
4. Try various approaches until you find the solution.
5. Go on break until the foreman is available.

Note that Response 1 is similar to that provided in the original critical incident.
Taking one situational problem at a time, the responses should be reviewed to 

identify a variety of strategies, without worrying at this point about which are the 
best and worst responses to the problem.

Develop a Scoring Key

Finally, a scoring key is developed by collecting judgments from SMEs about the 
effectiveness of the alternative response options for each situational judgment 
item. Typically, the test developer prepares a questionnaire asking SMEs to rate 
each response on an effectiveness scale. The questionnaire should be completed 
by individuals who are very experienced and knowledgeable about the job. A com­
mon procedure is to ask the most knowledgeable individuals possible to complete
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Very Ineffective Ineffective Effective Very Effective

This action is 
inappropriate. It will 
make the problem 

worse.

This is a poor 
action.

It will not help 
solve the 
problem.

This is a reasonable 
action that would 

go far in 
resolving the 
problem.

This is one of the 
best and most 
effective actions 

of all possible 
actions.

FIGURE 9 2 Example of effectiveness rating scale.

-1 Indicating that the keyed best response is the worst response 

Indicating that the keyed worst response is the best response

+1 Indicating that the keyed best response is the best response 

Indicating that the keyed worst response is the worst response

0 Any other response

FIGURE 9 3 Scoring pattern for selecting the best or worst response.

the questionnaire. In the present example, they would be experienced journeymen 
or very senior electricians. In general, the more SMEs who contribute to the ratings, 
the more stable the ratings will be (i.e., the ratings will be less subject to individual 
idiosyncrasies). That said, approximately five to seven raters often are used. A pos­
sible effectiveness rating scale that the SMEs might use is shown in Fig. 9.2.

Using these expert judgments, the test developer computes the mean and stan­
dard deviations of the rating of each response option. The standard deviation is an 
indication of expert judgment agreement. Situational items for which there is little 
agreement among experts on the relative effectiveness of alternatives should be 
dropped. For remaining items, the experts’ judgments would be used to identify the 
effective and less effective response alternatives for each situational judgment item.

Once the test developers have obtained mean ratings on each response, they 
can determine the scoring key. If a response instruction is used that asks the appli­
cant to select one choice (e.g., pick the best response, what would you most likely 
do), the developer should declare the response with the highest mean effective­
ness rating to be the correct response. For example, if the instructions ask the 
applicant to choose the best or worst response, the simple scoring pattern shown 
in Fig. 9 3 is recommended (McDaniel, Whetzel, & Nguyen, 2006). Likewise, if the 
response instruction asks for two responses (e.g., pick the best response and then 
pick the worst response; what would you most likely do and what would you least 
likely do), the mean effectiveness ratings should be used to identify the most effec­
tive and least effective response for the keyed responses.
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-1 Indicates that an effective behavior is ineffective or very ineffective 

Indicates that an ineffective behavior is effective or very effective

+1 Indicates that an effective behavior is effective or very effective 

Indicates that an ineffective behavior is ineffective or very ineffective

FIGURE 9.4 Scoring pattern for rating the effectiveness of possible responses.

On the other hand, if one seeks to have the applicant rate the effectiveness of 
each response, one could develop a scoring key based on the same 4-point scale 
shown in Fig. 9.2; however, the keying approach shown in Fig. 9.4 is recom­
mended for several reasons (McDaniel, Whetzel, & Nguyen, 2006). First, it only 
requires that the incumbents who are providing ratings used to establish the key 
agree on whether the response option is an effective behavior or an ineffective 
behavior. Second, there are individual differences in how applicants understand 
relative statements (e.g., effective vs. very effective). Two incumbent raters might 
believe a given response option to be at the same level of effectiveness even 
though one rater describes it as “effective” whereas another describes it as “very 
effective.” This difference is due to the rater’s different interpretations of the word 
very. If the keying is based on this strategy, one can avoid dealing with the nuances 
of the word very.

However, McDaniel, Whetzel, and Nguyen (2006) recommended that a 4-point 
Likert rating scale, similar to the one shown in Fig. 9 2, be used in the actual sit­
uational judgment test instrument because applicants may feel constricted by 2- 
point, dichotomous rating scales. Thus, the use of a 2-point dichotomous rating 
scale is suggested (Fig. 9.4) for developing the answer key and a 4-point Likert 
scale (Fig. 9.2) is suggested for the actual situational judgment test instrument 
administered to examinees.

Another keying approach involves deviation scoring from the mean effective­
ness rating (Legree, Psotka, Tremble, & Bourne, 2005). In this approach, the mean 
rating is used as the correct answer and ratings differing from the mean receive 
lower scores. For example, if the mean effectiveness rating of a response option 
is 1.5 and an applicant rates the response at “2,” the applicant loses a half-point. 
Likewise, if the applicant rates the response a “1,” the applicant also loses a half­
point. Thus, the highest possible score is a 0 and the lowest possible is some neg­
ative number. One might want to add a positive number to all scores to make all 
scores positive.

SUMMARY

Situational judgment tests present descriptions of work situations that might hap­
pen on the job and ask applicants how they would handle them. They are based on 
the idea that people have different levels of knowledge about how best to handle
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various work situations. By measuring this knowledge, situational judgment tests 
can predict job performance. The literature on the reliability of situational judg­
ment tests is deficient because the measures tend to have heterogeneous content 
but measures of homogeneity are typically offered as estimates of reliability. The 
criterion-related validity of situational judgment tests is at useful levels. Both the 
criterion-related and construct validity of situational judgment tests are 
moderated by response instructions. Response instructions fall into two general 
categories, knowledge and behavioral tendency, and the choice of one or the 
other affects validity and the likelihood of subgroup differences.

Developing a situational inventory involves three general stages: (a) preparing 
descriptions of problem situations, (b) preparing multiple response alternatives 
for each problem, and (c) identifying the effectiveness of each response option. 
A set of procedures that could be followed in each stage to develop an effective 
situational judgment test is provided.
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C H A P T E R  T E N

Assessment Centers

Suzanne Tsacoumis 
Human Resources Research Organization (HumRRO)

OVERVIEW

An assessment center is a powerful methodology for evaluating one’s job-related 
competence and capabilities. Through the implementation of multiple high- 
fidelity simulations (also referred to as exercises throughout this chapter), an 
assessment center offers an excellent opportunity to evaluate an applicant’s 
strengths and weaknesses and to predict the applicant’s potential to succeed in a 
particular position. The assessment center is an effective procedure because it is 
based on a standardized method by which applicants are provided an equal 
opportunity to perform and to be evaluated on the same job-related simulations. 
The underlying assumption in an assessment center is that potential for success 
can be predicted by having applicants perform under conditions that simulate the 
actual job. Well-developed assessment centers have sound psychometric proper­
ties (Thornton & Byham, 1982), and any subgroup differences tend to be lower 
than those found with paper-and-pencil cognitive ability tests (Hoffman & 
Thornton, 1997). Assessment centers have withstood the test of time and have 
repeatedly been shown to be valid predictors of future job performance (Bray 
& Grant, 1966; Gaugler, Rosenthal, Thornton, & Bentson, 1987; Tziner, Ronen, & 
Hacohen, 1993).

High-fidelity simulations also provide an ideal opportunity to assess core job 
dimensions, such as relating to others, leadership, and problem solving 
(Thornton & Mueller-Hanson, 2004), that typically are difficult to measure by 
other means. As a consequence, assessment centers are an effective method for 
evaluating complex supervisory performance (Thornton & Byham, 1982). At the 
same time, assessment centers provide a method for evaluating both declarative
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and procedural knowledge (Thornton & Mueller-Hanson, 2004). That is, in addition 
to determining whether a candidate possesses certain knowledge, assessors can 
observe the candidate performing a task that involves application of that knowl­
edge. Given the realistic nature of the exercises, assessment centers tend to be 
more acceptable to candidates (Rynes & Connerley, 1993; Thornton, 1992) and 
are harder to fake (Thornton & Mueller-Hanson, 2004) than traditional paper-and- 
pencil tests. Finally, an organization’s specific mission, needs, values, and goals 
can be incorporated into the simulations to yield a completely customized assess­
ment center process (Thornton & Mueller-Hanson, 2004).

Nevertheless, given the time and resources required to develop, administer, 
and score high-fidelity simulations in an assessment center, some question the 
approach’s utility. Although it is true that use of an assessment center may not be 
the best approach in all cases, there is ample evidence that implementing such 
simulations under the right circumstances can provide valuable information for a 
variety of human resource management applications.

The balance of this chapter presents the history and key components of assess­
ment centers, and describes procedures for developing valid high-fidelity simula­
tions. In addition, the chapter provides information about assessors, and 
describes training methods used to develop effective assessors.

WHAT IS AN ASSESSMENT CENTER?

An assessment center is a process that involves several standardized measures, 
which provide multiple opportunities for behavioral evaluations of applicants and 
employees by a number of assessors (International Task Force on Assessment Center 
Guidelines, 2000). The observations and the resulting judgments are pooled to 
yield a comprehensive assessment of an applicant’s standing with regard to the tar­
geted constructs. This approach of integrating information from a variety of sources 
evolved from numerous attempts to measure complex performance with a combi­
nation of evaluation techniques using multiple observers. These efforts involved 
multiple measures of an individual’s performance and required the integration of 
information from these different measures to arrive at an overall evaluation.

The origins of assessment centers can be traced to the work of German psychol­
ogists in the early 1900s (Moses, 1977). German psychologists asserted that in order 
to assess leadership potential, an individual’s total personality (rather than separate 
abilities) should be evaluated (Thornton & Byham, 1982). To obtain an accurate eval­
uation of the whole personality, they believed that a number of assessment 
approaches should be combined. In addition, they maintained that the assessment 
should occur in natural, everyday situations. Then, assessors should observe behav­
ior elicited by situational techniques, and the judgments of several assessors should 
be pooled to obtain an objective appraisal of applicant performance.

The German officer assessment programs were among the first attempts to use 
both multiple assessment techniques and multiple assessors to evaluate complex 
behavior. The ultimate goal was to obtain behavioral samples of intellectual and
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personality characteristics rather than to rely solely on verbal responses or 
responses to paper-and-pencil tests (Thornton & Byham, 1982). This focus on 
measuring complex behaviors, as well as the use of multiple assessors and com­
plex situational exercises, remain the key characteristics of modern assessment 
center processes.

Assessment centers were first used in the United States during World War II 
(Thornton & Byham, 1982). The Office of Strategic Services (OSS), the forerunner 
of the CIA, implemented a program to evaluate applicants for a variety of posi­
tions, including intelligence agents, saboteurs, propaganda experts, secretaries, 
and office workers. The OSS assessment program included both objective and 
subjective techniques, with an emphasis on situational tests (MacKinnon, 1977). 
Two of the more well-known situational tests, the “brook” and the “construction” 
exercises, were borrowed from the British Army’s assessment program. As an 
example, the construction exercise involved one applicant and two assessors. The 
task required the applicant to use pieces of lumber to build a large wooden struc­
ture, using a model as an example to follow. The two assessors played the roles of 
two “farmhands,” Kippy and Buster, who were available to help. Kippy, passive 
and sluggish, did nothing unless given explicit orders. Buster, aggressive and for­
ward, rushed into impractical and incorrect solutions. Both assessors interfered 
with progress and criticized the applicant in many ways. The purpose of the exer­
cise was to study the applicant’s leadership abilities and emotional stability.

Most subsequent assessment efforts in the United States have drawn many of 
their ideas, methods, and points of view from the OSS program. The situational 
and performance exercises marked a significant shift away from primary reliance 
on paper-and-pencil instruments used in previous personnel selection work in the 
United States (Moses, 1977).

In the 1950s, the American Telephone and Telegraph company (AT&T) adapted 
the OSS concept to the selection and identification of management personnel. 
AT&T’s Management Progress Study (MPS) represents a hallmark in the history of 
multiple assessment procedures. The purpose of the process was to trace the 
growth, development, and progress of young managers in the telephone business 
(Moses, 1977). Several assessment techniques were used, including a 2-hour back­
ground interview, an in-basket exercise, a business game, a leaderless group dis­
cussion, and various psychological tests (Bray & Grant, 1966).

The AT&T effort was unique in that the company processed individuals 
through an assessment center, made predictions about future management per­
formance, and then sealed the predictions for several years. Thus, the assessment 
center results never influenced the individual’s career progression. When AT&T 
compared the assessment center results with the actual promotional record of the 
individuals assessed, they found that 45% of those seen as suitable for middle 
management had attained this level, whereas only 7% of those given a low rating 
progressed to middle management (Huck, 1973).

In the early 1960s, the AT&T results were published and other organizations 
began to show great interest in them. By the late 1960s, a number of major 
corporations were using the assessment center to select managers and were
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generally pleased with the process and the results it produced. In the next section, 
the features that make assessment centers popular today are described.

ASSESSMENT CENTERS TODAY

Assessment centers remain an ideal method for evaluating job candidates or cur­
rent employees on a wide range of knowledge, skills, abilities, and other charac­
teristics (KSAOs), typically grouped into broader categories traditionally referred 
to as “dimensions.” Although assessment centers may be rather costly and time 
consuming to develop, organizations often choose this evaluation strategy in lieu 
of or in addition to other testing methods, because it provides an opportunity to 
observe an individual’s performance on job-relevant tasks and, in turn, to evalu­
ate critical KSAOs. Also, as previously noted, the high-fidelity simulations tend to 
be well accepted by the participants and are resistant to faking.

The use of assessment centers has expanded to a wide range of settings, includ­
ing private industry, government agencies, public safety departments, educational 
institutions, and the military Most commonly, assessment centers serve as a key 
component of selection, promotion, and development programs primarily for 
supervisory, managerial, and executive personnel levels. However, this type of 
process also is useful for other occupations, such as sales positions, and proves 
beneficial when planning for succession and providing realistic job previews.

Although the purposes vary, the key elements of any properly designed assessment 
center include (International Task Force on Assessment Center Guidelines, 2000):

• KSAO dimensions based on a thorough and current job analysis.
• Job simulations developed to provide multiple opportunities for eliciting 

behaviors relevant to the dimensions being measured.
• Systematic and standardized procedures for recording assessor behavioral 

observations, classifying behavioral observations into the targeted dimen­
sions, and converting classified observations into dimension scores.

• Multiple, trained assessors to evaluate the candidates.
• Standardized procedures for pooling behavioral observations, either by a 

consensual process or through statistical procedures.

These guidelines clarify the essential components of an assessment center, yet 
permit an organization to tailor the process to its specific needs. Some features on 
which assessment centers may vary are the type of consensual process used, the 
nature of feedback given to candidates, the mode of presenting simulations, and 
the types of exercises included.

Consensual Scoring Procedures

In a traditional assessment center model, different teams of assessors observe and 
document their observations of a candidate’s performance on each simulation. 
Then, for each exercise, one assessor integrates the observations from all assessors,



10. ASSESSMENT CENTERS 263

and prepares a summary of performance on that simulation. At a later time (e.g., 
end of the day), all the assessors gather to discuss each candidate. Assessors read 
their reports, which provide behavioral descriptions of the candidate’s perfor­
mance on each exercise. Once information regarding all exercises has been 
shared, and considering everything they have heard and observed about an appli­
cant, each assessor then independently rates the candidate on each dimension, 
typically on a 5-point Likert scale. Assessors also often assign an overall assess­
ment center score, which tends to be on a 4-point Likert scale. Then, assessors 
share their ratings. Any two ratings on a given dimension that differ by more than
1 point (e.g., 2 and 4) are discussed until all assessors have assigned ratings that 
either are the same or are within 1 point for the dimension. Finally, the overall 
assessment center score is discussed and any discrepancies are resolved so that all 
assessors have assigned the same overall score.

In response to concerns about the time and costs associated with the consensual 
approach described earlier, some assessment centers implement more streamlined 
approaches, which statistically integrate at least some of the scores. One such com­
mon approach is to have the team of assessors assign their ratings immediately after 
the candidate completes the simulation. In this case, assessors are given time after 
each exercise to review their notes, make independent dimension ratings for that 
simulation only, and then discuss their ratings with their assessor partner(s). Once 
again, assessor ratings must be within 1 point of each other on each dimension. 
Discrepancies are discussed by referring to behavioral observations and the rating 
scales until the assessors agree to modify their ratings. The overall assessment cen­
ter score is the average of the dimension ratings provided for each simulation. In 
some cases, different weights are assigned (e.g., exercise or dimension weights) and 
applied during this statistical integration process.

Types and Amounts of Feedback

Assessment centers differ not only in the consensual process used, but also in the 
nature and specificity of feedback provided to candidates. In some cases, candi­
dates receive limited feedback regarding their performance. For example, when 
the process is used for selection or promotion, applicants may only be provided 
with an overall score or simply informed that they passed or failed. If the process 
is used for promotion, which involves internal employees, some additional infor­
mation typically is provided such as a rating or general indication of performance 
on each dimension. One method of depicting this information is to generate a 
profile of dimensional performance (see Fig. 10.1). This profile is based on raw 
dimension-within-exercise scores and displays the candidate’s individual score 
profile, as well as: (a) the relative position of mean dimension-within-exercise 
scores for all candidates, and (b) the relative position of the highest and lowest 
score observed on each dimension-within-exercise across all candidates. These 
additional summary data are provided so candidates can determine how they 
performed relative to other candidates, and can diagnose areas of strength and 
developmental needs.
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FIGURE 10.1 Sample candidate profile.

In contrast, when the ultimate goal of the assessment center is developmental, 
candidates usually are given more detailed feedback. Assessor observations are 
consolidated into a comprehensive report describing strengths and developmen­
tal needs, along with recommendations for enhancing the weaker KSAOs. At 
times, assessors provide face-to-face feedback to candidates, which may include 
reviewing clips of their videotaped performance on the simulations.

Modes of Simulation

In an assessment center, job simulations serve as the key evaluation method. 
Earlier assessment centers were based on simulations coupled with other instru­
ments, such as personality measures, and tests of cognitive ability. Although one 
of these other types of measures, or a structured interview, may occasionally be 
incorporated into the process, current assessment centers place a heavy emphasis 
on job simulations. In fact, according to the Guidelines and Ethical Considera­
tions fo r Assessment Center Operations (International Task Force on Assessment 
Center Guidelines, 2000), the techniques used as part of the process “must 
include a sufficient number of job-related simulations.”

High-Fidelity Simulations

A job simulation presents situations that are very similar to the target job. In 
contrast to a work sample, which provides a nearly perfect duplication of some 
facet of the job (e.g., operating a forklift), simulations mirror the whole job as

2>oo
CD
c ■ o 
E 
tf> <D . 
% 
<

<5
I
<5

£

I
c
M, s w J 

 ̂& 
c

2
I

S'

2:
cs/:

f I

0
1

® 1 z sC 8 ̂m

’5•3
'S Ij:

—♦-•Your Score

•h i-™ Minimum Score 
Across All 
Candidates

-j5r~ Maximum Score 
Across All 
Candidates

~*~Mean Score 
Across All 
Candidates

Dimension within Role Play #2



10. ASSESSMENT CENTERS 265

closely as possible (Thornton & Mueller-Hanson, 2004). They “simulate” several 
important job tasks to assess a number of important job-related KSAOs. These 
types of measures can be considered high-fidelity simulations because they closely 
resemble actual work situations. These high-fidelity simulations are distinct from 
low-fidelity simulations, such as situational judgment tests described in chapter 9. 
Low-fidelity simulations present either a written or oral scenario and ask appli­
cants to rate various responses to the situation.

The underlying assumption of a high-fidelity job simulation is that the poten­
tial to perform successfully in a job can be best predicted by having candidates 
perform under conditions very similar to the actual job. This “behavioral consis­
tency” model was proposed by Wernimont and Campbell (1968), who argued for 
a focus on meaningful and realistic samples of job behavior. The goal was to 
achieve point-to-point correspondence between predictor and criterion mea­
sures. Simulations approaching this idealized goal are generally viewed as having 
a potentially high degree of face validity (Cascio & Phillips, 1979; Schmidt, 
Greenthal, Hunter, Berner, & Seaton, 1977) and content validity, thereby reduc­
ing the possibility of unfair discrimination (Schmidt et al., 1977; Wernimont & 
Campbell, 1968). Job simulations also provide an equal opportunity for candi­
dates to perform and be evaluated on the same job-relevant activities.

In many instances, the simulations associated with a particular assessment cen­
ter are based on the same broad scenario. That is, in all exercises, the candidate 
assumes the role of the same individual who works in a particular office in a specific 
organization, and interacts with the same set of fictitious people. For example, if the 
assessment center is for a large electrical utility with several office locations, a ficti­
tious office similar to the real offices is created, along with a detailed description of 
the people and issues associated with that office. Some organizations prefer that the 
simulations, and in turn the assessment center as a whole, be based on an entirely 
fabricated organization. In such cases, a company with a mission comparable to the 
target organization is created, along with its history, personnel, and any relevant 
issues. Regardless of the type of organization that serves as the framework for the 
assessment center, this thematic approach to simulation requires the candidate to 
assume the role of a particular person (e.g., supervisor or manager of an office or 
group) and then deal with a range of people and issues, all set within the same con­
text, throughout all assessment center exercises.

Remote Simulations

In the traditional and still most common mode of implementing an assessment 
center, candidates and assessors gather at one location. However, with techno­
logical advances, and increasing concerns about the expense and time associated 
with the typical assessment center process, there has been movement toward the 
increased use of computers, video, and Internet or intranet resources. There are 
several variations on this theme, but essentially they all allow candidates to com­
plete the process and assessors to evaluate their performance remotely, rather 
than at a centralized location.
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Types of Exercises

The most common high-fidelity simulations are: oral presentation, role play, analy­
sis exercise, in-basket, oral fact-finding exercise, and leaderless group discussion. 
Brief descriptions of each type of exercise or simulation are presented next.

Oral Presentation

Oral presentation exercises ask the candidate to review a packet of information 
regarding a specific issue, then prepare and give a formal presentation to an 
important person or organization. Depending on the complexity of the materials 
and resulting presentation, preparation time can vary from just a few minutes 
(e.g., 10 minutes) to 1 hour. Presentations rarely last more than 30 minutes.

Role-Play

Role-play exercises are one-on-one interactions with a person whom the 
incumbent of the targeted position deals with on the job. For example, if candi­
dates assume the role of a supervisor, then the exercise could be designed for 
them to interact with a subordinate, their boss, another supervisor, a peer in 
another organization, a client or customer, or a member of the community. Prior 
to the interaction, candidates review information describing a specific situation, 
as well as any pertinent information associated with the individual involved in the 
role play. Candidates then proceed with the interactive portion of the simulation. 
The preparation time for this type of exercise tends to range from 10 to 45 min­
utes and the interactive portion usually is between 20 and 30 minutes long.

Analysis Exercise

During an analysis exercise, candidates are presented with detailed materials 
describing a complex situation. The information typically includes both qualitative 
information and data and requires in-depth analysis, integration, and interpretation 
of a multifaceted situation or issue. The instructions often provide a list of questions 
that candidates should address in their responses. The candidates usually prepare a 
written report, although in some cases candidates provide their responses orally. 
Occasionally, if an oral presentation is the mode of delivery, candidates may be asked 
to respond to additional questions at the conclusion of their presentation. The typ­
ical length of this exercise ranges from 45 minutes to 1.5 hours. The oral presenta­
tion, including any follow-up questions, takes 20 to 40 minutes.

In-Basket

The materials associated with an in-basket exercise are similar to those typically 
processed by an incumbent in the target position. The materials may include
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memos, e-mail messages, letters, phone messages, and reports. The materials may 
be presented in hard copy, electronically, or in some combination of modes. During 
the completion of this exercise, candidates read through the materials and provide 
a detailed explanation of how they would respond to each item. At the conclusion 
of the exercise, assessors review the written responses, and in some programs, meet 
with the candidates to obtain additional clarification of their responses. Following 
this interview, the assessors complete their final ratings. It can take from 1 to 3 hours 
for a candidate to document responses to each item and up to 45 minutes to inter­
view each candidate to discuss the written responses.

Oral Fact Finding

The ultimate goal of an oral fact-finding exercise is for a candidate to gather 
information about a specific situation and make a recommendation regarding 
how to proceed. After reading a short description of the situation, the candidate 
meets with an assessor or role player to collect additional information and make 
a final recommendation. In some circumstances, once the decision has been made 
it is challenged by the assessor or role player. The candidate has 5 to 10 minutes 
to review the introductory information and prepare a list of questions. Then, 
there typically is a 15-minute period for questioning, followed by an approximate 
10-minute period to formulate and present the final recommendation. An addi­
tional 10 to 15 minutes is needed if the candidate’s recommendation is chal­
lenged.

Leaderless Group Discussion

In this type of simulation, candidates are presented with background infor­
mation describing a particular problem and then are instructed to work with oth­
ers to reach a resolution. Once candidates individually review the written 
materials, they are assembled in small groups (e.g., four to six candidates per 
group) to discuss the situation and generate a recommended solution. Leaderless 
Group Discussions (LGDs) can be classified into two broad categories: non­
assigned role and assigned role. The more common form is the non-assigned role 
exercise in which candidates all work toward a common goal. In contrast, in the 
assigned role LGD, candidates are working toward different goals. Preparation for 
a LGD ranges from 5 to 60 minutes, with the interactive portion lasting from 30 
to 90 minutes.

PSYCHOMETRIC CHARACTERISTICS OF ASSESSMENT CENTERS 

Reliability

There are few published data on the reliability of assessment center exercises, 
most likely because no single type of estimate is ideal. Given the nature of the
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assessment technique, calculation of test-retest and split-half reliabilities is impracti­
cal or impossible. Other indices rely on an estimate of internal consistency obtained 
by looking at the dimensions measured within an exercise. However, because 
dimensions, by definition, measure different constructs or KSAOs, evaluating the 
consistency among dimension ratings within an exercise does not seem defensi­
ble. Other indices are based on the internal consistency of a dimension across 
exercises. This approach also seems problematic because different simulations 
often tap different aspects of the same dimension. Therefore, one would not nec­
essarily expect consistency in dimension ratings across exercises.

Although limited information is available, reported interrater reliability estimates 
of assessment center exercises have been respectable. For in-basket exercises, Bray 
and Grant (1966) found a reliability estimate of .92. The interrater reliability esti­
mates for management games and leaderless group tasks were found to be .60 and 
.69 for ratings and rankings, respectively (Bray & Grant, 1966). For the same types 
of simulations, Greenwood and McNamara (1967) reported estimates of .74 for rat­
ings and .75 for rankings. For LGDs, Bray and Grant (1966) found interrater relia­
bility estimates of .75 for ratings and Greenwood and McNamara (1969) found 
estimates ranging from .64 to .71. The interrater reliability estimates reported by 
Gatewood, Thornton, and Hennessey (1990) ranged from .66 to .99.

Tsacoumis, Putka, and Schantz (2005) described and evaluated various options 
for estimating the reliability of assessment center simulations. Within this context, 
reliability can be defined as the proportion of observed assessment score variance 
that is attributable to true score differences among candidates (as opposed to 
measurement error). Reliability estimates can be computed on dimensions within 
exercises, dimensions across exercises, exercises across dimensions, and on the 
overall assessment score. For more details on these options and the relative 
strength of each, the reader should refer to Tsacoumis et al. (2005).

For dimension-within-exercise scores, interrater reliability estimates index the 
degree to which candidates are rank ordered similarly by different assessors in 
terms of their performance on dimensions within exercises. Two indices of inter­
rater reliability can be computed. The first is interpreted as the proportion of 
observed score variance in any single assessor’s ratings that is attributable to true 
dimension-within-exercise score differences among candidates. The second index 
is interpreted as the proportion of observed score variance in mean dimension 
ratings (averaged across two assessors) that can be attributed to true dimension- 
within-exercise score differences among candidates.

As an example, both of these indices of interrater reliability were computed in 
two recent assessment centers (Tsacoumis, Katz, & Shultz, 2005; Tsacoumis, 
Putka, & Schantz, 2005). Each assessment center included four job simulations, 
each of which measured from 3 to 11 dimensions. Using pre-consensus ratings 
(i.e., prior to discussion with another assessor), the single assessor reliabilities 
ranged from .54 to .86, with the majority being above .70. The reliabilities stepped 
up for two assessors ranged from .76 to .93. These findings indicate that the asses­
sor pairs who evaluated candidates provided similar rank orderings of candidates 
in terms of performance on dimensions within exercises.
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Finally, Tsacoumis, Putka, and Schantz (2005) presented a methodology for 
computing the reliability of a statistically-derived overall assessment score (OAS). 
In this case, the individually weighted dimension-within-exercise scores were 
summed to obtain the OAS. Reliability was computed by using a formula for the 
reliability of the weighted composite of raw scores derived from Nunnally (1967). 
The reliability estimates for the OAS were very solid for two different assessment 
centers (Tsacoumis, Katz, & Schultz, 2005; Tsacoumis, Putka, & Schantz, 2005).

Validity

Content validity is a test development process that seeks to ensure that the result­
ing measure(s) cover all important aspects of the relevant content domain (e.g., 
defined by a job analysis) without testing KSAOs that are not relevant to that 
domain. A content validation strategy involves developing or selecting measures 
that reflect the content and are representative of the job for which candidates are 
to be selected. Evidence for content validity comes from following well-estab­
lished and accepted job analysis and assessment program development steps and 
from data that demonstrate a direct link between the selection procedures and job 
requirements. The how-to portion of this chapter describes the steps required to 
demonstrate evidence of content validity.

In addition to the content validity evidence typically associated with simula­
tions, assessment centers historically have been shown to have criterion-related 
validity. This chain of evidence began with the assessment centers administered by 
AT&T as part of the Management Progress Study (Bray & Grant, 1966; Moses, 
1977). Assessment scores were evaluated in terms of career progression 8 years 
after participation in the process. The results revealed that 82% of those rated as 
having “excellent potential” had been promoted to at least middle management. 
In contrast, only 29.2% rated as having “low potential” progressed to middle-man- 
agement or higher levels (Ritchie, 1994). The predictive validities of .44 and .71 
for the college and non-college participants, respectively, spearheaded the popu­
larity of the assessment center process (Huck, 1973). Subsequent research has 
continued to provide strong validity evidence for assessment centers. Hunter and 
Hunter (1984) reported median corrected correlations of .63 for ratings of poten­
tial and .43 for performance ratings. A 1987 meta-analysis obtained mean correla­
tions of .53 and .36 for potential and performance, respectively (Gaugler et al.,
1987). Schmidt and Hunter’s (1998) meta-analytic work reported a mean validity 
coefficient of .37 for assessment centers. In its totality, this evidence suggests that 
assessment centers (i.e., high-fidelity job simulations) are valid measures of one’s 
capabilities.

Subgroup Differences

Although many of the dimensions evaluated in an assessment center clearly have a 
cognitive component, the observed differences in performance between African
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Americans and Whites are typically less than found on traditional cognitive ability 
tests. As an example, subgroup differences (White and African American) were 
computed using the d statistic in two different assessment centers (Tsacoumis, Katz, 
& Schultz, 2005; Tsacoumis, Putka, & Schantz, 2005). The d statistic indexes the dif­
ference between subgroup means in terms of standard deviation units (Cohen,
1988). Effect sizes at the exercise level ranged from .14 to .82, at the dimension level 
from -.17 to .92, and at the dimension-within-exercise level from -.36 to 1.05. It 
should be noted that the highest effect sizes in all categories were outlier values.

Also note the possibility that by the time applicants participate in an assess­
ment center, they may have passed other selection hurdles that are correlated with 
cognitive ability (e.g., cognitive ability tests, interviews, situational judgment 
tests). This prescreening prior to the assessment center is likely to result in 
smaller subgroup differences in the assessment center. If the assessment center 
took place earlier in the selection process, the magnitude of subgroup differences 
may be larger (Roth, Van Iddekinge, Huffcutt, Eidson, & Bobko, 2002).

HOW TO DEVELOP AN ASSESSMENT CENTER

The core (and often sole) components of an assessment center are high-fidelity 
simulations. Thus, the remainder of this chapter describes development of job 
simulations following a content-oriented process, training of assessors to evaluate 
performance on the simulations, and thorough evaluation of the simulations 
themselves. The terms simulation and exercise are used interchangeably to refer 
to assessment center exercises.

Because it is unlikely that an assessment center would be implemented to 
select apprentice electricians, the context of the following discussion revolves 
around the evaluation of candidates for an electrician supervisor position.

Developing Assessment Center Exercises

When developing high-fidelity job simulations for an assessment center, the goal 
is to create measures that reflect the content of the target job, because the more 
closely selection measures simulate the actual job, the more content validity is 
enhanced (Society for Industrial and Organizational Psychology, 2003). Thus, 
industrial-organizational (I/O) psychologists adhere to a content-oriented devel­
opment strategy. As noted in chapter 14, legal and professional guidelines have 
provided several principles for establishing the content validity of a selection mea­
sure or process. The ultimate goal is to ensure job-relatedness. This goal can be 
accomplished by using accurate job analysis data as the foundation for exercise 
development and by constantly referring back to the job analytic information 
throughout the development process.

Because assessment center simulations are intended to mirror the job, exercise 
developers must have sufficient knowledge of the job requirements. If the goal is to 
develop generic exercises that simulate typical supervisory or managerial situations,
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and to elicit behaviors associated with common supervisory and managerial KSAOs 
or dimensions, then it is less critical to rely on job experts to create the exercises. 
Trained I/O psychologists may develop these types of simulations on their own or 
may solicit input from current supervisors and managers. In other circumstances, 
the ultimate goal is to implement customized simulations that reflect the organi­
zation’s environment, mission, values, and goals. In such cases it is important to 
present situations almost identical to those experienced by supervisors or man­
agers in the specific organization. Customized simulations may be appealing 
because: (a) They allow the measurement of specific KSAOs, (b) they help partic­
ipants feel as if they really are in the job, and (c) by definition, they are entirely 
unique to the organization. In turn, they can be a bit more time consuming to 
develop, and inherently, they require the involvement of subject matter experts 
(SMEs) from the organization.

Therefore, the first key step in developing high-fidelity simulations is to review 
current job analysis data. Specifically, the exercise developer reviews the task- 
KSAO linkages and generates ideas about possible exercises that simulate the job 
tasks. Development of simulations based on critical tasks enables an assessment 
of critical KSAOs linked to those tasks (Goldstein, Zedeck, & Schneider, 1992; 
Schmitt & Ostroff, 1986). Such assessment can best be accomplished by first orga­
nizing the important job tasks into groups that are similar in content, linked to the 
same KSAOs, or frequently performed together. The developers then carefully 
review these groups of tasks with an eye toward the practicality of simulating them 
in an exercise. For example, tasks that involve supervising a group of employees 
performing an activity are deemed difficult to simulate because a large number of 
personnel (i.e., confederate subordinates) would be required to conduct the sim­
ulation. As another example, some tasks involve activities that occur over a sub­
stantial time period, such as marketing and bidding on a project. Thus, it is not 
feasible to simulate them in a relatively short time period. The end result of this 
step is a list of different tasks or groups of important job tasks that can be simu­
lated and measure a broad range of critical KSAOs.

Having selected the tasks that could be simulated and having mapped the criti­
cal KSAOs onto those tasks, the next step is to generate ideas about the types of sim­
ulations that might be developed. As previously noted, there are several standard 
types of exercises that frequently are used to evaluate supervisory and managerial 
skills. If the targeted tasks involve interaction between individuals or members of a 
group, then role-play or fact-finding exercises are often developed and structured 
around the specific content suggested by the tasks. As another example, if the tasks 
to be simulated involve activities such as scheduling, doing paperwork, and writing 
memos, then in-basket exercises are often useful for simulating these activities. One 
very important consideration when developing ideas for simulations is provision of 
multiple opportunities (i.e., exercises) to observe and assess a candidate’s perfor­
mance on the important job KSAOs. Multiple measures increase the reliability with 
which the KSAO can be assessed and provide an opportunity to observe perfor­
mance on that KSAO in different contexts. In this respect, tasks that are linked to 
many KSAOs are excellent choices for exercise development.
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Working closely with 8 to 10 SMEs, the developer generates ideas for 
different job simulations. Ideal SMEs are employees who are one level above the 
target position and have worked at the organization for a number of years, including 
some time in the target position. In the case of the electrician supervisor position, 
one simulation might be a role play during which the candidate, in the role of a 
supervisor, meets with an electrician employee to discuss a project. It could be a 
situation in which the employee is fairly inexperienced and needs technical guid­
ance on how to proceed. As another example, an in-basket could be developed 
during which candidates review materials such as those found on an electrician 
supervisor’s desk, indicate the action they would take for each item, and then dis­
cuss with an assessor team why they responded to each item as they did. An analy­
sis exercise also might be useful for the electrician supervisor position. For 
example, this exercise could ask the candidate to review plans to install and mod­
ify various electrical systems and provide either a written evaluation of the plans 
or make a presentation regarding the best way to proceed.

Once the general concept for each exercise is solidified, SMEs and I/O psy­
chologists create the content of the simulations. In many cases, materials must be 
developed to introduce the assessment center scenario and support each simula­
tion. These materials provide the general context for and facts relevant to all sim­
ulations in the assessment center. The developer works with the SMEs to create 
the fictitious organizational background that will serve as the framework for all 
simulations. Then, for each simulation, specific materials and instructions are gen­
erated. These include: details on the purpose of the exercise; additional organi­
zational or resource information not already included in the general background 
materials provided for all exercises; a description of the role to be played by the 
candidate; and information on how to serve as a role player, if a role-play exercise 
is developed. During the course of simulation development, the task-KSAO link­
ages, as well as other job analytic data such as critical incidents (see chap. 3) are 
reviewed. The job analysis data guide development of stimulus materials that elicit 
behaviors allowing assessment of a candidate’s standing on relevant KSAOs.

To develop the exercise materials, SMEs are formed into small groups (e.g., two 
to three SMEs per group). They are asked to consider how an incumbent in the 
target position (the candidate in this case) would respond to the specific situation 
or incident. Details of the simulation evolve as the SMEs consider questions an 
actual supervisor would have about the scenario and options that might be pur­
sued. Consider the electrician supervisor position. As previously noted, one 
potential role-play scenario could be a situation in which an inexperienced elec­
trician has to lead a high-stakes project. An actual supervisor would want to know 
details about the status of the work, timelines, the number of employees assigned 
to the project, availability of resources, and any commitments the electrician had 
made regarding the project.

For the in-basket, memos, letters, and various other forms are developed to 
simulate actual types of materials that commonly appear in an electrician super­
visor’s in-basket, including e-mail messages. Materials from real supervisors’
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in-boxes are collected and used to guide development of the in-basket. An analysis 
exercise involves creating in-depth materials, including qualitative information 
and data. Fictitious documents are developed using actual job materials as a 
starting point. This helps ensure that the types of information and the formats of 
the material are consistent with the job-related materials. For example, the over­
arching theme of an analysis exercise may be design of a project to install and 
modify various electrical systems. In this case, the candidate, playing the role of 
the supervisor, would be presented with detailed information about the request, 
the existing system including diagrams, and the availability of human and mone­
tary resources.

One characteristic of high-fidelity simulations is that it is impossible to predict 
how a candidate will respond to the situation. Although all candidates receive stan­
dardized preparatory materials, reactions to an exercise are highly individualistic. 
Although this response pattern contributes to the richness of the measurement tech­
nique, it also adds to the complexity of the development process. It is important that 
the resulting scenarios elicit behaviors associated with the KSAO dimensions and 
that candidates have ample opportunity to display those behaviors. Therefore, it is 
necessary to ensure the candidate has sufficient information to respond to the situ­
ation and understands that postponing an action or decision is not an effective 
response. In the same vein, in most cases, there should be no clearly correct or 
incorrect responses to an exercise, although there should be several better and 
worse responses. Exercises with these characteristics prevent candidates from pro­
viding pat, textbook answers. Thus, it is incumbent on the SMEs during exercise 
development to consider how a wide range of candidates may respond to the sce­
nario and how a role player can provide standardized responses.

Finalization of exercise content is an iterative process. Initial versions of the 
simulations are repeatedly reviewed and revised by small groups of SMEs (usually 
two or three in a group). The review process includes participation in the simu­
lation (e.g., completing the in-basket simulation, participating in the role play), 
which helps solidify the exercise’s content. Once the first group of SMEs com­
pletes its revisions, a new group of two to three SMEs should complete the exer­
cises. The second group would then review the materials to identify any 
conceptual problems and to evaluate the exercise’s realism. During each review 
session, SMEs discuss their comments and suggested revisions with I/O psycholo­
gists. All agreed-on changes are subsequently incorporated into the simulation. 
This repetitive process provides the opportunity to identify any inconsistencies in 
the materials, to ensure accuracy in the technical information presented in the 
exercises, and to confirm the relevance of the simulations.

Developing Rating Scales

Once the content of the simulations is finalized, rating scales are developed for 
each dimension that is measured by each simulation. Table 10.1 depicts a sample 
of the dimensions that could be tapped by each simulation for the electrician
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TABLE 10.1
Sample Competency by Simulation Matrix

KSAO Dimension In-Basket

Simulation Method 

Role Play 1 Role Play 2
Analysis
Exercise

Knowledge of electrical X X X
systems
Knowledge of the X X X
National Electrical Code
Delegate activities X X
Resources management X X
Judgment and problem X X X X
solving
Decisiveness X X X
Plan, organize, and X X X
prioritize
Communicate orally X X X
Relate to others X X
Lead others X X

supervisor position. Recall that the dimensions are defined by various KSAOs 
grouped together based on conceptual similarity.

The first step in developing the simulation rating scales is to compile all impor­
tant and entry-level (i.e., critical) KSAOs that are linked to all critical tasks on 
which each exercise is based. This process helps tailor the rating scales to the con­
tent of each exercise. For example, one task underlying a role-play exercise may 
be “plan and organize the work of subordinates.” A review of job analysis results 
might indicate that the following KSAOs were linked to this task: (a) ability to 
organize information and activities, (b) ability to plan work of others; (c) ability 
to prioritize activities, (d) ability to manage multiple activities simultaneously, 
(e) ability to analyze and evaluate information, and (f) ability to distinguish rele­
vant from irrelevant information. Given the conceptual similarity among the first 
four abilities, job analysts may group them into a KSAO dimension (e.g., Plan, 
Organize, and Prioritize).

I/O psychologists work with two to three SMEs to prepare guides to help raters 
determine how effectively applicants perform on each dimension. The SMEs 
review the materials (e.g., roles and in-basket memos) for each exercise and spec­
ify behaviors that define different levels of performance for each KSAO within 
the dimension that is measured by the simulation. The general practice is to 
develop behavioral benchmarks that define three levels (ineffective, moderately
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effective, and effective) of performance for each dimension within each exercise. 
The process of finalizing the rating scales is comparable to that used to create the 
exercises. Different teams of SMEs review and fine-tune the behavioral benchmarks. 
To facilitate this process, I/O psychologists repeatedly query the SMEs about how 
candidates may respond to the simulation and then discuss the effectiveness of 
those responses. In turn, that information is translated into the benchmarks for 
each level of performance. A sample rating scale that results from this process is 
show in Fig. 10.2.

As shown in Fig. 10.2, the dimension name is followed by a general definition, 
which includes the specific KSAOs associated with that dimension. Then, several 
behavioral benchmarks, anchoring each level of performance, provide a guide for 
evaluating applicant performance on each dimension.

Operationally, assessors observe a candidate’s performance on an exercise and 
then consider how well the person performed in terms of the effective and ineffec­
tive behaviors defining each dimension rating scale. The assessors then rate each 
dimension on a 5-point scale, where a “1” means that the candidate’s actions were 
nearly all ineffective (as defined by the behavioral examples on the low end of the 
dimension scale) with hardly any effective actions, and a “5” means that the candi­
date’s actions were nearly all effective (as defined by the behavioral examples 
anchoring the high end of the scale) with hardly any ineffective actions. The general 
rules for using the rating scales are shown in Table 10.2.

Pilot Testing Exercises and Scales

After development of the simulations and rating scales is complete, the exercises 
and administration process are pilot tested. The major purposes of the pilot test 
are to check the clarity of instructions and other exercise materials, uncover any 
conceptual problems with the exercises or the information provided to candi­
dates, gather information about the realism of the simulations, and evaluate the 
time limits.

A general rule of thumb is that 8 to 10 individuals should try out the simula­
tions. This number is sufficient to evaluate several different reactions to the exer­
cises, without exposing too many people to operational test materials. 
Nevertheless, various organizational factors, such as the limited availability of per­
sonnel or intense scrutiny of the program, may dictate decreasing or increasing 
the number of participants. Ideal participants are those who have recently been 
promoted to the target position. These individuals are very similar to the candi­
date pool, yet will never participate in the process. To the extent possible, these 
individuals should be diverse in terms of demographics, geographic location, and, 
if relevant, job responsibilities. In addition, it is desirable to select pilot partici­
pants who vary in terms of their capabilities, as reflected in their job performance.

Based on the results of the pilot test, I/O psychologists and the pilot test asses­
sors (i.e., SMEs) discuss recommended modifications to the simulations and rating 
scales. In some cases, the performance of the pilot test participants may be video­
taped. Videotaping enables SMEs who serve as assessors to review the performance
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TABLE 10.2
Scale Used to Evaluate Applicant Performance on Each Dimension

5 = High If the candidate’s responses were nearly all extremely effective, 
the candidate should be rated a “5.”

4 If the candidate’s responses were mostly very effective, the 
candidate should be rated a “4.”

3 = Average If the candidate’s responses were moderately effective, the 
candidate should be rated a “3 ”

2 If the candidate’s responses were mostly not effective, the can­
didate should be rated a “2.”

1 = Low If the candidate’s responses were not effective, the candidate 
should be rated a “1.”

of test participants and provide a final, comprehensive evaluation of the rating 
scales. Modifications of the rating scales typically involve additions to and clarifica­
tions of effective and ineffective behaviors used to anchor each rating scale.

The pilot test also provides insight regarding the time limits established 
for each exercise. Because simulations are designed to be power rather than 
speeded assessments, it is imperative to ensure that candidates have sufficient 
time to complete the exercises and to demonstrate their performance on the tar­
geted dimensions.

HOW TO ENSURE QUALITY ASSESSORS

The ultimate success of an assessment center depends on the quality and compe­
tence of the assessors. Their job is to sort through all the information presented 
to them and select only the information that is directly relevant to rating the tar­
geted dimensions. Toward this end, assessors proceed through a series of steps 
that guide them to a final rating. As a starting point, think about the repertoire of 
behaviors an individual could potentially exhibit while completing the simulations 
in an assessment center. Now recall that an assessment center is designed to elicit 
only that part of the repertoire that is related to job performance. Assessors are 
responsible for documenting the behaviors they observe, which narrows the 
potential scope from all job-related behaviors to only those demonstrated during 
the particular simulation. Then, the assessors review their notes and map their 
observations to the targeted dimensions. At this point, assessors can compare the 
relevant observed behaviors to the standardized benchmarks for each dimension. 
These steps guide assessors through the process of observing a wide range of 
behaviors to evaluating only those that are associated with a dimension being 
measured by the simulations. This systematic narrowing of focus ensures that 
assessors only rate relevant, observed behaviors. Ratings obtained in this manner 
help ensure the objectivity and validity of the process and minimize the potential 
for certain kinds of rating biases, such as halo effects (see chap. 11).
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It also is worth noting that an assessor’s job is to observe and evaluate, but not 
to interact with the candidate in a job simulation. When an exercise requires inter­
action, trained role players interact with the candidate while assessors observe 
and record behaviors. Proponents of this approach believe that it is too challeng­
ing for one person to serve both as assessor and role player. This argument dic­
tates that assessors focus solely on documenting observed behaviors.

Nevertheless, there are instances in which individuals have successfully served in 
both the assessor and role-player roles simultaneously. There are some situations 
that warrant the use of internal assessors, and these same situations also tend to 
require the use of internal personnel to serve as role players. In these cases, one 
assessor wears a dual hat and role plays with the candidates, taking as many notes 
as possible during the interaction. A second assessor observes the interaction, also 
taking copious notes. When the simulation is finished, the role player (assessor) 
takes a few minutes to complete the note-taking process prior to making dimension 
ratings. Although it may seem implausible that the dual-role approach can be effec­
tive and yield accurate evaluations, the approach has been successful (e.g., 
Tsacoumis, Katz, & Schultz, 2005; Tsacoumis, Putka, & Schantz, 2005; Tsacoumis, 
Schultz, Bayless, & Cuddy, 1994). The approach is compatible with environments in 
which specific job knowledge is required by both the role player and assessor. 
However, the dual-role approach also has been successfully implemented in assess­
ment centers that are less dependent on in-depth knowledge of the job and orga­
nization (Tsacoumis, Schantz, Katz, Van Iddekinge, & Donsbach, 2003).

Selecting Assessors

In many situations, trained professionals external to the organization serve as 
assessors. This is beneficial because it avoids having to pull supervisors, managers, 
or executives from their jobs. In addition, external assessors are already trained 
on the assessment center process and understand the underlying concepts and 
principles. They only need training on any organization-specific policies and pro­
cedures, and on the specific simulations. The use of external assessors also elim­
inates the possibility of having a candidate evaluated by someone with whom they 
are familiar. Finally, some organizations believe that using external assessors 
enhances the credibility and perceived objectivity of the assessment center 
process.

Some research suggests that the use of external psychologists as assessors is 
preferable to using internal managers (e.g., Gaugler et al., 1987). However, upper 
management often wants the organization to be intimately involved, and ulti­
mately in control, of the assessment process and, in turn, the results. Thus, they 
deem it imperative to use internal managers as assessors. In addition, some orga­
nizations maintain that an external assessor cannot fully comprehend the true 
effectiveness of behaviors in the specific work environment. In fact, there are sit­
uations in which the nature of the simulations essentially warrants the use of 
internal assessors. These instances are typically associated with simulations that 
require a significant amount of job knowledge in order to perform successfully.
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TABLE 10.3 
Familiarity and Objectivity Scales 

Familiarity 

5 = I have supervised or worked with the candidate for at least 6 months 
and/or have known this candidate for a long time. 

4 = I have supervised or worked with this candidate for less than 6 months 
and/or have known this candidate fairly well. 

3 = I know this candidate somewhat, but I have not supervised or worked 
with him/her. 

2 = I do not know this candidate, but know of him/her. 
1 = I do not know this candidate at all. 
Objectivity 

3 = I should not evaluate this candidate because I would not be objective 
or it would be perceived that I lack objectivity. 

2 = I may have some problems in evaluating this candidate because I may 
not be objective or I may be perceived as lacking objectivity. 

1 = I can objectively evaluate this candidate. 

For example, a typical role-play exercise developed for a law enforcement agency 
often requires generating a course of action regarding a current case or operation. 
Or, in the case of an electrician supervisor, a scenario may involve reviewing the 
plan for an electrical system and providing guidance to a subordinate regarding 
how to proceed. Successful performance on these types of simulations mandates 
a demonstration of job- and occupation-specific knowledge. It is unlikely that 
external assessors will be able to evaluate accurately the effectiveness of a certain 
response in these types of situations. Therefore the use of internal assessors either 
is required or at the very least increases the overall credibility of the process. 

The use of managers, however, introduces the possibility that the assessors 
know the candidates. In these circumstances it is good practice to administer a 
familiarity survey. The survey collects information on how familiar the assessor is 
with each candidate and how objective the assessor can be when making ratings. 
Examples of the scales used for this survey are presented in Table 10.3. When 
assigning candidates to assessor teams a general rule is that the familiarity rating 
should be < 3 and objectivity must be a "1" for each assessor scheduled to evalu­
ate a candidate. Reliance on this type of information helps prevent real or per­
ceived bias from entering the process. 

One solution to the issues just presented is to borrow assessors from another 
similar organization. For example, some state and local law enforcement agencies 
use senior-level police officers from other law enforcement agencies as assessors. 
This avoids potential familiarity problems, while ensuring the assessors are knowl­
edgeable about the job-specific nuances. 
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Training Assessors

Once the assessors have been identified, it is crucial that they receive compre­
hensive training to ensure a thorough understanding of the simulations, dimen­
sions, and procedures for evaluating candidates’ responses. If assessors also 
serve as role players, they must be trained on how to perform objectively and con­
sistently in the various simulations. Five basic training units can be organized as 
follows:

Unit ^Introduction to the Assessment Center Method
Unit 2:Orientation to the Organization’s Assessment Process
Unit 3: Evaluation Training
Unit 4: Review of Job Simulations
Unit 5:Final Logistics

A brief description of the contents of each unit is presented next.

Unit 1: Introduction to the Assessment Center Method

Training begins with an explanation of the assessment center process and a 
description of the assessor’s role. For new assessors, a brief history of the assess­
ment center process and a description of high-fidelity simulations provide an 
overall context. Next, the trainer shifts focus to the assessor’s role. This facet of 
training provides an overview of how assessors only focus on observed job-related 
behaviors associated with the targeted dimensions to obtain their final ratings.

Unit 2: Orientation to the Organization's Assessment Process

During this unit, trainers provide a thorough description of the organization’s 
assessment center process and procedures. This includes an overview of the pur­
pose, how it fits into the broader system, the use of scores, and the policies asso­
ciated with the process. In addition, trainers briefly introduce the simulations and 
review the assessment center logistics and schedules. Figures 10.3 and 10.4 depict 
sample candidate and assessor schedules. As can be noted, these schedules pro­
vide the assessors with time after each simulation to generate and discuss their 
scores with their partners. There is no final consensus process with all assessors 
at the end of the day or at a later time. This assessor schedule reflects the assess­
ment center model that relies on statistically combining scores to derive the over­
all assessment score.

Unit 3: Evaluation Training

This unit focuses on the process of making accurate ratings. First, a trainer pro­
vides a detailed description of the format of a rating scale (e.g., dimension name,
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8:55-9:15 Role Play #1
9:15-9:30 Score Role Play #1
9:30-10:10 Break
10:10-10:50 Analysis Exercise
10:50-11:05 Score Analysis Exercise
11:05-11:20 Break
11:20-11:40 Role Play #1
11:40-11:55 Score Role Play #1
11:55-12:25 Lunch
12:25-1:10 In-Basket Interview
1:10-1:25 Score In-Basket Exercise
1:25-2:00 Break
2:00-2:30 Role Play #2
2:30-2:45 Score Role Play #2
2:45-3:00 Break
3:00-3:45 In-Basket Interview
3:45-4:00 Score In-Basket Exercise
4:00-4:40 Analysis Exercise
4:40-4:55 Score Analysis Exercise
4:55-5:25 Role Play #2
5:25-5:40 Score Role Play #2

FIGURE 10.4 Sample assessor schedule.

definition, behavioral anchors). Then, the training shifts to a discussion regarding 
the importance of describing behaviors in an objective manner. Behaviors are 
descriptions of what transpired; they are not judgments or inferences. To facilitate 
the understanding of this concept and to reinforce the importance of remaining 
objective at this stage of the process, the trainer may administer a behavior example 
exercise (see Table 10.4). This activity requires assessors to determine whether each 
statement is an objective observation or a subjective interpretation of observed 
behavior. Although it may seem a bit elementary, it tends to generate good discus­
sion revolving around some of the items and it is an entertaining method for empha­
sizing the importance of only documenting observed behaviors.

The next step in training is to review how behaviors are observed in each of the 
simulations. Behavior is observed during an assessment center by watching can­
didates interact in various simulations (e.g., role-play, oral presentation, LGD) or 
by reviewing written materials generated by a candidate during a simulation. 
However, slightly different procedures are used to observe behaviors in the dif­
ferent types of exercises, as described next.

Observing Behavior in a Written Exercise. Because assessors are given 
completed materials for evaluating written exercises, the assessment process for
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Following is a list of statements, some of which describe behavior and some of 
which do not. If you think that a statement describes behavior, place a plus (+) 
next to it. If you think that a statement is NOT a description of behavior, place a 
minus (- ) next to it. If you are unsure or think it is in a “gray area,” put a 
question mark (?) next to it.

___ 1. Chris made poor decisions in the Analysis Exercise.
___ 2. In response to a suggestion by the role player, Chris asked “Do you

think that would be effective?”
___ 3. Chris delegates all tasks that do not have an immediate deadline.
___ 4. Chris quickly perceived and defined the problem.
___ 5. During the role play, it seemed like Chris would be a good leader.
___ 6. Chris did not respond to questions.
___ 7. Chris acted interested.
___ 8. Chris was hesitant to make any recommendations during the Analysis

Exercise.
___ 9. Chris concluded the role play by saying “clean up your act or else.”

TABLE 10.4
Sample Behavior Example Exercise

these simulations simply involves looking through the written materials for 
actions that are relevant to each dimension being rated. The necessity for a follow- 
up interview is dictated by the nature and purpose of the simulation. For exam­
ple, in some instances a follow-up interview is conducted subsequent to the 
completion and review of in-basket materials. The purpose of this interview is to 
obtain a clear understanding of the candidates’ thought processes associated with 
their responses. This is particularly beneficial if one component of the simulation 
is to prioritize items.

Observing Behavior in the Interactive Portion o f  Simulations. All asses­
sors involved in or observing a simulation must record behaviors exhibited by a 
candidate as they occur. It is extremely difficult to recall precisely what behaviors 
candidates exhibit if observations are not documented during the simulation.
As noted earlier, information recorded during the observation stage of the rating 
process must be limited to behaviors, and should not reflect an interpretation of 
those behaviors. Also, at the observation stage, all behaviors should be docu­
mented. Assessors should not be concerned at this point about whether the 
behaviors are relevant to the dimensions being assessed, nor should they consider 
the effectiveness of the behaviors.

Once trainers review the principles associated with observing behaviors, they 
move on to a description of how to sort observed behaviors into the dimensions 
based on their content. At this point, assessors identify the dimension with which
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Role Play 2 Observation Form |
Candidate ID Number: 

Assessor ID Number:

FIGURE 10.5 Sample observation form.

each documented behavior best fits based on its content. In some programs, 
assessors complete this categorization process on the observation form by review­
ing each behavior recorded and then placing a check next to the dimension mea­
sured by the behavior (see Fig. 10.5).

Assessors are trained to review all of the observed behaviors relevant to each 
dimension. When deciding on an overall dimension rating, assessors must deter­
mine the performance level that best matches the candidate’s responses. One way 
to capture the rating is to record it onto a scannable sheet as depicted in Fig. 10.6. 
For some programs, assessors enter their ratings directly into a computer.

- "OK, we need  to send Lou, who has a  lot of experience, to 
the site immediately."

- "This won't work. Your plan is totally flawed."

- “The tim e estim ate you provided the client was a  bit 
optimistic. Let's figure out how long it will really take."

- M aintained eye  contact when speaking.
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Role Play 2 Rating SheeTl
Candidate Assessor 
______  ID Number
11 |

®®@ ®®
©0® 0 0
(DdXD <D<D
©0© CD®
©©© 0®
©0® d>®
©0® ®®
©©© 0®

®0
®®® ®®

Initial Individual Ratings
Rote Play 2

Low Moderate High
1 2 3 4 5

Knowledge of Electrical Systems © ® ® © ©
Knowledge of National Electrical Code 0 ® ® 0 ©
Judgment & Problem Solving © © ® © ©
Decisiveness 0 0 ® © ©
Plan, Organize & Prioritize © © © 0 ©
Communicate Orally 0 ® © © ©
Relate to Others 0 ® © © ©
Lead Others 0 ® © © ©

Final Individual Ratings
Role Play 2

Low Moderate High
1 2 3 4 5

Knowledge of Electrical Systems © © © ©
Knowledge of National Electrical Code © © © © ©
Judgment & Problem Solving © © © © ©
Decisiveness © © © © ©
Plan, Organize & Prioritize © © © © ©
Communicate Orally © © © © ©
Relate to Others 0 © © © ©
Lead Others 0 © © © ©

FIGURE 10.6 Sample scannable rating sheet.

Training then proceeds with an explanation of how assessors compare and dis­
cuss their independent ratings. Typically, once assessors have made their inde­
pendent ratings, they compare the scores assigned to each dimension. If two 
ratings for a dimension differ by more than 1 point, then assessors discuss the 
rationale for their assigned ratings. The discussion continues until one (or more)
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of the assessors agrees to change their scores so that the different scores for each 
dimension are the same or within 1 scale point. One way to document the final 
score is shown in Fig. 10.6, where assessors record their final individual rating at 
the bottom of the form. For some assessment centers, assessors also provide an 
overall assessment rating (OAR), often on a 4-point scale. In other programs, this 
overall score is computed by combining the individual dimension scores.

Assessor training proceeds with an overview of common rating tips and errors 
(see chap. 11). This discussion addresses: stereotyping, contrast effect, first impres­
sions, leniency-seventy, central tendency, and halo. Even though it is likely that the 
assessors are familiar with these concepts, it is beneficial to remind them of the 
potential traps and to encourage them to evaluate their own rating tendencies.

Unit 4: Review of Job Simulations

Once the dimension definitions have been thoroughly reviewed and the asses­
sors understand how to make ratings, training should proceed with a compre­
hensive review of each job simulation. In general, the steps associated with 
training each simulation are:

• Assessors read through candidate materials.
• Trainer reviews the facts.
• Assessors read through role-play materials (if relevant).
• Trainer reviews additional facts associated with the role-player’s role.
• Trainer discusses how to play the role.
• Assessors read through rating scales for each targeted dimension.
• Trainer reviews benchmarks associated with each rating scale.
• Assessors watch videotaped performance or review written materials of a 

mock candidate and document observed behaviors.
• Assessors rate mock candidate.
• Trainer reviews the ratings for each dimension and provides guidance on 

appropriate rating given the candidate’s performance.
• A second mock candidate is viewed or reviewed, rated, and discussed.
• Assessors practice playing the assigned role if appropriate.

Several training exercises are used to facilitate understanding of some of the top­
ics listed. For example, a Fact Quiz can be administered after the final review of 
all the facts associated with a particular simulation. This is a closed-book exercise 
that is reviewed as a large group once everyone has completed it. Examples of 
items used in this type of exercise are presented in Table 10.5. This exercise is an 
excellent tool for reinforcing the facts that the assessor or role player must know 
during administration of the simulation. It breaks the monotony often associated 
with reading or listening to the trainer speak. In addition, it highlights the facts 
that need more review.

Another useful training tool is an exercise that encourages the role-player 
to think about how to respond to unanticipated questions or reactions from the
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True-False

_____1. Pat Jennings informed Chris Lawrence that he does not have any
information he can provide.

_____2. Chris Lawrence was the group’s first choice for the supervisor
position.

Multiple Choice
1. How much money was the contractor paid for the purchase of five ceiling 

mounted lighting fixtures on November 2nd?
a. $50
b. $500
c. $1000
d. $1500
2. How much time did the electrician tell the client it would take to complete 

the rewiring job?
a. 1 week
b. 2 weeks
c. 3 weeks
d. 4 weeks
Short Answer
1. What is the purpose of the meeting between Electronics USA and the client 

to take place on November 4th?
2. What role would Pat like the contractor to take in the project?

TABLE 10.5
Sample Job Simulation Fact Quiz Items

candidates. The “What Would You Say?” exercise offers several potential candidate 
responses and invites the role players to indicate how they would reply. A few 
sample items are listed in Table 10.6. This exercise invariably generates in-depth 
discussion regarding the most appropriate responses, as well as other potential 
candidate reactions. It serves as a useful stimulus for encouraging the role players 
to think through their roles.

To facilitate a thorough understanding of the rating scales for each targeted 
dimension, a “Categorization” exercise can be administered. This activity provides 
a list of “observed behaviors” for the specific simulation (see Table 10.7 for a few 
examples). The assessors indicate the dimension into which each behavior can be 
classified. This exercise is extremely beneficial in helping assessors to learn the 
dimensions and their associated anchors, to understand how to categorize behav­
iors, and to keep the dimensions independent. One key point that should be 
emphasized is that the evaluation process should be based solely on behaviors 
that can be categorized into dimensions. In addition, the importance of the inde­
pendence of the dimensions should be stressed. For example, poor performance 
on a given dimension should not be considered when evaluating performance on
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TABLE 10.6
Sample “What Would You Say?” Exercise Questions

1. Let’s start from the beginning. How did you become involved in this project?
2. Have you learned anything more about how the errors were made and who 

made them?
3. What do you think we need in terms of supplies, equipment, and personnel?
4. Who do you plan to bring with you to the meeting today?

TABLE 10.7
Sample Role Play 2 Categorization Exercise Items

In the space before each statement, write the competency to which the state­
ment best applies. You should refer to the simulation rating scales and use the
following codes:

A. Communicate Orally E. Decisiveness
B. Plan, Organize, and Prioritize F. Lead Others
C. Relate to Others G. Knowledge of Electrical Systems
D. Judgment and Problem Solving H. Knowledge of National Electrical Code

_____1. “This project has a lot of potential. I’m going to see what I can do to
rearrange things and make some of the journeyman electricians avail­
able to you.”

_____2. “What were you thinking? There are a lot of holes in this project plan
you’ve put together.”

_____3. “We need to get the inspectors involved. They should be on site this
afternoon for the meeting.”

_____4. “We need to concentrate on getting things in place so the project can
start on time as planned. We’ll handle the paperwork corrections 
after that.”

_____5. Candidate continually clicked pen throughout the role play.

other dimensions. That is, to avoid halo error, the observed behaviors that con­
tributed to the rating of poor performance on one dimension should not be con­
sidered when evaluating performance on other dimensions.

One final point is the importance of providing realistic mock candidates to 
evaluate and then leading a thorough discussion of the ratings of the candidate’s 
performance. When reviewing the ratings, it is useful for all assessors to state their 
assigned rating for each dimension. If there is disagreement about the appropri­
ate rating, the trainer should ask the assessors to defend their ratings by describ­
ing the observed behaviors considered in the rating process and noting the scale 
anchors associated with those behaviors. Another effective approach is to walk

Tolerant 
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through the behavioral anchors and ask the assessors to indicate, based on their 
observations, the candidate’s performance for each anchor. A strong trainer walks 
through each anchor on a dimension and helps the trainee assessors to determine 
the effectiveness of performance in terms of the anchors, and ultimately to assign 
the final dimension score.

Unit 5: Final Logistics

Assessor training concludes with a description of all administrative procedures. 
This includes assessor team assignments, guidance on room setup, and review of 
the schedule.

HOW TO EVALUATE THE SIMULATIONS

Once the simulations are implemented, it is important to evaluate them. One way 
to assess their quality is to evaluate the distributional characteristics of the assess­
ment scores. This can include dimension, exercise, dimension within exercise, 
and overall assessment scores. This information provides an indication of the dif­
ficulty of the simulations and an insight into the variance, which is critical for iden­
tifying differences among candidates. Given sufficient sample sizes, subgroup 
differences (e.g., males vs. females) are computed. One common method for 
investigating differences is to compute the effect size (d statistic; Cohen, 1988). 
The d statistic indexes the difference between subgroup means (e.g., means for 
Whites and African Americans) in terms of standard deviation units.

Additional evaluation criteria include reliability estimates and validity evidence. 
If there are good criterion measures and sufficient sample sizes, criterion-related 
validity coefficients may be computed. Because a content-oriented development 
strategy typically is followed when creating simulations, the evaluation process 
should also include the collection of content validity ratings. The purpose in 
doing so is to verify which dimensions the job simulations measure. This step is 
taken to ensure a direct connection between the dimensions and the simulations. 
As previously noted, each simulation is designed to capture specific dimensions.

In many cases, the trained assessors serve as the ideal SMEs for making content 
validity judgments. These individuals are trained on the simulations and the cor­
responding evaluation criteria, which ensures that they are very familiar with the 
exercises and cognizant of the knowledges and abilities that potentially could be 
measured. Of course, other SMEs or trained test developers can serve as the 
raters. The prerequisite is simply in-depth knowledge of the simulations and asso­
ciated rating scales.

Following the procedures outlined by Goldstein et al. (1992), the first step in 
collecting the content validity rating data is to distribute an instruction and rating 
booklet that describes the content validity rating task to each rater. Then, raters 
are asked to carefully review each exercise and dimension definitions and rate the 
extent to which each dimension could be measured by the exercise just reviewed. 
These ratings are made using a 3-point scale, where 3 = the exercise direcdy measures
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the dimension, 2 = the exercise indirectly measures the dimension, and 1 = the 
exercise does not measure the dimension.

For each simulation, means and standard deviations are calculated for each 
dimension to determine the extent to which the dimension is perceived as being 
measured by the exercise. The results are evaluated by reviewing the mean ratings 
for the dimensions specifically targeted by each simulation. A possible cutoff is 
that the mean should be greater than 2.0.

The content validity judgments, coupled with the direct linkages between the 
simulations and the job analysis data (i.e., critical tasks and KSAOs) established 
during the exercise development process, provide clear content validity evidence 
for the measures.

SUMMARY

As a method of performance evaluation and prediction, the assessment center 
provides individuals with opportunities to participate in multiple situational exer­
cises that serve as snapshots of the job. These exercises commonly take the form 
of an in-basket simulation, role play, oral presentation, written exercise, and lead- 
erless group exercise. Because assessment centers are known to predict supervi­
sory and managerial performance, they often are used to select or promote 
employees into first-level supervisor, mid-level manager, or executive positions. In 
other instances, assessment centers serve as an evaluation tool for selecting can­
didates into a career development or succession planning program.

Most assessment centers rely solely on several high-fidelity simulations. 
However, in some cases, structured interviews or paper-and-pencil personality or 
cognitive ability tests also are implemented. Overall, research studies have shown 
that assessment centers are a valid means of selecting qualified applicants for a 
variety of jobs. If strict content-oriented development procedures are followed, 
then job simulations can serve as a rich source of information regarding a candi­
date’s potential job performance.
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C H A P T E R  E L E V E N

Performance Measurement

Elaine D. Pulakos 
Personnel Decisions Research Institutes, Inc.

OVERVIEW

Rewarding and promoting effective performance in organizations, as well as iden­
tifying ineffective performers for developmental programs or other personnel 
actions, are essential to effective human resource management. The ability to per­
form these functions relies on evaluating employee performance in a fair and 
accurate manner. However, performance management is the Achilles’ heel of 
human resources management. A recent survey by Watson Wyatt showed that only 
30% of employees felt that their company’s performance management system 
helped improve performance, and less than 40% said they had clear performance 
goals and received honest feedback. Although these results suggest that there may 
be many ineffective performance management systems in organizations, it typi­
cally is not poorly developed performance appraisal tools and processes that 
cause problems. Rather, difficulties arise because performance management is an 
inherently threatening process for both managers and employees.

Many managers are uncomfortable discussing performance with employees for 
fear of reprisal or damaging relationships. Often, employees feel that their man­
agers are unskilled in providing feedback and developmental coaching. Managers 
and employees frequently complain that performance management systems are 
bureaucratic and too time-consuming. This leads managers and employees to 
treat performance management as an administrative burden rather than as a 
process that helps achieve important organizational goals. In spite of the diffi­
culties, performance management can result in important outcomes for an 
organization, its managers, and its employees. Specifically, effective and accurate 
performance assessment is essential for appropriately developing employees,
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rewarding employees, and evaluating the effectiveness of an organization’s selection 
practices. Accordingly, this chapter focuses on developing and implementing 
effective performance management systems in organizations. It is organized into 
four sections, as follows:

1. How to develop an effective performance management process.
2. How to develop effective evaluation tools.
3. How to evaluate and improve performance rating quality
4. How to implement effective performance systems.

HOW TO DEVELOP AN EFFECTIVE PERFORMANCE 
MANAGEMENT PROCESS

Performance management processes should be defined, understandable, and con­
sistent. Especially in organizations that use performance management as a basis 
for pay and other important decisions, it is important to ensure that all employ­
ees are treated fairly. Most appraisal processes begin with a performance planning 
process, in which managers and employees discuss expectations and results to be 
achieved for the upcoming rating period. During the rating period, job perfor­
mance is observed and feedback provided. At the end of the rating period, per­
formance is formally evaluated. In an effective system, employees will be 
appraised against standardized, job-relevant rating factors and standards. The for­
mal evaluation process typically concludes with a formal performance review and 
feedback session that occurs between managers and employees.

Performance Planning

At the beginning of the rating period, managers should review their performance 
expectations with employees and agree on results the employee will concentrate 
on achieving during the rating period. The research literature has shown several 
guidelines to be important for establishing effective goals (Hillgren & Cheatham, 
2000; Locke & Latham, 1990). First, to the extent possible, goals should have a 
direct and obvious link to organizational success factors. Second, performance 
goals need to be difficult but achievable to have a motivating effect on employees. 
Finally, expectations should be set in no more than a few areas, because attempt­
ing to achieve too many different goals at once will impede success.

Ongoing Feedback

Feedback should be provided to employees whenever they have exhibited excep­
tional or ineffective performance. There are several principles associated with pro­
viding effective feedback that have been discussed in the literature (Cederblom, 
1982; Wexley, 1986). Managers should provide actionable feedback in a timely 
manner and employees should seek feedback if they do not feel they are receiving
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sufficient input from their managers. For feedback to have a positive impact, it 
needs to be delivered immediately following the performance event. If a manager 
needs to give developmental feedback to an employee, it is important to ask for 
the employee’s view about what could have been done differently. Managers 
should be specific about what actions were effective or ineffective and why; not 
what is effective or ineffective about the person. Managers should work collabo­
ratively with and help employees address any development needs.

Performance Evaluation

The importance of accurate evaluation in a performance management process 
cannot be overemphasized. This is because evaluation data are used as a basis for 
making important personnel decisions as well as evaluating the effectiveness of 
organizational systems and processes. For example, evaluation information is 
used to make decisions about employee rewards and advancement. If incorrect 
decisions are made, employee motivation will decrease and the best talent will not 
be advanced and retained in the organization. In addition, the ability to evaluate 
the usefulness of an organization’s selection practices also relies on developing 
effective evaluation tools for ongoing appraisal of employee performance. The 
resulting data are invaluable in assessing and continuously improving the quality 
of those hired.

There are different types of measures that can be used to evaluate employee 
performance, most of which can be classified into two general categories: (a) 
objective performance measures and (b) subjective performance measures. 
Objective performance measures include such things as dollar volume of sales, 
number of words typed per minute, number of pieces produced, number of 
errors made, number of days absent from work, and so forth. While useful infor­
mation can be obtained from objective performance indices, there are some inad­
equacies associated with these types of measures that preclude their use in many 
jobs (Dunnette, 1966; Guion, 1965). One problem is that objective measures 
often are deficient, that is, they do not provide an assessment of all aspects of the 
job that contribute to performance. Consider, for example, the job of an electri­
cian. Although the number of construction tasks completed on time may be a use­
ful indicator of one’s performance effectiveness, the ability to complete tasks on 
time is only one aspect of the electrician’s job. There are other important aspects 
of performance, such as maintaining good team relations, for which no objective 
measures of performance may exist. If one were to focus only on the objective 
number of tasks completed on time criterion, other aspects of performance would 
be neglected, leaving an incomplete picture of the electrician’s effectiveness. 
Thus, number of tasks completed on time would be a deficient performance mea­
sure—a common problem with many objective performance indices.

A second major problem associated with objective performance measures is 
that they are often affected by factors that are outside of the employee’s direct 
control. Again using the number of tasks completed on time example, there are 
many factors beyond the electrician’s ability or motivation to perform effectively
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that may impact the number of tasks completed on time. For example, some of 
these factors might include the effectiveness of suppliers or the knowledge level 
of teammates. An electrician who happens to have good material suppliers and 
knowledgeable team members may be more likely to complete tasks on time than 
an electrician with poor suppliers and peers who do not understand the business. 
Such unequal circumstances create difficulties in comparing the performance of 
different electricians using the number of tasks completed on time criterion.

The problems associated with objective performance measures have led 
researchers and managers to place more emphasis on subjective measures of job 
performance. Subjective measures of performance usually are some type of perfor­
mance rating tool. In fact, the most common measures used in organizations to pro­
vide developmental feedback to subordinates, make personnel decisions, or 
validate testing or other human resource programs are performance rating scales. 
One important advantage of using ratings to collect information about an individ­
ual’s job performance is that all of a job’s performance requirements can be 
described on a set of rating scales (Borman, 1987). Thus, subjective rating measures 
are not plagued by the deficiencies discussed above that often are inherent in objec­
tive performance measures. Further, subjective measures can be developed to focus 
on behaviors that lead to effective performance, which helps to alleviate the prob­
lems imposed by unequal opportunities to perform effectively. Using the example 
discussed above, an electrician who happens to have poor suppliers and inexperi­
enced teammates could be expending as much time and effort completing tasks on 
time as the electrician with good suppliers and knowledgeable peers. Using rating 
scales, both electricians would be given credit for behaviors on a scale that dealt 
with effort expended completing tasks on time, even though the number of tasks 
completed would be fewer for the electrician with poor suppliers and inexperi­
enced team members. Because job performance rating scales mitigate against some 
of the problems inherent in objective performance measures, they are the instru­
ment most commonly used in organizations to evaluate employee performance.

Performance Review and Feedback

The final step of most performance management processes consists of the formal 
feedback and review session. Managers owe employees explanations of why they 
were evaluated as they were, and they should be coaching employees to address 
their developmental needs. Unfortunately, this usually does not happen to the 
extent that it should in organizations because many managers are not skilled in 
the development and coaching process. A key problem is that many managers 
avoid providing feedback because they do not know how to deliver feedback pro­
ductively, in way that will minimize employee defensiveness. Because the 
exchange of feedback information is inherently difficult for both managers and 
employees, managers typically need training in this area.

For the performance review and feedback process to work well, it must be a 
two-way communication process and the joint responsibility of managers and
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employees, not just the manager’s responsibility. Helping managers and employees 
to understand their roles and responsibilities in the performance management 
process through training, mentoring, or other interventions is important for the 
system to operate effectively. In organizations where the inherent tension 
between giving and receiving feedback has been effectively addressed, perfor­
mance development and coaching are much more effective. In fact, addressing 
this very issue is probably the single most important determinant of whether a 
performance management system will achieve its maximum benefits from a coach­
ing and development perspective.

HOW TO DEVELOP EFFECTIVE EVALUATION TOOLS

Over the years, many different types of rating tools have been developed in both 
research studies and practice. The motivation behind much of this work was 
based on the assumption that certain rating format characteristics would lead to 
more accurate ratings. In fact, some research has shown that rating scales 
anchored with specific job behaviors yield higher quality ratings than other types 
of rating scales (Borman & Dunnette, 1975; Campbell, Dunnette, Arvey, & 
Hellervick, 1973; Keaveny & McGann, 1975). However, literature reviews of for­
mat comparison studies (Bernardin, 1977; DeCotiis, 1977; Landy & Farr, 1980; 
Schwab, Heneman, & DeCotiis, 1975; Zedeck, Kafry, & Jacobs, 1976) have led 
researchers to conclude that no one rating format consistently produces superior 
ratings (e.g., more reliable, valid, or accurate). In fact, Landy and Farr (1980) esti­
mated that as little as 4% of the rating variance in rating quality is accounted for 
by the rating format used, leading them to call for a moratorium on rating format 
research.

Although the rating format may have little impact on the quality of perfor­
mance ratings, there are other aspects of the performance appraisal process for 
which format issues are relevant. For example, one issue is the ease with which 
managers are able to understand and use the format. Another is the extent to 
which managers and employees accept the rating instrument and view it as appro­
priate. A third issue is how well the rating format supports provision of meaning­
ful developmental feedback to employees. The final issue is the degree to which 
the rating format meets legal standards. In the following sections, five of the more 
common rating formats are discussed: (a) graphic rating scales (Paterson, 
1922-1923), (b) behaviorally anchored rating scales (Smith & Kendall, 1963), (c) 
behavioral summary scales (Borman, 1979), (d) behavioral observation scales 
(Latham & Wexley, 1981), and (e) mixed standard scales (Blanz & Ghiselli, 1972). 
It should be noted that there has recently been a great deal of attention on com­
petency modeling as a basis for developing performance evaluation tools in orga­
nizations (Lievens, Sanchez, & DeCorte, 2004; Shippmann, Ash, Battista, et al., 
2000). Any of the procedures described below for developing different types of 
rating formats can be used to develop competency-based rating scales by simply 
focusing on identifying key job competencies as the rating dimensions.



(Type A ) Quality of Work 

Low |__________________
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_ J  High

(Type B) Quality of Work: Neatness and accuracy as well as volume and consistency 
completing work.

1 2 3 4 5

Needs Work Competent Commendable

FIGURE 11.1 Examples of graphic rating scales.

Graphic Rating Scales

One of the more widely used rating formats is the graphic rating scale (Paterson, 
1922-1923). Graphic rating scales are designed to elicit ratings on dimensions of 
performance relevant to a job. Performance dimensions typically are identified 
through a job analysis in which job experts describe the major aspects of perfor­
mance for their job(s). The scale developer must decide how many rating scale 
points will be included on the scales. A generally accepted guideline is between 4 
and 9. Use of fewer than 4 rating scale points tends to provide insufficient dis­
crimination among employees, while more than 9 yields unimportant distinc­
tions. The scale points are usually defined on a continuum, but the scale 
developer must decide how these points will be anchored, for example, with ver­
bal anchors, numerical anchors, or a combination of both. Two examples of a 
graphic rating scale are shown in Fig. 11.1.

The first graphic rating scale shown in Fig. 11.1 (Type A) contains qualitative 
end anchors only, while the second (Type B) includes both numerical and verbal 
anchors. A major problem with many rating scales of this type is that the scale 
points are not thoroughly defined, leaving managers to develop their own inter­
pretations of what is meant by the different rating levels. One consequence of 
allowing managers to apply their own standards to the rating task is that they 
often do not agree about the types of behavior or performance that constitute dif­
ferent effectiveness levels. Consider this example. Two managers observe an elec­
trician performing a series of job tasks. Using Scale B in Fig. 11.1, one manager 
may evaluate the performance as a 3, whereas the other manager may evaluate 
that exact same performance as a 5. Because the anchors on the rating scales are 
not well defined, there are no guidelines presented for what types of behavior 
should be rated a 3 versus a 4 or a 5. The main problem, then, with graphic rat­
ing scales is that they do not adequately define the meaning of different perfor­
mance levels. Not only does this make the manager’s job of distinguishing 
between the different effectiveness levels very difficult, but also the standards 
applied by different managers are not consistent across employees.
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It also is difficult to provide feedback using graphic rating scales. A manager 
can inform employees that their quality of work is a 3, but why that rating was 
given versus another rating can be difficult to explain. Graphic rating scales also 
provide little, if any, information about what the employee must do to achieve a 
more effective rating.

Behaviorally Anchored Rating Scales

Behaviorally anchored rating scales (BARS; Smith & Kendall, 1963) are used to 
assess performance dimensions that represent major requirements of a job. Actual 
examples of behaviors that incumbents may exhibit on the job are used to anchor 
different levels of performance effectiveness within each dimension. These behav­
iors help managers make accurate assessments of performance by matching their 
observations of employee performance to an appropriate effectiveness level on 
each dimension.

The development of BARS relies on input from job incumbents, their supervi­
sors, or both. These subject matter experts (SMEs) provide the information nec­
essary to construct the rating scales (e.g., rating dimensions and behaviors that 
define different levels of effectiveness for each dimension). The behaviors are 
derived from critical incidents (Flanagan, 1954), as described in chapter 3. After 
the critical incidents are collected from SMEs and edited by psychologists, SMEs 
are asked to sort the critical incidents into dimensions and rate their effectiveness. 
Often, a 7-point scale is used, where 1 is highly ineffective and 7 is highly effec­
tive. The percentage of SMEs sorting each incident into a particular dimension 
and the means and standard deviations of the effectiveness ratings for each inci­
dent are computed. Examples of results from an analysis of critical incidents are 
provided in Appendix B of chapter 3-

The scale developer must then decide which reliably rated incidents will be 
used as anchors for each performance dimension. Two criteria typically are used 
to select incidents to anchor each dimension: (a) each incident should have a low 
standard deviation for the effectiveness rating (indicating high agreement among 
raters); and (b) each incident should be placed in a particular dimension by a high 
percentage of the raters. If a 7-point scale is used to make the effectiveness rat­
ings, a standard deviation of 1.5 is often used as a cutoff for retaining behavioral 
incidents (any incident with a standard deviation greater than 1.5 would be elim­
inated). A frequently used cutoff for the percentage of raters agreeing that a given 
incident belongs in a particular dimension is 60%-70%. Behavioral incidents that 
meet these criteria are used to anchor the rating scale points.

Usually between 5 and 12 representative incidents are selected to anchor the 
different levels of effectiveness for rating dimension. Figure 11.2 shows an exam­
ple of BARS developed for apprentice electricians for the dimension Planning, 
Preparing and Organizing Work. Notice that in chapter 3, the fifth incident in 
Appendix B about piping school rooms for lighting using shallow boxes was cat­
egorized into the dimension Planning, Preparing and Organizing Work by 12 of 
the 20 respondents (60%). The mean effectiveness rating was 2.45 with a standard
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FIGURE 11.2 Example of a Behaviorally Anchored Rating Scale for the 
dimension Planning, Preparing, and Organizing Work for apprentice electricians.

deviation of .66. Since this incident is within the limits described above, it was 
chosen to anchor the scale shown in Fig. 11.2 near the low end.

To evaluate a worker’s performance using BARS, managers are first asked to 
record behavioral observations of employee performance relevant to each perfor­
mance dimension. Because these observations may occur over a 6-month to 1-year

This apprentice suggests that workers turn in material lists a day in 
advance so that the apprentice can have the material ready and 
organized for the following day.

This apprentice orders and retrieves materials from the truck before 
being asked.

This apprentice stacks fixtures,takes apart fixtures, and puts each 
fixture in a designated area for easy removal.

This apprentice uses shallow boxes for piping school rooms for 
, lighting because they are available, rather than ordering appropriate 

material for the job.

This apprentice cuts holes in walls without reviewing blueprints 
resulting in major property damage.

7

6

5

4

3

2

1
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time period, managers are encouraged to keep notebooks in which they record 
performance examples as they occur. At the end of the rating period, managers 
compare the effectiveness of the employee behaviors they have observed with the 
effectiveness levels represented in the scaled behavioral examples. A rating is then 
assigned based on this comparison process. Thus, in using BARS, managers are 
encouraged to attend to and record actual behaviors rather than relying on gen­
eral impressions as a basis for making their ratings. Further, the scaled behavioral 
anchors serve as comparison points against which an employee’s observed per­
formance can be evaluated.

Behavioral Summary Scales

Although the BARS rating format was an important step in the development of 
well-defined rating scales, a potential limitation with BARS is that managers may 
have trouble matching an employee’s actual performance to the specific behav­
ioral examples used to anchor the rating scales (Borman, 1979). Using the BARS 
rating scale shown in Fig. 11.2, imagine the difficulty a manager might have com­
paring an employee’s performance to the very specific scale anchors shown there. 
Even though employees may be performing at an effectiveness level represented 
by one of the anchors, it is unlikely that they will have exhibited the exact behav­
ior depicted on the rating scale. This puts the manager in the position of having 
to decide which of the relatively few scaled behaviors best matches the employee’s 
actual job performance. Such judgments can be very difficult to make, leaving 
managers unsure about how to use the scaled effectiveness levels to guide their 
ratings.

In response to this problem with BARS, the behavioral summary scale (BSS) 
rating format was developed by Borman, Hough, and Dunnette (1976). BSS are 
similar to a BARS because both scales are anchored with behavioral descriptions 
of effective and ineffective performance that guide managers’ evaluations of 
employee job performance. However, rather than using a few specific behaviors 
to anchor the different scale points, BSSs contain anchors that are more general 
descriptions of effectiveness at the different performance levels. To develop these 
more general behavioral anchors, the highly specific behavioral incidents that 
were assigned to a specific dimension and effectiveness level, using the criteria 
outlined earlier, are examined for similar underlying content. Statements are then 
written to represent a wider range of behaviors that are characteristic of the spe­
cific incidents scaled at each effectiveness level. Formulating broader scale 
anchors that capture the content of several behavioral incidents enables the scale 
developer to include information on the rating scales that will be relevant to the 
performance of a larger number of employees.

To develop a BSS, one would collect and analyze critical incidents using the 
process described in chapter 3. Then, as mentioned, rather than anchoring the 
rating scales with a few specific behavioral examples, the scale developer writes 
statements that capture as much content as possible of all of the behavioral 
incidents that were reliably sorted into each performance dimension. Several
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Please rate the apprentice on the following scale by reading the descriptions 
of each performance level and selecting the number that most closely 
corresponds to the behavior exhibited by the apprentice.

LOW

Starts to perform tasks 
without checking 
blueprints/plans; uses 
inappropriate, but 
available materials for 
jobs; hurries through 
work before 
considering additional 
tasks that need to be 
performed before job is 
completed; misjudges 
time to complete tasks.

1 2

MEDIUM

Plans tasks before 
performing them; 
organizes tools and 
materials so that they 
are easily retrievable 
when needed; writes 
down information 
needed for jobs so that 
work is completed 
efficiently; makes 
adjustments to material 
before starting jobs so 
that work is completed 
efficiently.

3 4 5

HIGH

Reviews
blueprints/plans before 
starting tasks; makes 
suggestions about 
organizing material so 
that preparation time is 
minimized; creates lists 
of tasks to be 
completed and orders 
material on own 
initiative; keeps 
foreman informed of 
progress of jobs; 
anticipates needs for 
jobs and retrieves tools 
and materials before 
they are requested.

6 7

FIGURE 11.3 Example of a behavioral summary scale for the dimension 
Planning, Preparing, and Organizing Work for apprentice electricians.

hundred behavioral incidents typically are categorized into dimensions and rated 
for effectiveness using a 1 (highly ineffective) to 7 (highly effective) rating scale. 
To develop summary statements, the incidents are categorized as follows: 
Incidents rated between 1.00 and 2.49 are considered low-level behaviors; inci­
dents rated from 2.50 to 5.49 are considered average-level behaviors; and inci­
dents rated from 5.50 to 7.00 are considered high-level behaviors. Behavioral 
statements are written to capture the content of the behavioral incidents in each 
dimension and at each effectiveness level.

Figure 11.3 shows an example of a BSS for the same dimension of electrician 
performance (Planning, Preparing, and Organizing Work) measured by the BARS 
shown in Fig. 11.2. As shown in Fig. 11.3, the BSS anchors cover more of the 
behavioral domain of the dimension than the specific behavioral incidents used to

Tolerant Tolerant 
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anchor the BARS (Fig. 11.2). For example, the anchor for high performance states, 
“Reviews blueprints/plans before starting tasks.” This statement could summarize 
several incidents, including the third and fourth incidents in Appendix B in 
chapter 3. By providing a more comprehensive definition of the behaviors that 
constitute different levels of effectiveness, it is more likely that one of the anchors 
will describe an employee’s observed performance on each dimension. 
Accordingly, the manager’s task of matching observed behaviors to the scaled 
behavioral anchors is facilitated. Although research comparing different rating for­
mats has shown no consistent differences in the quality of ratings obtained using 
one versus another rating format (Landy & Farr, 1980), managers react more 
favorably to the BSS format than to the BARS format, because they feel it is easier 
to see the relevance of the BSS anchors for the employees they are evaluating.

Behavioral Observation Scales

Behavioral observation scales (BOS; Latham & Wexley, 1981) contain a large num­
ber of very specific, effective and ineffective behaviors on which each employee is 
evaluated. There are no average behaviors included on the rating scales. For each 
behavioral incident on the scale, raters are asked to evaluate the frequency with 
which they have observed each employee exhibit the behavior. Latham and Wexley 
recommended that a 1 indicate “almost never (performs the behavior)” and a 5 
indicate “almost always (performs the behavior).” Thus, rather than evaluating the 
effectiveness of an employee’s performance on each of several job-relevant dimen­
sions (as is the case when using BARS or BSS), a BOS requires managers to eval­
uate the frequency with which they have observed several specific behaviors listed 
on the rating scales.

BOS performance dimensions and behavioral incidents are obtained during a 
series of workshops to generate performance dimensions and incidents, as 
described in chapter 3. However, rather than only using selected incidents (as one 
would when developing BARS) or summarizing the content of many incidents 
into more general behavioral anchors (as one would when developing BSS), the 
procedure for developing BOS retains all of the behavioral statements generated 
for use on the scales. One difference between the BOS and BARS or BSS devel­
opment procedures is that participants in BOS incident generation workshops are 
instructed to write only ineffective and effective behavioral examples. The ratio­
nale is that average behaviors do not help supervisors make distinctions between 
effective and ineffective performers, nor do they effectively pinpoint employee 
actions that should be rewarded or those that should be remediated.

The behavioral statements are placed into a format similar to that shown in 
Fig. 11.4. Behavioral examples are typically organized under the title of the per­
formance dimension for which they are relevant. Employees can be scored on 
each performance dimension by summing their ratings across all of the items con­
tained in each dimension and then dividing this total by the number of items 
listed under each dimension. Note that negatively worded statements would need 
to be scored such that high rating values would lower the individual’s overall
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Please indicate the frequency with which you have observed the apprentice 
perform the following behaviors:

Almost Never 1 2 3 4 5 Almost Always

Coordinates job and tool requirements with others

___ Establishes work areas with others in order to complete a job safely and
efficiently.

___ Does not coordinate tool requirements with other contractors so that
there is a great deal of duplication of materials at the job site.

___ Obtains necessary clearances for digging in order to avoid damage to
existing pipes and utility cables.

Develops time tables to track progress o f jobs

___ Establishes timetables according to contract requirements.

___ Develops progress charts that do not accurately reflect current status of
project, providing misleading information to client.

FIGURE 11.4 Example of a Behavioral Observation Scale for the dimension 
Planning, Preparing, and Organizing Work for apprentice electricians.

rating score. It is then possible to give feedback to employees that is structured 
around their performance on each major dimension of performance as well as on 
more specific aspects of that performance.

Latham and Wexley (1981) argued that an important feature of a BOS is that 
managers are required to focus on relatively specific behaviors and to record the 
frequency with which they have observed those behaviors. They argued that this 
relatively straightforward rating process should result in more accurate ratings 
because raters are not required to make complex evaluative judgments about per­
formance effectiveness, as when a BARS or BSS format is used. Research has 
shown that managers may experience some difficulty integrating complex perfor­
mance information to arrive at an accurate assessment of performance (Cooper, 
1981; Feldman, 1981), suggesting that appraisal formats like BOS, which make 
fewer cognitive demands on managers, might be advantageous. However, other 
research has shown that a BOS measures traits like judgments rather than simply 
frequency of performance data (Murphy, Martin, & Garcia, 1982). Thus, the 
expected major advantage of the BOS format may not be realized in practice.

Mixed Standard Rating Scales

Mixed standard scales (MSS), developed by Blanz and Ghiselli (1972), are similar 
to the scales described earlier in that they contain performance dimensions and
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examples of ineffective, average, and effective behaviors. Again, behavioral 
incidents for these rating scales can be identified and dimensions generated using 
the procedures described in chapter 3- Similar to the BARS format, only a few inci­
dents are selected for each MSS performance dimension. Specifically, three inci­
dents are selected per dimension: one effective, one average, and one ineffective. 
The scale developer must take care to ensure that the content of the rating dimen­
sion is represented as well as possible by the incidents selected. Once all of the 
items are selected (e.g., three times the number of dimensions), they then are ran­
domly arranged to form a single list of behaviors. An example of this format for 
the electrician’s job is shown in Fig. 11.5.

To use these rating scales, managers are instructed to read each behavioral 
statement and decide whether the employee’s performance exceeds the perfor­
mance described in the statement (“+ ”), falls below the performance described in 
the statement (“- ”), or is accurately described by the statement (“0”). MSS dimen­
sions are scored from 1, indicating that all “minuses” were received, to 7, indicat­
ing that all “pluses” were received. The rules for deriving dimensional scores 
using MSS are shown in Fig. 11.6. For example, to obtain a rating of 7, one would 
be rated as performing better (+ ) than all three statements (Effective, Average, 
and Ineffective) for each dimension; to obtain a rating of 4, one would be rated 
as lower (-) than the effective statement, equal (0) to the average statement, and 
better (+ ) than the ineffective statement for a given dimension. Thus, these scor­
ing procedures not only produce a final evaluation score but also enable an 
assessment of “logical” evaluation errors. One example of a logical error would be 
when, within a given dimension, an employee receives a “ + ” on the average per­
formance statement and a “- ” on the ineffective performance statement. 
Consistent errors of this type indicate either that a manager is incapable of using 
the rating scales or that there are problems with the effectiveness levels repre­
sented by the behavioral statements.

One major impetus behind the design of MSS was to minimize halo error, which 
is one of the most pervasive errors made when one individual evaluates another. It 
occurs when a rater assigns ratings based on a global, overall impression of an 
employee rather than distinguishing the employee’s strengths and weaknesses on 
different performance dimensions. Halo error results in ratings that are at about the 
same level across different dimensions when the employee’s performance is, in fact, 
variable across these dimensions. By randomizing the behavioral statements rele­
vant to the different dimensions, and requiring that raters rate each behavior in the 
manner described earlier, Blanz and Ghiselli (1972) hypothesized that halo error 
would be minimized when using MSS compared to other rating formats in which 
the evaluation(s) for each dimension were clearly discernible to raters. 
Unfortunately, research has shown that MSS have not resulted in the reductions in 
halo that had been anticipated (Finley, Osbum, Dubin, & Jeanneret, 1977; Saal & 
Landy, 1977). MSS may, however, be somewhat easier to use than BARS or BSS. The 
rater must simply compare observed behavior to the effectiveness reflected in single 
behavioral statements, rather than integrate performance information to arrive at a 
rating on a continuum of effectiveness.
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Read each item and decide if the typical behavior of the apprentice to be rated 
fits the description, is better than the description, or is worse than the 
description. If the item is an accurate description of the apprentice’s typical 
performance, then place a (0) in the space next to the item. If the apprentice’s 
typical performance is better than the item, then place a (+ ) in the space. If 
the apprentice’s typical performance is worse than the item description, then 
place a (-) in the space.

___ Occasionally reads blueprints before starting a job.

___ Orders required material in appropriate amounts after reviewing a job’s
material requirements.

___ Loads, hauls, and unloads inappropriate supplies resulting in having the
apprentice go back to obtain required materials.

___ Often assembles tools and equipment incorrectly, typically requiring
some reassembly by the journeyman or foreman.

___ Loads, hauls, and unloads appropriate supplies in an efficient manner.

___ Orders required material, but occasionally orders too much resulting in
waste, or too little resulting in lost time because more material had to 
be ordered.

___ Reads blueprints carefully before starting a job.

___ Assembles tools and equipment accurately and efficiently resulting in
little or no reassembly by journeymen or foremen.

___ Rarely reads blueprints before starting a job.

___ Loads, hauls, and unloads appropriate supplies, but makes stops along
the way resulting in lost time for the journeymen.

___ Orders material without reviewing the material requirements of the job,
nearly always resulting in waste or lost time because of reorders.

___ Assembles tools and equipment inaccurately, typically requiring some
reassembly by the journeyman or foreman.

FIGURE 11.5 Example of a Mixed Standard scale for the dimension Planning, 
Preparing, and Organizing Work for apprentice electricians.

Selecting a Rating Format

In deciding what type of rating format is most appropriate, consideration should 
be given to several factors, including adherence to legal standards, rater accep­
tance, and ease of providing feedback. These factors are discussed here.
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Effective Average Ineffective Derived
Statement Statement Statement Rating

+ + + 7
0 + + 6
- + + 5
- 0 + 4
- - + 3
- - 0 2
- - - 1

FIGURE 11.6 Mixed standard scale (MSS) dimension scoring guidelines.

Adherence to Legal Standards. A number of factors have been considered 
by the courts when evaluating the adequacy of different rating formats and perfor­
mance appraisal systems, in general. Some of these relate to technical standards out­
lined in the Uniform Guidelines on Employment Selection Procedures (1978), 
whereas others can be considered personnel practices that help safeguard against 
discrimination in employment decisions. There are four major characteristics of per­
formance rating formats that researchers have concluded are important based on 
legal defensibility and fairness criteria: (a) performance standards should be based 
on an appropriate job analysis, (b) performance evaluation should be based on a set 
of specific job dimensions rather than on a global or overall measure, (c) ratings 
should be made on behaviorally based performance dimensions rather than on 
vague personality traits or personal characteristics, and (d) supporting evidence for 
the ratings given should be accurately and comprehensively documented 
(Bemardin & Beatty, 1984; Cascio & Bemardin, 1981; Nathan & Cascio, 1986). Scale 
developers should ensure that these criteria are met when selecting a rating format.

Rater Acceptance. Certainly, another important factor to consider when 
selecting a rating format is rater acceptance. One advantage of all of the behavioral 
instruments described previously is that they tend to be well liked by both 
employees and their supervisors. This is likely due to scale development 
processes that incorporate a high level of organizational member involvement. 
Because the scales are based on performance dimensions and behavioral exam­
ples generated by organizational members (e.g., electricians), the final instrument 
is customized for both the job and the specific organization for which it was devel­
oped. Not only are the scales written in the user’s language, but they also reflect 
the organization’s specific values and orientation.

Another issue that impacts on rater acceptance is the type of rating format orga­
nizational members prefer. It is important for the scale developer to lead decision
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makers through the scale format selection process, outlining the advantages and 
disadvantages associated with different options. For example, one issue concerns 
the number and type of ratings managers prefer to make. With formats such as 
BARS or BSS, managers are required to make one effectiveness rating for each per­
formance dimension. Thus, if there are 10 performance dimensions, then a total 
of 10 ratings will be made per employee. With a BOS or MSS format, managers 
will be required to make ratings of several behavioral examples for each rating 
dimension. Another issue when considering a BARS or MSS format is how com­
fortable managers will feel extrapolating employee performance levels from a rel­
atively small number of very specific behavioral examples that may or may not 
describe what they have observed employees do on the job.

Ease o f Providing Feedback. The extent to which provision of feedback 
about performance will be facilitated by various formats also should be consid­
ered. For instance, BSS and BOS formats provide more information that can be 
used as the basis for a performance discussion than BARS or MSS. A BSS contains 
comprehensive descriptions of the behaviors that are associated with different lev­
els of effectiveness for each rating dimension. A BOS lists numerous effective and 
ineffective behaviors relevant to each dimension. Using either a BSS or a BOS, 
supervisors have a guide not only for describing what has been observed (and 
thus a rationale for their ratings), but also for giving guidance to subordinates 
about what behaviors must be exhibited to achieve a higher rating. BARS and MSS 
formats are less useful when providing feedback because these formats contain 
only a few very specific behaviors describing each dimension. In addition, these 
behaviors may or may not be relevant for a given employee’s performance. BARS 
and MSS formats thus provide employees and their supervisors with less informa­
tion on which to base a performance feedback discussion or to design a develop­
mental action plan than BSS or BOS formats.

HOW TO EVALUATE AND IMPROVE PERFORMANCE RATING QUALITY

Evaluation of the statistical properties of ratings is important to ensure that man­
agers are providing high quality ratings. This involves examining descriptive sta­
tistics (e.g., means and standard deviations) and rating reliabilities. Researchers 
also frequently examine the underlying factor structure of a set of ratings to bet­
ter understand the dimensions measured by the instrument.

Rating Distributions

Examination of the means and standard deviations for a set of ratings provides 
important information about their adequacy. One frequently observed problem, 
especially when performance ratings are used to make operational decisions (e.g., 
pay, promotion) is a relatively high rating mean and low variability in the ratings, 
indicating managers’ tendencies to evaluate most employees using the high end
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of the rating scale. One reason for this is that managers are reluctant to give low 
or even moderate ratings that they will then need to explain and justify to the very 
individuals they count on to get work done. If one is using a 7-point scale, a mean 
rating between 4.00 and 5.00 and a standard deviation between 1.00 and 1.50 are 
reasonable and indicative of an adequate rating distribution. It is reasonable to 
expect rating distributions to be somewhat skewed, because extremely ineffective 
performers are likely to have left the organization.

Rating Reliability

There are several different ways that reliability of a set of ratings can be evaluated. 
One is to assess the internal consistency of ratings, which measures the extent to 
which ratings across different dimensions of performance are similar within 
employees. However, many raters are prone to committing halo error, rather than 
distinguishing among the employees’ strengths and developmental areas. If 
employees are evaluated at roughly the same level of effectiveness across all of the 
performance dimensions, a high internal consistency reliability will result, but it 
may simply be the result of halo error. For this reason, a more appropriate means 
for assessing the reliability of a set of ratings is interrater reliability. Interrater reli­
ability assesses the level of agreement between two or more raters regarding 
employee performance levels.

There have been many studies investigating the reliability of ratings. Two meta- 
analytic reviews, in which large numbers of studies were quantitatively cumulated, 
are described here. Rothstein (1990) presented empirical evidence from 79 orga­
nizations, in which ratings on 9,975 employees were collected. She found that as 
the opportunity to observe performance (as measured by the number of years 
supervised or observed) increased, the interrater reliability increased, but the 
level of reliability reached an asymptotic maximum of .60 at about the 2-year 
point. This is consistent with King, Hunter, and Schmidt (1980), who conducted 
a meta-analysis of the reliability of ratings and found that the value of .60 repre­
sents the upper bound on reliability of supervisor ratings made by a single rater. 
Rothstein’s results suggested that ratings made of employees who have been 
observed for less than 12 months are likely to be fairly unreliable, and thus rec­
ommended that organizations not use the ratings of one supervisor to evaluate 
the performance of employees with less than 1 year of job experience.

Viswesvaran, Ones, and Schmidt (1996) compared various kinds of reliability 
estimates. They found that supervisory ratings appeared to have higher reliability 
than peer ratings and that the mean interrater reliability of supervisory ratings was 
.52 (using 40 reliability coefficients and a total sample of 14,650 participants) for 
the Overall Job Performance rating dimension. They also found that interrater 
reliability (the extent to which different raters agree on the performance of dif­
ferent individuals) was lower than intrarater reliability (the extent to which there 
is single rater agreement across dimensions or over time).

In summary, the primary means for assessing the psychometric properties 
of ratings involves examining descriptive statistics and rating reliabilities. Rating
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distributions are likely to be skewed, as managers are reluctant to provide low 
ratings to employees and truly ineffective performers usually do not remain in 
their jobs. Interrater reliability is the most appropriate form of reliability to com­
pute with rating data. Reliability estimates in the .50 to .60 range are typical for 
performance ratings.

Rater Training to Improve Rating Quality

One intervention that can improve the quality of performance ratings is training. 
There are two basic types of training programs that have been used for this pur­
pose: error training and accuracy training. Error training programs (e.g., Latham, 
Wexley, & Pursell, 1975) focus on teaching managers to eliminate common rating 
errors. To eliminate halo error, for example, trainees are taught not to give 
employees the same rating across multiple performance dimensions but instead 
to spread their ratings out across the different performance dimensions. As 
another example, raters are trained to diagnose whether they tend to be lenient 
or severe raters overall, irrespective of ratees’ true performance level, and to avoid 
this. Finally, raters are trained to avoid any personal biases and stereotypes that 
may influence their ratings. These certainly include potential biases against differ­
ent racial or gender groups, but also more subtle biases based, for example, on 
where someone went to school.

Although error training programs have been successful in reducing rating 
errors, as they are defined statistically (e.g., Bemardin & Buckley, 1981; Latham et al., 
1975), they have not been shown to significantly increase the accuracy of ratings. 
The reason is that rater training primarily focuses on teaching particular response 
sets (e.g., do not give an employee all the same ratings across dimensions, do not 
rate too leniently or severely), rather than teaching managers how to accurately 
observe and evaluate performance. For instance, some employees may actually 
perform at about the same level on several rating dimensions. In an attempt to 
reduce halo, however, rater error training may actually lead a rater to provide 
inaccurate ratings of these employees.

Rather than focus on eliminating rating errors, accuracy training attempts to 
improve managers’ observational skills and teach them the appropriate use of the 
rating scales. Researchers (e.g., DiNisi, Cafferty, & Meglino, 1984; Feldman, 1986; 
Pulakos, 1984, 1986) have argued that managers should be trained to make the 
particular types of judgments required by the rating tool. As an example, Pulakos 
(1986) developed a training program for increasing accuracy with the BARS for­
mat. Recall that the rater’s task in using BARS is to select a level of effectiveness 
on each rating dimension by matching observations of the employee’s job behav­
ior to the most similar scaled behavioral anchor. In order to perform the BARS rat­
ing task accurately, raters need to have a thorough knowledge of the rating 
dimension content as well as the different types of behaviors that constitute the 
various effectiveness levels within each dimension. Accordingly, rater training 
focused on teaching raters about the performance dimensions and the types of 
behaviors associated with different effectiveness levels. This training strategy was



11. PERFORMANCE MEASUREMENT 311

shown to be more effective for increasing rating accuracy than either no training 
or error training (McIntyre, Smith, & Hassett, 1984; Pulakos, 1984).

One important caveat regarding rater training interventions is that there are 
often environmental and interpersonal factors that may negatively impact man­
agers’ motivation to provide accurate ratings, even if they have the knowledge and 
ability to rate accurately. For example, if others are rating their employees at the 
high end of the scale, managers may not want to disadvantage their staff in terms 
of the rewards they will receive by rating them lower than employees in other 
groups. Likewise, as previously discussed, managers may be hesitant to confront 
performance issues with employees for fear of damaging relationships or creating 
defensiveness, so they may not be motivated to provide less than exceptional rat­
ings. Thus, even if training is provided to managers, it may be insufficient to yield 
accurate ratings that effectively discriminate between more and less effective per­
formers. Other interventions and strategies for dealing with the interpersonal, 
environmental, and organizational factors that can impact ratings may be neces­
sary. Several of these are discussed in the next section, which focuses on how to 
implement performance management systems effectively.

HOW TO IMPLEMENT EFFECTIVE PERFORMANCE 
MANAGEMENT SYSTEMS

Attention has thus far been directed to developing effective performance man­
agement processes and tools. However, having quality processes and tools in 
place is a necessary but not sufficient condition for having an effective perfor­
mance management system. What really matters in any performance management 
system is how it is used by managers and employees. This is why both the most 
challenging and the most important part of developing an effective performance 
management system is successful implementation. The cornerstones of successful 
implementation include: getting organizational members on board, communicat­
ing, automating, testing, training, and evaluating and improving.

Getting Organizational Members on Board

For any performance management system to be effective, managers and employ­
ees must be motivated to use it properly. Effective performance management sys­
tems are characterized by a high level of support from the very top levels of 
management (Rogers, Hunter, & Rogers, 1993). A committed CEO and leadership 
team, who model effective performance management and make direct reports 
accountable for effective performance management, are required for any perfor­
mance management system to work well. Plainly and simply, without high-level 
management support, the system will fail.

Because a performance management system’s success relies so much on the 
effectiveness with which managers and employees use the system, it is essential to 
get organizational members committed to the new system. The most productive
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way to accomplish this is to involve stakeholders in the design and implementation 
process (Engelmann & Roesch, 2001). Although performance management design 
teams are typically led by human resource representatives or consultants who are 
experienced in implementing performance management systems, design team 
participants should be organizational members. These individuals are used to pro­
vide input that represents different constituencies, to disseminate information 
about the system, to serve as champions to get others on board, and to try out the 
system.

Communicating

An effective communications and change management process is necessary to 
clearly and simply explain to employees the advantages of and rationale for the 
system. Organizational members should be provided with ample opportunities to 
comment on any new system and their comments should be responded to, if not 
actually addressed. Some organizations have been known to undertake full-blown 
advertising campaigns, with slogans, marketing materials, and massive communi­
cation campaigns, to “sell” a new performance management system to employees. 
It is important to understand that extensive change management work may be 
required to implement performance management successfully (Mohrman, 
Resnick-West, & Lawler, 1989).

Automating

Performance management systems involve a considerable amount of paperwork 
and exchange of documents. When the administrative demands are great, both 
employees and managers end up spending their performance management time 
dealing with paper rather than interacting with each other. Automation can greatly 
facilitate the performance management workflow and substantially reduce the 
paperwork and time associated with this process. In fact, many organizations look 
to automated systems to decrease the workload, ensure widespread access to per­
formance management tools, and provide a standardized, structured approach to 
collecting and storing performance data. When making decisions about the extent 
of performance management system automation, it is important to balance time, 
resource, development, and maintenance costs. For example, database develop­
ment and maintenance can represent extensive costs beyond applications devel­
opment. Additionally, features such as information security, archiving, and records 
management represent additional areas for consideration.

Testing

Another important factor in ensuring a successful implementation is to pilot test 
any new process on smaller groups prior to large-scale implementation. Pilot test­
ing will show if the system functions smoothly and efficiently and if users under­
stand and support the new system. Most importantly, a pilot test allows for an
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assessment of reactions to the system and the ability to make improvements that 
will better meet users’ needs.

Training

The importance of training managers and employees in proper use of the perfor­
mance management system has been discussed throughout this chapter. There are a 
number of training formats that can be used, including classroom training, job aides, 
or Web-based training, each of which has advantages and disadvantages. The training 
format that should be used depends on how experienced raters are in conducting 
performance management and what resources the organization is willing to devote 
to their training. For example, classroom training is preferable when the training con­
tent requires hands-on practice or interactive discussions, such as training about how 
to provide and receive feedback effectively. Although written performance manage­
ment aids can be useful for experienced managers, they tend to be less effective for 
new managers, who may need hands-on practice and more information than is typi­
cally provided in an aid. An advantage of Web-based training is that it allows partici­
pants to complete the program at their own pace. However, this type of training also 
can be easily ignored and may require significant policing to ensure participation.

In addition to the error and accuracy training to improve rating quality dis­
cussed earlier, there are several other topics that deal with the broader perfor­
mance process for which training should be provided. These include: (a) roles 
and responsibilities of employees and managers, (b) how to engage in perfor­
mance planning and set goals, (c) how to seek feedback from others, (d) how to 
react to and act on feedback in a constructive manner, (e) how to give feedback 
while minimizing defensiveness and maintaining self-esteem, and (f) how to iden­
tify and address development needs.

Evaluating and Improving

Performance management systems need to be evaluated and continually improved 
over time. There are several metrics that can be tracked to monitor how effectively a 
system is operating. Such metrics include the extent to which managers and employ­
ees are completing performance management activities, the quality of the ratings pro­
duced by the system, the alignment between performance ratings and other human 
resource decisions such as pay and promotion, and user satisfaction.

SUMMARY

This chapter discussed the development and implementation of effective perfor­
mance management systems. The following are offered as general conclusions:

• Effective performance management processes typically include four key 
steps: performance planning, ongoing feedback, performance evaluation, 
and performance review.
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• There is no one rating format that will consistently provide ratings with 
psychometric qualities that are superior to those of other formats. However, 
behavioral rating formats better meet legal defensibility criteria than vague 
and ill-defined rating scales. One can also expect higher levels of user 
acceptance when these types of rating formats are used. In addition, due to 
their comprehensive definition of different performance effectiveness lev­
els, behavioral rating formats can facilitate providing feedback and con­
ducting developmental planning with employees.

• To evaluate the quality of performance ratings, their statistical properties 
(distributions and reliabilities) should be examined. Rater training pro­
grams that focus on teaching managers how to accurately observe and eval­
uate performance have been shown to enhance the quality of ratings.

It is important to recognize, however, that even the most well-developed systems, 
tools, and rater training programs may not yield high quality performance man­
agement processes. This is because managers and employees must also be moti­
vated to use the performance management system properly. In operational 
performance management situations, there are numerous factors that can pro­
foundly affect performance management (Pulakos, 1991). Some of these include 
manager-employee (i.e., rater-ratee) interpersonal relationships; the purpose of 
the appraisal (e.g., whether it will be used for human resource decision making 
versus employee development); time constraints for completing ratings; the 
opportunities managers have to observe employee performance; political and 
union pressure on managers; and the extent to which managers are accountable 
for their ratings. To gain the maximum benefits from a performance management 
system, broader implementation issues also must be addressed:

• Support from upper management for the performance management 
process and involvement of organizational members in developing the sys­
tem are crucial for acceptance and effective implementation.

• Communications, change management, and training initiatives will be nec­
essary to “sell” the benefits of performance management to managers and 
staff and to promote proper use of the system.

• Managers need to be made accountable and rewarded for providing high 
quality, accurate appraisals rather than punished for doing so by the orga­
nization or employees.

• Managers need to be trained on how to provide useful feedback to subor­
dinates and how to deal effectively with performance problems.

• Employees need to be trained on how the system operates and how they 
can effectively participate in their own appraisal process.

• To facilitate the process and focus attention on manager-employee interaction 
rather than paperwork, automation should be used to the extent feasible to 
route documents and collect and store performance management information.

• The system should be thoroughly tested to ensure that any problems have 
been resolved prior to large-scale implementation.
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• The performance management system should be regularly evaluated and 
continuously improved.
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OVERVIEW

This chapter describes the assessment of job performance. In contrast to the 
previous chapters, which describe ways to predict how well job applicants would 
perform on a job if they were actually hired or selected, here we are explicitly con­
cerned about criterion performance—the job performance of workers who 
already have been hired to do the job. Organizations rely on measures of job per­
formance to help them determine how well employees are performing. Such mea­
sures of criterion performance are useful for supporting a variety of operational 
personnel decisions and related research (Borman, 1991; Siegel, 1986). Measures 
of job performance provide an objective basis for deciding which workers to pro­
mote, reassign, certify, or retain. In research, they are essential as criteria for estab­
lishing the validity of selection instruments and evaluating the effectiveness of job 
training programs.

The most complete and, in a sense, truest picture of job performance would 
involve continuously observing and evaluating incumbents as they complete their 
assigned job tasks under all possible working conditions at their job sites. This, of 
course, is not feasible for many practical and obvious reasons: job disruption, 
cost, inconvenience, infrequency of occurrence of some tasks, the time and 
resources needed to make the observations, to name several. A step back from this 
true ideal would be to observe and evaluate job incumbents as they work on a 
sample (rather than all) of their assigned tasks under selected working conditions.
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Although this approach may be logistically feasible, it still intrudes on work 
routines and is inefficient. Moreover, because conditions of performance—both in 
terms of environmental conditions and in terms of specific job-task requirements— 
could vary substantially from one set of observations to the next, this observa­
tional approach is unlikely to produce reliable or generalizable measures.

One step removed from observing and evaluating actual on-the-job perfor­
mance would be to measure job performance using tests. Tests can be developed 
that cover a representative and generalizable sample of work tasks and they can 
be administered to job incumbents in controlled and standardized test settings 
that permit meaningful comparison of worker proficiency. This type of assessment 
can be accomplished using two kinds of tests: work sample tests, in which exam­
inees perform tasks using the same equipment, materials, and procedures 
required to perform tasks on the job; and performance-based job knowledge 
tests, in which examinees answer items that demonstrate that they know how to 
complete job tasks. We describe how to develop, administer, and score both of 
these kinds of tests in the rest of this chapter.

CHARACTERISTICS AND USES OF JOB PERFORMANCE TESTS 

Background

Job performance tests, which include both work sample tests and performance- 
based job knowledge tests, are ways to measure work performance. These job per­
formance tests share many characteristics of lower fidelity simulations (e.g., 
situational judgment tests and assessment centers discussed in chaps. 9 and 10, 
respectively), but are distinguished from them by the intent of measurement—job 
performance tests are used to measure the work proficiency of job incumbents, 
not to predict how well job applicants might perform if hired. Work sample tests 
require job incumbent examinees to perform tasks under conditions that are iden­
tical or highly similar to those they encounter in the workplace and to make deci­
sions comparable to those they make at work. Performance-based job knowledge 
tests require examinees to apply the knowledge, skills, and abilities found in their 
work when answering test questions. When both kinds of job performance tests 
are properly constructed and administered, performance on a relatively small 
number of tests can provide an assessment of how well incumbents perform job 
tasks. Both work sample tests and performance-based knowledge tests have been 
developed and administered in many work contexts, including electrician, vehicle 
maintenance, electronic installation, clerical and administration, regulation writ­
ing, nursing, law enforcement, physicians, pilots, and sales, among many others 
(Campbell et al., 1990; Felker et al., 1988; Felker et al., 1992).

Interest of organizations in performance testing has stemmed from the need to 
know how well workers can apply job knowledge to their work and the degree to 
which they have requisite job skills. This interest historically has led to the use 
of performance tests as predictor measures more commonly than as criterion
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measures (Knapp & Campbell, 1993). For example, Asher and Sciarrino (1974) 
reviewed the predictive validity of performance tests for selection into various 
jobs and Siegel (1986) described the use of work sample tests as predictors of 
trainability for selected jobs. Nevertheless, because performance tests elicit virtu­
ally the same type of behavior required in job settings, their value as a method of 
criterion measurement also has long been recognized.

Several studies have demonstrated the usefulness and validity of work sample 
tests as criterion measures. Hedge and Teachout (1992) compared a traditional 
work sample test with an interview-based work sample test that required exami­
nees to verbally describe the tasks and processes of a work activity. The study con­
cluded that both forms of the work sample test produce similar results and similar 
correlations with several other performance criteria used in the investigation. 
Jackson, Harrris, Ashton, McCarthy, and Tremblay (2000) demonstrated the value 
of using a work sample test as the criterion to validate a selection battery. They 
administered selection tests and a work sample test that required incumbent secu­
rity officers to produce written incident reports. They found strong correlations 
between scores on the work sample test and scores on predictor measures. Guion 
(1998) noted that an effective use of performance tests is to provide proficiency- 
related feedback during performance evaluations.

The widely accepted prescription to develop, administer, and score perfor­
mance tests has been significantly advanced by research and development under­
taken by the U.S. military. For instance, the Army, as part of its program to key 
training to specific performance requirements, changed its approach to soldier 
evaluation in 1973 by moving from norm-referenced paper-and-pencil tests to cri­
terion-referenced performance tests. This change meant that soldiers’ proficiency 
would be based on whether they met specific standards of performance rather 
than on their test scores relative to test scores of other soldiers.

In the performance-based training approach implemented by the Army, soldier 
proficiency was measured on carefully selected tasks contained in Skill 
Qualification Tests (SQTs). The overriding requirement of SQTs was that they be 
job relevant. Test content was tied to critical tasks of military jobs that were iden­
tified through job and task analysis (e.g., as described in chap. 3). Much of the 
seminal research to assist the Army in its transition to performance testing was 
done by Osborn and his colleagues at the Human Resources Research 
Organization (e.g., Osborn, 1974; Osborn, Campbell, & Ford, 1976). This 
research program specified the requirements and procedures for developing per­
formance tests, and their guidance still is widely followed today.

A distinguishing characteristic of job performance tests is that they are mea­
sures of actual (or nearly equivalent) job performance. As such, they require 
demonstration and application of the knowledge, skills, and abilities needed to 
complete the task being tested. It is because of this feature that work sample tests 
especially have been touted as being the highest fidelity form of performance mea­
surement available and the most valid indicator of job performance (e.g., Green 
& Wing, 1988). Although not all personnel psychologists may totally agree with 
this assertion, they nonetheless would agree that work sample tests have excellent
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face validity and utility and can be more objective than other types of performance 
measures (Borman & Hallam, 1991; Knapp & Campbell, 1993; Sackett, Zedeck, & 
Fogli, 1988; Schmidt & Hunter, 1998). Moreover, because these tests are based on 
actual job tasks, they are focused on integrated components of whole task per­
formance, rather than on relatively molecular components of job performance. 
For example, if we wanted to test an electrical lineman’s proficiency in climbing 
wooden utility poles, we would present the electrical linemen with all the neces­
sary materials and observe actual pole climbing rather than only some component 
of the task, such as putting on safety belts.

Applications of Job Performance Tests

Job performance tests have a variety of human resources applications, when there 
is a need to understand how well employees are performing on the job or are pre­
pared to perform a specific job. For example, job performance tests can play a key 
role in organizational performance appraisal systems to support personnel deci­
sions about issues such as salary increases and promotions. This entails using tests 
to collect information about incumbents’ current proficiency on critical job tasks. 
Test results then provide an empirical basis for determining whether individuals 
meet expected work standards and for rank ordering individuals by their levels of 
proficiency. Using such a system, management can give salary increases or pro­
motions to job incumbents who demonstrate the highest levels of job proficiency.

Tests that measure job performance also may be used to decide whether an 
employee is qualified to hold or retain a job. This especially applies to occupa­
tions that affect the safety and well-being of others. In these instances, incumbents 
require certification to ensure they are qualified to perform critical tasks within 
their jobs. Some obvious examples include aircraft pilots, medical specialists, 
nuclear power plant operators, and law enforcement officers. In these situations, 
it is critical to establish that incumbents are able to perform their jobs at specified 
levels of proficiency. Clearly, it is not sufficient for pilots to demonstrate only that 
they have the knowledge necessary to land a plane; they need to demonstrate 
actual performance before they can be certified as pilots. These are criterion- 
referenced testing situations. That is, the test requires the examinee to demonstrate 
proficiency at or above specified standards that have been established by some 
professional association or accreditation agency.

In another human resource application, performance tests can be used to eval­
uate the effectiveness of training programs. If the terminal objectives of a training 
program are to teach specific job tasks, then job performance tests administered 
at the completion of training can provide evidence of whether the terminal objec­
tives were achieved. If the objectives were achieved, the training program can be 
judged effective; if they were not, the training may be deemed deficient and in 
need of revision.

Training effectiveness can also be evaluated by administering job performance 
tests to job incumbents after they have been working for several months (or some 
other meaningful time frame) following training. If performance on the tests
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demonstrates that incumbents can perform the tasks at the desired level of 
competence, then there is evidence that transfer of training has occurred (i.e., that 
the knowledge and skills taught in training are being applied in the work setting).1 
The evaluation of training based on performance tests reflects use of a higher and 
more desirable level of evaluation. Kirkpatrick (1994) suggested that training can 
be evaluated on a continuum of increasing levels of rigor—evaluating reactions, 
learning, behavior, and results. Performance tests represent the evaluation of job 
behavior and results.

Job performance tests also can play a critical role in personnel selection 
research. Performance tests often serve as the criterion—or more likely, as one of 
several criteria—for validating personnel selection instruments and procedures. 
This application typically involves having job applicants and job incumbents com­
plete selection (predictor) instruments and job performance tests. The job per­
formance test scores are then correlated with scores on selection instruments to 
determine whether the selection instruments can predict who will perform well 
on the job (i.e., on the job performance tests). Validation designs and procedures 
are described in detail in chapter 13.

In all of the personnel applications we have described, the value of job perfor­
mance tests is that they measure how well individuals can perform actual job 
tasks. More specifically, as Siegel (1986) noted, these tests are most useful for 
assessing the proficiency of job-experienced persons or those who have already 
been trained to do a job. Job performance tests have high physical fidelity and, 
consequently, high face validity.

Limitations of Job Performance Tests

As with any type of measurement approach, there are technical and practical con­
straints on the development and use of job performance tests. Work sample tests 
can be especially expensive to develop and, depending on the equipment and mate­
rials involved in performing the task being tested, they can be relatively complex to 
administer and score. Often, they can only be administered to one person at a time. 
Aircraft pilot simulators are extreme examples of expensive performance tests.

In addition, others have noted (e.g., Borman, 1991; Sackett et al., 1988) that 
what workers actually do on the job may not reflect what they can do as much as 
what they are willing to do. Job performance tests are considered can do mea­
sures of performance because the testing situation measures what people are able 
to do (can do), rather than what they actually will do on the job. Workers who are 
capable of performing a task well in a testing situation may not do so on the job 
because they lack motivation, have poor supervision, or are working with defective

!The presentation of these two training applications is an oversimplification. When eval­
uating training effectiveness, proper care must be taken to obtain performance data from 
comparable contrasting groups, such as an untrained control group and trained groups. The 
main point is that job performance tests can play an important role in evaluating training 
effectiveness.
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equipment. Also, job performance tests (in which examinees perform under 
controlled circumstances) usually contain some degree of reactivity in which the 
testing process itself affects what is being measured. If examinees know they are 
being tested, it may affect how they perform. Thus, restricting the measurement of 
job effectiveness to only job performance tests could miss information about typical 
worker performance. For this reason, it is important to use more than one kind of 
measure to assess job performance, such as supervisor ratings, job knowledge tests, 
and work sample tests, so that all aspects of job performance are covered.

Performance Tests: Measuring Job Processes and Job Products

Job performance tests can measure both the processes needed to complete a job 
task and the products that result from performing a task. Work sample tests and 
performance-based job knowledge tests accommodate both aspects of perfor­
mance. Whether task processes, task products, or both should be measured 
depends on the task and what is deemed important to assess. For tasks in which 
the end result is important but how it is attained is not, the quality of the product 
is critical and should be measured. Examples include:

• Identifying an applicable legal statute: This can be accomplished in differ­
ent ways, including searching a database, looking at a print source, or from 
memory; the result is important for the job not the method of obtaining the 
result.

• Installing an electrical alarm system that meets electrical code specifica­
tions: Within safety constraints, this can be done using different tools in a 
variety of ways; whether the installed system meets code specifications is 
important, not how it was installed.

• Diagnosing a mechanical problem: This can be accomplished using differ­
ent sequences of diagnostic tests, examining different components and sys­
tem elements, and using different troubleshooting strategies; finding the 
problem is the important measure.

• Finding the distance and location of a road junction on a map: Several 
methods of determining distance and location are acceptable, including 
using a compass, a measuring stick, or some other informal technique; the 
correct answer is critical, not the method used.

• Producing a technical report: Writing and assembling a technical report can 
be done in a variety of ways with different combinations of writers and tech­
nical staff; the process used is less important than producing a complete, 
accurate, and readable written report.

On the other hand, when the process by which a task is accomplished is inher­
ently important, we want to measure each step required to complete the task. In 
these cases, the correct process may be essential to ensure safety, to prevent dam­
age to equipment or material, or to enable proper operation at the end of the 
process. Examples include:



12. TESTS OF JOB PERFORMANCE 325

• The process used to land a passenger plane: It is essential for the pilot to 
read the right gauges correctly at the right time, operate the right switches 
and controls in the proper sequence and time, and follow all prescribed 
safety procedures; the process of performing the task is critical to achieving 
the desired end.

• The process followed in drawing blood:' It is vital that sterilized needles are 
used, the syringe is held in the proper manner, and that the needle is 
inserted, not jabbed, into the donor’s arm.

• The process used to shut down a nuclear plant in an emergency: Steps 
must be precisely followed in the prescribed order to ensure quick and safe 
shutdown.

• The process used by an electrician outdoor lineman to move “hot wires” on 
a pole to different positions: It is critical that proper insulated tools be used 
in specified ways to prevent serious injury.

• The process used to handcuff and arrest criminal suspects: The arresting 
officer must position the suspect in the proper way, put handcuffs on by fol­
lowing procedures prescribed to ensure safety and security, and inform the 
suspects of legal rights prior to booking.

There can be occasions when it is desirable to measure both task processes and 
the task product. This might happen when the quality of the product is inextrica­
bly linked to the procedures used to produce the result—when variations in meth­
ods to achieve a product are not equivalent—or when safety is critical to attaining 
the desired result. Landing aircraft or handling high-voltage electrical wires are 
examples. It might be possible to land an airplane or move a hot electrical wire 
without following prescribed procedures, but to do so would represent an infe­
rior level of proficiency and would put others at great risk. The nature of the task 
and specifics of the testing situation will dictate whether testing the process or 
product of a task or both is appropriate.

PSYCHOMETRIC CHARACTERISTICS OF JOB PERFORMANCE TESTS

The quality of job performance tests is assessed by the same general psychomet­
ric considerations as any other type of personnel measure: reliability and validity. 
Psychometric properties of job sample tests are of special interest because of the 
added need to justify the relatively high costs to develop these tests. The military’s 
extensive work on job performance measurement is a major source of research 
that speaks to the psychometric quality of job performance tests when used as cri­
terion measures. Other psychometric evidence is available from research done by 
business and industry examining job performance tests used as predictors. In this 
section we highlight evidence drawn from the military’s use of performance tests 
as criterion measures. A third consideration, measurement bias, has rarely been 
examined in the context of criterion measurement. Oppler, Campbell, Pulakos, 
and Borman (1992) discussed results of several approaches to investigating sub­
group differences in performance, primarily based on Army data (Project A). In
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these analyses, however, the focus was on supervisor and peer ratings rather than 
on hands-on performance measurement.

Reliability

Establishing the reliability of work sample tests is complicated by the logistic com­
plexities involved in administering and scoring these tests. Typically, work sample 
tests require one or more scorers to observe an examinee perform a task in real 
time and to score the performance as it is being done. When steps of the task 
being performed are hard to detect, are supposed to be completed in a prescribed 
sequence, or are accomplished quickly, scoring can be further complicated. 
Variability in scoring can easily arise due to the need for one or more scorers to 
directly observe test performance, interpret the quality of performance, and make 
on-the-spot decisions about the adequacy of performance.

The military services have reported consistently high interrater agreement 
scores for work sample tests (Knapp & Campbell, 1993). This is noteworthy 
because the military services have developed and administered job sample tests to 
thousands of examinees across a wide range of occupational specialties and have 
used different types of scorers. For example, Carey (1990) and Felker et al. (1988) 
reported agreements exceeding 90% between test scorers and “shadow” scorers 
for a variety of Marine Corps job sample tests. Hedge, Lipscomb, and Teachout
(1988) reported pairwise agreements ranging from almost 75% to 90% across 
three different teams of test administrators and three Air Force occupations; more­
over, interrater agreement tended to improve over time. Doyle and Campbell 
(1990) reported comparable interrater indices for Navy radioman tests.

The generally high interrater agreement reported by the military has led to 
speculation about the reasons for this outcome (e.g., Wigdor & Green, 1986). 
Plausible explanations lie in the serious approach taken to develop, administer, 
and score job sample tests. In much of the research that has been reported, the 
military services treated job sample tests as benchmark criterion measures and 
devoted substantial effort and resources to their design and administration. The 
care taken during task analysis and test construction had an obvious impact on the 
level of interrater agreement attained. As will be described in more detail later in 
this chapter, careful analysis and segmentation of tasks into small, individually 
observable units of performance, and pilot testing to ensure that all steps could 
be consistently scored, were typical procedures followed in developing work sample 
tests.

In addition, the military services assigned or recruited competent job experts 
as test scorers-administrators. Although the approaches differed in details, test 
administrator training was a rigorous process that involved demonstrations of the 
task to be scored, emphasized ways to standardize test conditions, and provided 
extensive practice scoring tests. The important lesson from this for any organiza­
tion—military, business, or government—is that experienced and well-trained test 
administrators can dependably score well-constructed proficiency tests across 
time, different examinees, and varying test content.
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Test-retest reliability evidence also is available from military job performance 
measurement research. A sample of 188 Marine Corps infantrymen was retested 
after 7 to 10 days with an alternate work sample test form. This yielded a test- 
retest reliability estimate of .77 (Mayberry, 1990). In other Marine Corps research, 
reported test-retest reliabilities were .79 for a sample of 88 automotive mechanics 
and .88 for a sample of 67 helicopter mechanics (Mayberry, 1992).

In addition to the research done on work sample tests, the military services 
also have examined the reliability of performance-based job knowledge tests. 
These multiple-choice tests resemble other multiple-choice knowledge tests with 
the distinction that the test items are based on job tasks and performance require­
ments and ask questions about what, how, and when to do task activities. Pictures 
and drawings often are used to enhance the fidelity of test items to the job setting. 
These tests can be reliable, as shown by reported internal consistency reliability 
estimates ranging from .89 to .92 for Army performance-based job knowledge 
tests (Campbell, 1988) and from .91 to .97 for Marine Corps tests (Mayberry,
1990). Mayberry (1992) also reported split-half reliability estimates for automotive 
and helicopter mechanic tests ranging from .92 to .97.

Validity

Referring to the validity of the criterion may seem an odd thing to do at first because 
validity is most often used to describe a certain quality of a predictor. However, 
because a performance measure should be reliable and valid, it makes sense to con­
sider the reliability and validity of a criterion. Both the Uniform Guidelines on 
Employee Selection Procedures (1978) and the Principles for the Validation and 
Use of Personnel Selection Procedures (Society for Industrial and Organizational 
Psychology, 2003, pp. 16-17) make reference to the importance of establishing and 
describing such qualities of the criterion in order to justify the use of the criterion 
as a reliable and representative (i.e., valid) indicator of performance. Because per­
formance measures such as work samples directly measure the ability of a person to 
do a given type of work, work samples are a logical choice for use as an assessment 
of performance. As such, work samples are subject to the same standards as are any 
other assessment method with regard to reliability and validity.

Schmidt and Hunter’s (1998) review of eight decades of personnel selection 
research addressed the overall validity and utility of work sample tests. Schmidt 
and Hunter observed that because work sample tests are only used meaningfully 
with examinees who already know the content of the job, work sample tests are 
an appealing and valid performance assessment method for current employees. 
Other research (Schmidt, Hunter, & Outerbridge, 1986) suggests that the 
observed validity of work sample tests is influenced by job experience. The more 
experience an employee has in a position the more likely that employee is to per­
form well on work sample tests. This relationship between experience and work 
sample performance is, however, influenced by the abilities of the employees, the 
complexity of their work, and the nature of their past work experience (Quinones, 
Ford, & Teachout, 1995; Schmidt et al., 1986).



328 FELKER, CURTIN, AND ROSE

Establishing the validity of job performance tests is a more oblique process 
than it is for predictor tests. Indeed, it is difficult to think about criterion validity 
of job performance measures themselves, because they normally are the standard 
against which predictor tests, training programs, and other personnel interven­
tions are validated. It is generally acknowledged (e.g., Borman & Hallam, 1991) 
that job sample tests have excellent face validity. That is, most observers who look 
at work sample tests or performance-based job knowledge tests can readily see 
the relevance of the tests to the job. Face validity of a test is enormously impor­
tant for acceptance by managers and decision makers who are not test specialists 
versed in psychometrics. A test that does not “look” like it is suited for the mea­
surement task at hand is a hard sell in almost any organization.

Fortunately, a strong case for content validity can usually be made for job per­
formance tests. The general argument for content validity centers on the relevance 
and representativeness of the test to performance required on the job. As pointed 
out by Guion (1979a, 1979b, 1979c, 1979d) and by Borman (1991), the determi­
nation of content validity relates to how closely the test shares important content, 
such as tasks and performance conditions, with the content of the job. Tests 
requiring performance that is highly similar to the performance required on the 
job are content valid tests. Content validity is almost automatic if the performance 
test is developed on the basis of a systematic analysis of job requirements, work­
ing conditions, and equipment and materials used. The importance of content 
validity for test instruments and prescriptions for developing them are discussed 
in guidelines such as the Standards for Educational and Psychological Testing 
(American Educational Research Association, American Psychological Association, 
& National Council on Measurement and Evaluation, 1999) and Uniform 
Guidelines on Employee Selection Procedures (1978). The process by which test 
content is identified is critical. Evidence of test and job domain content similarity 
can be based on logical and empirical analyses as well as on judgments of subject 
matter experts. Relationships between test and job content ensure the test is rep­
resentative of the job it measures. The importance of job and task analysis for 
identifying the content domain of a job and for selecting test content that reflects 
the domain is discussed later.

Subgroup Differences

Work sample tests produce smaller subgroup differences than other forms of per­
formance assessment (Gatewood & Feild, 1994; Morath, Curtin, Brownstein, & 
Christopher, 2004; Schmidt, Greenthal, Hunter, Berner, & Seaton, 1977), possibly 
because examinees tend to view work sample tests as more job relevant (i.e., face 
valid) and fair than other forms of assessment (Robertson & Kandola, 1982; 
Smither, Reilly, Millsap, Pearlman, & Stoffey, 1993; Steiner & Gilliland, 1996). In 
addition, work sample tests allow examinees to make self-assessments of their 
ability to perform the job (Cascio & Phillips, 1979; Harvey, Perkins, & McGonigle, 
2003) and this, too, might contribute to perceptions of test relevance and fairness. 
However, Bobko, Roth, and Buster (2005) cautioned that the possible advantages
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of work sample tests might be inflated in the literature, because the nature of the 
constructs being assessed might affect the degree of adverse impact. Bobko et al. 
suggested that using a work sample test to assess more cognitively loaded con­
structs than, say, procedural knowledge, is more likely to produce levels of sub­
group differences similar to those on cognitive ability tests.

McKay and McDaniel (2006) conducted a meta-analysis of African American 
and White mean differences in work performance and found that mean racial dif­
ferences in performance favor Whites (d = .27). Similar to Bobko et al.’s sugges­
tion, effect sizes were most strongly moderated by cognitive loading of criteria 
(e.g., job knowledge tests), data reported in unpublished sources (e.g., technical 
reports), and for performance measures consisting of multiple-item scales. 
McDaniel, McKay and Rothstein (2006) examined these data for evidence of pub­
lication bias (Rothstein, Sutton, & Bornstein, 2005) and concluded that journals 
systematically underestimate the magnitude of mean racial differences in job 
performance.

HOW TO SELECT TEST CONTENT

The first decision when constructing performance tests is to determine what parts 
of the job’s total performance domain should be tested. Ideally, all tasks would be 
tested under all significant working conditions. However, several factors limit the 
tasks that realistically can be tested:

1. There are too many tasks in the performance domain of the job to test. For 
example, one job analysis revealed that the performance domain for inside 
wireman electricians contains over 200 tasks requiring over 150 different 
types of knowledge, skills, and abilities (Williams, Peterson, & Bell, 1994). 
Testing the performance requirements for all 200 tasks would take too 
long, be too expensive, and require training a very large number of test 
administrators.

2. Some tasks are more important to the job, more difficult to perform, more 
frequently performed, and more representative of the job than others. These 
task characteristics may be used to help determine which tasks to select for 
testing. For instance, tasks that are unrepresentative, unimportant, and infre­
quently performed clearly are unlikely candidates for testing.

3. Practical and logistic considerations limit what can be tested. Tasks that put 
examinees at risk of injury, damage expensive equipment, or cannot be 
administered in a standardized manner are not suitable for testing.

The challenge is to select a small number of tasks to assess job proficiency from a 
larger pool of job tasks so that test performance can be generalized to the job. 
Therefore, representativeness and generalizability of test content to the entire 
performance domain are critical. To select representative and generalizable tasks, 
we must accomplish two steps: (a) specify the total performance domain for the 
job and (b) devise a valid and defensible sampling strategy for selecting tasks from
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that domain. The remainder of this section describes methods for achieving these 
steps. We then describe two applied research projects in which different proce­
dures were used to select test content.

Specifying the Job Performance Domain

The job performance domain documents the totality of tasks that are performed 
in that job. A performance domain typically describes how the tasks are organized 
under major job functions. A complete enumeration of tasks is the necessary first 
step to provide an empirical basis for selecting representative and generalizable 
tasks to test. Job and task analysis methods used to develop job performance 
domains are based on such procedures as observing job incumbents while they 
work, interviewing job incumbents and their supervisors about what is done on 
the job, and reviewing existing task descriptions and inventories of tasks. 
Typically, job and task analysis uses several procedures to compile the tasks of a 
job domain, as described in chapter 3.

To support the development of performance tests, the results of a job and task 
analysis should consist of more than just a complete listing of tasks in the domain. 
It is critical that the contextual conditions of task performance also be identified. 
These contextual conditions include the circumstances (e.g., environmental con­
ditions) in which the tasks are performed, chronological dependencies of a task 
(e.g., when a task is performed in a sequence of activities), and interaction 
requirements (e.g., where other people’s performance affects task performance 
conditions). Test developers use this information to determine suitable testing 
conditions and logistical support needed to administer the test.

Sampling Strategies for Selecting Tasks

Test developers have a long history of selecting tasks that are related to job per­
formance. Among these efforts, the branches of the U.S. military have been instru­
mental in developing structured methods for selecting test content that have been 
adapted and widely applied to civilian occupations. These methods are described 
in detail in various research technical reports (e.g., Guion, 1979a, 1979b, 1979c, 
1979d) and military documents (e.g., the U.S. Army’s TRADOC PAM 351-4[T], 
1979). We describe two of these methods next.

Method 1: The Four- and Eight-Factor Models. In the first method, ana­
lysts and test developers rate (or collect data for) each task in the domain on up 
to eight of the following descriptors:

1. Percent of the workforce performing the task (e.g., what proportion of 
electricians splice wire?).

2. Task delay tolerance (e.g., how much flexibility is there in terms of time 
before this task must be performed?).
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3. Consequences of inadequate performance of the task (e.g., how much 
damage will occur to equipment, workers, or the completion of the job if 
this task is not performed adequately?).

4. Task learning difficulty (e.g., how long will it take to learn how to do this task?).
5. Percent of time spent performing (e.g., what proportion of time is spent

performing this task on the job?).
6. Probability of deficient performance (e.g., what are the chances that the 

worker cannot perform the task?).
7. Immediacy of performance (e.g., how urgent is task performance?).
8. Frequency of performance (e.g., how often is this task performed?).

The first four of these descriptors comprise the four-factor model; the entire set 
makes up the eight-factor model. Job analysts and subject matter experts (SMEs) 
rate each task in the domain on each of the four or eight factors. For example, in 
rating frequency of task performance, job experts might rate a task on a scale rang­
ing from “once a week or less” to “10 times a week or more.” The ratings could 
be provided by job incumbents or their supervisors, or both, or compiled from 
task descriptions previously generated by the organization’s job analysts. After 
each factor has been rated, SMEs decide which factors are most important. They 
then set cutoffs for each of these relevant factors. Example cutoff scores might be:

1. Percent of the workforce performing the task: 40% or more
2. Task delay tolerance (1 = high tolerance, 7 = no tolerance): 3
3. Consequences of inadequate performance (1 = minor, 7 = major): 5
4. Task learning difficulty (1 = low, 7 = high): 4

Tasks in the performance domain that meet all of these criteria are selected for 
testing.

Method 2: The D IF M odel Another method for selecting test content is the 
DIF (Difficulty, Importance, and Frequency) model. The basic procedures are the 
same as those used for the four- or eight-factor models. Analysts and SMEs rate 
each task on the following descriptors;

1. Difficulty: Either task learning difficulty or probability of deficient perfor­
mance or both.

2. Importance: The consequences of inadequate performance, task delay tol­
erance, and time spent performing (importance has often been rated for 
different scenarios, such as peak and nonpeak production periods).

3. Frequency: How often the task is performed as well as the percent of 
people in the job performing the task.

If simple yes-no responses are provided for each of the three DIF dimensions, 
then there are eight potential outcomes for each task, as shown in Table 12.1:
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TABLE 12.1
Decision Rules Regarding Tasks to Be Tested

Difficult? Important? Frequent? Decision

Yes Yes Yes Select
Yes Yes No Select
Yes No Yes Select
Yes No No Do not select
No Yes Yes Select
No Yes No Select
No No Yes Do not select
No No No Do not select

The last column in Table 12.1 presents a particular decision rule. Decision 
rules to identify the tasks to test typically are agreed on by test developers or orga­
nization managers. In the previous example, the decision rule is to select all tasks 
judged important and, in addition, all tasks that are rated both difficult and fre­
quently performed even if not rated important. This rule eliminates easy and 
unimportant, and infrequently performed. Different and more elaborate decision 
rules can be used, depending on the purposes of testing and resource constraints. 
For example, when considering tasks to select for initial training, the yes-yes-no 
tasks (difficult, important, not frequently performed) are possible appropriate 
candidates.

Variants on this primarily judgmental DIF approach occasionally appear in the 
literature. For example, Rose, Radtke, and Shettel (1984) were concerned with 
predicting tasks that were likely to be forgotten if not practiced. They developed 
a method to determine difficulty based on 10 task characteristics, such as number 
of steps in the task, its cognitive demands, and the presence and adequacy of job 
aids. Thus, a task that is comprised of 20 steps, involves rapid calculations and 
decisions, and has no job aids would be judged very difficult and prone to for­
getting. Tasks identified by such procedures could be singled out for special treat­
ment, such as giving them additional training time.

Selecting Test Content: TWo Examples

Perhaps the largest effort ever initiated that involved the measurement of job per­
formance was the Joint Services Job Performance Measurement (JPM) Project, 
commissioned by the Department of Defense (Harris, 1987). The scope and con­
tent of this initiative reflect both traditional and innovative approaches to devel­
oping job performance tests. In 1980, the Department of Defense directed each 
branch of the Armed Services (i.e., Army, Navy, Marine Corps, Air Force) to develop 
and validate procedures for measuring job performance. These measures were to 
be used as criterion measures to determine the validity of military selection and



12. TESTS OF JOB PERFORMANCE 333

classification procedures. The challenge facing each service was to select from 
their respective task domains a relatively small number of tasks to test. In this 
section, we describe two of these efforts: the U.S. Army’s Project A and the U.S. 
Marine Corps’ JPM Project.

The U.S. Army's Project A. As described by Campbell et al. (1990), Project 
A defined the total domain of performance for entry-level enlisted personnel in 
several Army jobs, or military occupational specialties (MOS), such as infantryman 
and vehicle driver. Reliable and valid measures of the major tasks and duty areas 
of each MOS then were developed. These measures were used as criteria against 
which to validate both existing and project-developed selection and classification 
tests.

Major components of the Project A job performance measures included work 
sample tests and performance-based job knowledge tests. Because the procedures 
for selecting test content for Project A were fairly typical and are applicable to civil­
ian performance domains, we discuss these steps in detail:

1. Specify the entire task domain for a particular job. As mentioned before, 
this is a necessary requirement for selecting test content, especially when 
we are concerned with estimating the representativeness of the test. 
During Project A, tasks of the job (or MOS) domain were identified and 
enumerated within each job (or MOS) domain by using three sources of 
information: (a) Army doctrine (e.g., soldier’s manuals and technical man­
uals), which consists of policy statements regarding what soldiers should 
know and be able to do; (b) survey data from soldiers concerning what 
they actually do on the job; and (c) interviews with representatives from 
the Army agencies responsible for training in the specific jobs.

2. Edit and describe tasks uniformly. Task lists generated from different 
sources often result in task descriptions that vary in level of specificity. For 
example, one infantryman task was “Move individually.” This task involves 
several different activities, such as “Perform low crawl” (on elbows and 
knees) and “Move through barbed wire.” Another task was “Take immedi­
ate action on the Light Antitank Weapon,” itself consisting of several pro­
cedures to follow if the weapon failed to fire. The goal of this editing step 
is to describe all tasks at a comparable level of specificity, so that the tasks 
can provide essentially equivalent amounts of information about the 
domain. For Project A, after the complete task list was generated, it was 
reviewed and edited by project staff and then reviewed by SMEs for con­
sistency and uniformity of scope. Occasionally, overly inclusive “super­
tasks” were separated into several tasks of comparable scope.

3. Rate or judge task characteristics. Practically all test content selection pro­
cedures involve sampling tasks (or subtasks) from the performance 
domain. To aid in this sampling, a typical procedure is to rate each task on 
a number of characteristics (e.g., the four- and eight-factor or DIF models),
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and then to use the ratings systematically when selecting content. For 
Project A, a relatively large number of SMEs—between 15 and 30 for each 
job—performed three rating activities. First, they grouped all of the tasks 
according to similarity of behavior described in the task. That is, they 
sorted tasks into an unspecified number of clusters, with the instructions 
to make the tasks within a cluster as similar as possible and to make the 
clusters as dissimilar as possible. Next, the SMEs rated the importance of 
each task on a 7-point scale ranging between “Not at all important to unit 
success” to “Absolutely essential for unit success.” Finally, the SMEs rated 
each task on task performance difficulty: They were asked to judge the 
level of performance that a typical group of soldiers would reach on a task. 
The range of levels within the typical group of soldiers was used as the 
measure of expected performance variability, which in turn was used as 
an indirect measure of task difficulty; more variable tasks tend to be more 
difficult.

4. Select tasks to be tested. Using the task importance and difficulty ratings 
from the previous step, tasks were selected by panels of military experts 
and project staff. As described in Campbell et al. (1990), “No strict rules 
were imposed on the analysts in making their selections, although they 
were told that high importance, high performance variability, a range of 
difficulty, and frequently performed tasks were desirable and that each 
cluster should be sampled” (p. 282). Following initial selections, the pan­
els developed a consensual list of the most representative and critical 
tasks. The consensual list was reviewed by several committees and review 
panels as the final step in selecting the tasks to be tested.

The Marine Corps' JPM Project. In this project, researchers attempted to
improve on consensual procedures for selecting test content (Felker et al., 1988). 
The approach focused on representativeness and generalizability of the tests and 
the desire to include aspects of random selection in the process, rather than solely 
relying on SME consensus. The guiding theory was that each task consists of a 
series of “behavioral elements,” which are general behaviors that are included in 
and performed across many other tasks or subtasks. Performance of these ele­
ments was presumed to be transferable if Marines who can perform the elements 
in one task can also perform the same elements in other tasks. Behavioral ele­
ments are the task components that are sufficiently similar in two tasks to lead one 
to predict that performance on the two tasks will be correlated.

Figure 12.1 shows the behavioral elements derived for a Marine Corps electri­
cian job (Felker et al., 1992). In the Marine Corps, individuals receive training and 
qualify to work on specific pieces of electrical equipment (e.g., linear actuator, 
controllable spotlight). They perform three types of activities on these pieces of 
equipment: Troubleshoot and Test (T/T), Remove and Replace (R/R), and Align 
and Adjust (A/A). In Fig. 12.1, these activities are displayed across the top of the
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matrix. The electrician task-behavioral element matrix shown as Fig. 12.1 is part 
of the Marine Corps electrician performance domain.

Having defined the performance domain, we then specified the behavioral ele­
ments that comprised each activity. For example, “Connect/disconnect 
wires/cables” (Fig. 12.1, 4) is a behavioral element that occurs in many of the task 
activities electricians were expected to do. Of course, electricians connect and dis­
connect different wires and cables in different activities. Nonetheless, if a person 
could perform “Connect/disconnect wires/cables” for troubleshooting one piece 
o f equipment (e.g., the linear actuator), we considered it likely that the person 
could also “Connect/disconnect wires/cables” when troubleshooting other pieces 
of equipment (e.g., the trim actuator). Similarly, further down the list in Fig. 12.1, 
the behavioral element “Set switch to proper position” (10) is embedded in fewer 
task activities, but the thinking was the same: This element would transfer across 
the different tasks that included it.

Behavioral element matrices also helped identify the testable units that com­
prised the electrician performance test. Because many Marine Corps electrician tasks 
were very comprehensive, testable units served as the uniform level of description, 
and generally corresponded to a column of the matrix (e.g., “troubleshoot/test trim 
actuator”). Conceptually, a testable unit is roughly equivalent to a subtask (i.e., a 
meaningful segment of performance that is relatively independent, while maintain­
ing its overall fidelity to the task, and can be performed in a reasonable time period; 
Mayberry, 1987). Using these matrices, test content was selected on the basis of cov­
erage of behavioral elements. Essentially, columns of the matrix—that is, testable 
units—weighted by the number of elements they contained, were randomly sam­
pled. Thus, a testable unit with 20 behavioral elements was weighted more heavily 
than a testable unit with 12 behavioral elements. After a column was selected, the 
weights were regenerated by deleting the behavioral elements from those sampled 
and randomly sampling the domain for another column. This process was repeated 
until all testing time—the chief logistic constraint—was accounted for. This proce­
dure enabled documentation of the representativeness of the test and generation of 
hypotheses regarding the likelihood of performance success for any task in the 
domain. More specifically, the hypothesis was that performance on behavioral ele­
ments transferred across tasks; performance on tasks that had more elements in 
common would be more highly correlated, a hypothesis that was generally sup­
ported in analyses of the Marine Corps data.

HOW TO CONSTRUCT JOB PERFORMANCE TESTS

All of the methods described previously—four-factor, eight-factor, DIF, SME con­
sensus, behavioral elements approach—have the same goal. They are used to pro­
vide test developers with an empirical and defensible approach for the selection 
o f test content that represents the entire job performance domain. Once this con­
tent is selected, test development can begin. In this section, we discuss methods 
for developing work sample tests and performance-based job knowledge tests.
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Troubleshoot: Trim Actuator

Equipment/Materials Required

1 Trim Actuator 
1 Multimeter (AN/PSM-4C)
1 DC Power Supply (0-30VCD, LH-125)

Procedure to Set Up Station

1. Open retract switch (Item #52) by disconnecting wire.
2. Remove sealing compound.

Procedures to be Performed Before Testing Each Marine 

1. Open retract switch (Item #52) by disconnecting wire. 

Testable Units

1. Calibrate Multimeter (Steps 1-5)
2. Troubleshoot Actuator (Steps 6-12)

FIGURE 12.2 Setup sheet for electrician task.

Constructing Work Sample Tests

A work sample test requires examinees to perform a task or an essential part of a 
task (e.g., a subtask or testable unit) under conditions similar to how the task is 
performed on the job. As with all types of tests, it is essential that work sample 
tests be administered in the same way and under the same testing conditions so 
that all examinees have the same opportunity to demonstrate their ability to per­
form without any undue advantage from the test setting. As with any other form 
of testing, the instructions for administering work sample tests are of the utmost 
importance for standardizing how the test is administered and scored.

Drawing on the task-behavioral element matrix detailed in Fig. 12.1, an exam­
ple of a work sample test is shown in Figs. 12.2 and 12.3. The illustrative work 
sample test is a Marine Corps electrician task that required examinees to trou­
bleshoot a trim actuator, an aircraft electrical component. Because the process of 
troubleshooting is critical to proficiency on this task, the test was developed so 
that each step of the process could be observed and scored by the test adminis­
trator as it was performed.

Figure 12.2 shows the setup sheet for the test, which helped to standardize the 
test conditions for each person tested. The setup sheet gives specific instructions
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to the test administrator for preparing the test station. It lists the materials and 
equipment required for the test, the procedures to set up the test station, and the 
procedures to be performed before testing each examinee. Because work sample 
tests often require elaborate setup procedures, test administrators need to be 
trained in how to both prepare the test station and administer and score the test. 
The score sheet for the test is shown in Fig. 12.3. The score sheet includes space 
for biographical information about the examinee, and lists the steps of the process 
that must be followed that will be scored (work sample tests often use some type 
of go-no-go or pass-fail format for scoring steps of the task). It also includes the 
exact words that the test administrator should say during the testing and when 
they should be said.

Figure 12.3 demonstrates why task analysis results are crucial for the develop­
ment of work sample tests. A good task analysis used to develop work sample tests 
will indicate not only what tasks are performed on the job but also how they are 
done, any materials and equipment used, what constitutes acceptable performance, 
and the mandatory or preferred sequence of performing task steps. All this infor­
mation is used in constructing draft and final versions of work sample tests and in 
deciding what performance conditions to incorporate into the test setting. Although 
the intent always is to make these tests as real as possible, compromises often have 
to be made in the degree of authenticity to accommodate practical considerations. 
Decisions to compromise reality in testing are affected by the issues described next.

Degree of Physical Fidelity. It may not always be possible to duplicate the 
exact working conditions for all tasks. Thus, some conditions may need to be sim­
ulated; however, these simulated conditions must still elicit use of the same essen­
tial skills and knowledge needed to perform the actual task. For example, it is 
infeasible, if not impossible, to test truck drivers in all possible driving conditions 
in a standardized way. But requiring examinees to maneuver around portable 
obstacles at certain speeds and braking at different speeds (based on job analysis) 
may adequately simulate skills needed in many driving conditions like wet roads 
and heavy traffic.

Whole or Part-Task Testing. Some job tasks may be too long to test or con­
sist of steps that are repetitive or trivial. In such cases, testing may be restricted to 
the portion of the task that involves the use of critical skills or the key steps or 
behavioral elements of the task. For example, the task of “Replacing brakes” on a 
car encompasses jacking up the car, removing hubcaps, and other steps that are 
peripheral to the essence of replacing brakes. In the interest of saving testing time 
and focusing on critical skills, testing only that part of the task that actually relates 
to replacing brakes would be prudent and adequate.

Equipment and Material Needs. Some job tasks may require the use of 
equipment and materials that can be adapted for testing only with great difficulty,
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Troubleshoot: Trim Actuator

Test Date:
Scorer: Examinee:
Scorer ID: Examinee ID:

Say: The Trim Actuator before you is not working properly. You are to find the 
problem or problems. You may use the test equipment provided. Do you have 
any questions? Begin.

PERFORMANCE STEPS GO NO-GO

1. Removed all power to the Trim Actuator.

2. Set AC/DC switch to + DC on multimeter.

3. Set function selector switch to R x lk on multimeter.

4. Touched two leads of multimeter together.

5. Read O on multimeter.

Note. Ask examinee for what was read.

6. Touched first lead to Pin C of connector.

7. Touched second lead to Pin A of connector.

8. Touched first lead to pin C of connector.

9. Touched second lead to Pin B of connector.

10. Engaged retract switch.

11. Performed steps 6-10 in sequence.

Note: Ask examinee what he/she found.

12. Indicated there is an open in the retract circuit.

FIGURE 12.3 Score sheet for electrician task.

or at great expense, or are only found in the work setting. The use of these mate­
rials or equipment would have to be carefully planned and justified. For example, 
testing avionics specialists on their skill in removing electronic equipment from 
actual aircraft would involve the use of a very expensive airplane. Similarly, test­
ing maintenance technicians on their skill in assembling a part by shutting down 
a factory production line may not be feasible. Testing requirements like these 
need to be planned in advance or the testing situation must be altered so that 
such testing conditions are unnecessary.
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Safety. A paramount consideration for many work sample tests is the safety 
of the examinee. Some job tasks are dangerous and some working situations can­
not be safely simulated under standardized conditions. Examples include clean­
ing up toxic materials, controlling fires, quelling riots, and caring for patients with 
highly contagious diseases.

Expense and Time. Work sample tests often are costly to develop and 
administer. With enough money and support, very elaborate and expensive work 
sample tests can be developed and administered under standardized conditions 
(e.g., flight simulators). However, for most work environments, compromises are 
often necessary to develop and administer reasonable tests that approximate 
some working conditions. Test developers almost always have to balance the cost 
of developing good work sample tests that measure critical knowledge and skills 
with the time available for testing and the proportion of the performance domain 
that is covered by the sample of tasks tested. It often is useful to supplement these 
measures with performance-based job knowledge tests and various types of rating 
scales to reduce cost and increase comprehensiveness of assessment.

Scoring Work Sample Tests

Devising objective and reliable schemes for scoring work sample tests is both a 
creative and challenging exercise. The results of job and task analyses are critical 
inputs for scoring, too, because they will specify how tasks are performed and 
describe the level of competency and quality expected.

Score Task Processes. Developing procedures for scoring task processes 
requires familiarity with how the task is performed. This is because scoring is 
done in real time as the task is being performed step by step by the examinee. At 
times, task steps might be very quickly performed and other task steps might be 
legitimately completed in different sequences, both of which complicate observ­
ing and scoring performance. To ensure that the performance steps of a task are 
accurately and reliably scored, the test must require the test administrator to make 
as few subjective decisions as possible. Several principles should be followed 
when developing scoring procedures for process-based work sample tests:

• Make performance steps observable. Because performance on each step of the 
task process is to be scored, the steps must consist of observable behavior. For 
example, Step 3 in Fig. 12.3, “Set function selector switch to R x lk on multi­
meter,” is a behavior that can be observed and is therefore scorable. Steps that 
call for “checking,” “inspecting,” “reading,” and “observing” something are 
unobservable behaviors. The scorer does not know if the examinees are really 
“inspecting” or “reading” and, if they are, what they are inspecting for or what
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they are actually reading. Step 5 in Figure 12.3 avoids this problem by having 
the test administrator prompt examinees to verbalize what they read on the 
multimeter.

• Specify performance step beginning and ending points. Each performance 
step should be a behavioral unit such that observers can tell when it begins 
and when it ends. The Step 3 example fits this description. The step has a 
clear starting point (“Set function switch”) and ending point (“to R x lk on 
multimeter”).

• Use objective standards of performance. For steps that can be performed at 
different levels of proficiency, the standard of performance should be objec­
tive and quantitative rather than subjective. For example, the first-aid task step 
“Ties bandage on arm adequately” is not particularly useful for a performance 
test because there is no standard for assessing “adequacy.” Different scorers 
can interpret “adequacy” in different ways. But saying, “Ties bandage on the 
arm so you can insert your little finger under the edge of the bandage” pro­
vides an objective standard of performance that can be accurately and reliably 
scored.

• Score special performance conditions. For tasks that require certain steps to be 
performed in sequence or to be accomplished in a certain amount of time, the 
conditions should be scored as separate performance steps. Step 11 in Fig. 12.3 
provides for scoring steps in proper sequence. In the case where the time to 
perform a step (or number of steps) is important, the score sheet could include 
separate performance steps for scoring the task steps and for scoring the time 
taken to complete the task steps. That is, some steps on the score sheet would 
be for scoring individual task steps (e.g., “adjusted xyz correctly”) and a sepa­
rate one would be included for scoring the time taken to perform the task steps 
(e.g., “adjusted xyz within two minutes”). This would distinguish examinees 
who knew how to perform a task from those who not only knew how to do the 
task but could do it within the specified time as well.

• Avoid testing trivial steps. Some task steps that are tangential to the core 
requirements of tasks should not be tested or scored. For example, removing 
the protective cap of a needle before administering an injection tells very little 
about the ability to give an injection and is better left unscored.

• Incorporate job aids in tests. Job aids are typically used in work when incum­
bents are not expected to memorize lengthy or complicated tasks or to per­
form certain procedures unaided. Examples include steps to follow when 
making a medical diagnosis, or repairing complicated equipment, or perform­
ing mathematical transformations or calculations. Tests that require examinees 
to look up answers in manuals, use checklists, or follow procedures in the 
order shown on a schematic, just as they would on the job, can be very realis­
tic. An example is a task to troubleshoot an electrical component where the job 
aid graphically depicts the proper sequence to follow. At defined points in the 
troubleshooting process, some kind of decision or interim action may be 
required. By incorporating the job aid, a test can measure an examinee’s ability 
to follow the proper sequence and make the appropriate decision. Examinees
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Electrician Task: Installation of Service Entrance Conductors 

Test Date:_______________________

Scorer:_________________________  Examinee:

Scorer ID :_______________________ Examinee ID:

Read to examinee: Your supervisor has told you to use the tools that have 
been given to you to bring electrical power from poles and lines in this neigh- 
borhood into the residence identified. Any questions? Your work will be 
checked after you finish. Begin.

PERFORMANCE STEPS GO NO-GO

1. Maintained at least three feet of clearance over
house roof _____  _____

2. Installed service line where the pitch of the roof
was at least 4/12. _____  _____

3. Terminated conductors from main supply line at
a through-the-roof raceway. _____  _____

4. Installed so that at least 18 inches clearance is
maintained above the overhanging portion of the roof. _____ _____

FIGURE 12.4 Score sheet for product scoring.

either can be required to say what they would do at the decision points or to 
perform the expected interim activity.

• Train test administrators. Administering work sample tests that measure task 
processes and scoring them are intricate procedures and require competent 
test administrators. This is particularly true when many steps are performed 
rapidly. It is always beneficial for test administrators to practice performing the 
tasks they will score as well as to observe others performing the task as part of 
scorer training.

Score Task Products. Figure 12.4 shows an example of a score sheet for 
scoring a task product. This particular test required an electrician apprentice to 
bring electrical power into a residence from electrical poles and lines running 
through a residential neighborhood. Examinees were scored by how well they 
“dropped service entrance” (i.e., brought electrical power into the house) and met 
electrical code standards. Because the method of installation was less important
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than meeting electrical code, only the end product was scored. The scorer did not 
need to be present when the apprentice examinee performed the task.

Scoring task end products typically is easier than scoring a task as it is per­
formed. Most task products—for example, a completed form, a finished letter, a 
manufactured ball bearing, an installed electrical outlet, the result of a 
calculation—have definite specifications and these can be used to assess quality of 
performance. To illustrate, certain parts of a form need to be completed to be cor­
rect, or ball bearings must meet precise specifications for size and smoothness, or 
there is a correct answer to a mathematical application. All have precise specifica­
tions. As such, these products can be determined and scored with some certainty. 
Sometimes decisions need to be made about the acceptability of products that do 
not meet perfection and whether they should be scored as “failures” or “partially 
correct.” Decisions on scoring exceptions also will be guided by task analysis 
results and input of job experts.

Constructing Performance-Based Job Knowledge Tests

Another approach to measuring job performance is the specialized form of writ­
ten test called performance-based job knowledge tests. These tests resemble mul­
tiple-choice tests that are typically administered in paper-and-pencil or 
computer-based formats. Although they have the same format and look like any 
other knowledge tests, they differ in that the test items ask examinees how they 
would perform a task rather than just their knowledge about the task. Indeed, 
Osborn et al. (1976) pointed out that the key requirement for these tests is that 
the test questions be methodically anchored in task procedures. When adequately 
constructed, these tests can provide wider coverage of the job domain at less cost 
as compared to work sample tests, although at a lower level of fidelity.

Different levels of job knowledge obviously are important for job performance. 
As DuBois (1996) noted, job knowledge consists of the concepts, procedures, 
principles, and other information that support job performance. Because job 
knowledge conceptually includes both declarative knowledge and procedural 
knowledge (McCloy, Campbell, & Cudeck, 1994), information about what to do 
and how to do it affects performance by guiding which tasks get performed and 
how these tasks are completed. Research has shown job knowledge to be a link 
between abilities and performance (Borman, White, Pulakos, & Oppler, 1991). 
Research also has shown that knowledge tests, designed to tap knowledge and 
skills required in jobs, predicted apprentice performance in a large manufactur­
ing firm (Hattrup & Schmitt, 1990).

By focusing on procedural knowledge, performance-based job knowledge tests 
are likely to tell us how an examinee would perform on a work sample test and 
on the job. To distinguish the typical job knowledge test item from a performance- 
based test item, consider the example shown in Fig. 12.5 for one item for a vehi­
cle maintenance troubleshooting task.

The job-knowledge test item shown in Fig. 12.5 tests whether the examinee 
recognizes a particular part of a fuel pump. The item asks for knowledge, not
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Your first step is to take the electrical connector off the fuel pump receptacle. 
What numbers in the figure refer to those items?

A. 3 and 4 
B* 5 and 6
C. 4 and 6
D. la n d 2

FIGURE 12.5 Job-knowledge test item for a vehicle maintenance troubleshooting 
task.

performance. Someone who has memorized the names of all parts of a fuel pump 
could correctly answer this item and still not know how to replace the pump. In 
contrast, a performance-based item would get at the performance aspect, the 
“how to.” For example, the same job-knowledge item shown in Fig. 12.5 could be 
made performance-based by asking the test question in the following way, still 
using the same options: “If you must replace this fuel pump, what parts should 
you remove first?” Although a correct answer to this item would not guarantee 
that examinees could actually physically replace the fuel pump, it at least demon­
strates that they know the first thing they should do to replace the pump.

A performance-based job knowledge test can tap into the performance aspects 
of a task in a number of ways. Test items using words such as those in the fol­
lowing list reflect different ways of measuring whether someone knows how to 
perform a task:

What is the first step to install the ...
After you have ... you next should ...

■3

5

462

1„



12. TESTS OF JOB PERFORMANCE 345

If you have tried ... and it didn’t help, you then should ...
To replace the ... you should first ...
If the customer objects to ... you should say ...
I f ... is damaged, what must be replaced?
Before removing the ... you should ...
If the decision is to ... you must notify ...
The work team did ... and ... and ... so they now need to ...
The gauge reads ... in what sequence should the four switches be operated?
If part 1 shown in the figure malfunctions, you should first ... and then ...
Given the conditions of the accompanying scenario, you should ...

The preceding phrases illustrate that performance-based test items often require 
action of some kind as the correct answer. The examinee needs to know what to 
do given certain conditions, when to perform a step in a sequence of steps, and 
how different task steps relate to each other. To create realistic contexts for exam­
inees, performance-based items often use pictures and other graphic material and 
detailed scenarios to set up the decision or performance requirement the exami­
nee is to demonstrate.

For both work sample tests and performance-based job knowledge tests, the 
examinee’s performance is typically scored by some variant of the number of 
things done right. In the case of work sample tests, each test is built around a set 
of task steps (see Fig. 12.3). Because each step of a task—process or product—is 
individually observable and scorable, we can compile the pass-fail (or go-no-go) 
status of each step. The individual step scores can then be aggregated to produce 
total task pass-fail scores, or proportion of steps passed by task or across tasks. In 
the case of performance-based job knowledge tests, the number of test items 
answered correctly is usually calculated and summed over all items to derive a 
performance score.

SUMMARY

Job performance tests are relatively direct and higher fidelity measures of what 
people can do at their work. Work sample tests, one type of job performance test, 
attempt to duplicate the essential working requirements of the job setting. These 
tests measure examinees’ proficiency in performing representative job tasks 
under standardized but realistic working conditions. Work sample tests have often 
been proposed as a benchmark measure of job performance. In contrast, perfor­
mance-based job knowledge tests, another type of job performance test, are 
typically formatted as paper- or computer-based multiple-choice tests. 
Performance-based job knowledge tests differ from other job knowledge tests in 
that the test items ask about how to carry out job tasks rather than just facts about 
tasks. Job performance tests have proven useful as criteria for validating predictor 
tests and evaluating training effectiveness. They can support personnel promo­
tion, retention, and compensation decisions when used in performance appraisal 
and certification.
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OVERVIEW

As mentioned in chapter 1, one of the purposes for conducting job analysis and 
then developing predictor instruments and measures of job performance is to val­
idate selection measures. In this chapter, we describe validation designs, and dis­
cuss issues related to collecting and analyzing validity data. For purposes of test 
refinement, we discuss issues related to item analysis. Item analysis is described 
both in terms of classical test theory and item response theory (IKY). Because of 
the complexity of IRT, we only provide an introduction to this topic, assisting the 
reader in understanding some of the issues related to item analysis when using 
this theory.

The objective of a validation study is to obtain evidence to support the inter­
pretation and use of predictor scores. Note that in this chapter, we discuss vali­
dating inferences made from test scores (e.g., a cognitive ability test as described 
in chap. 5). But pencil-and-paper multiple-choice tests are only one kind of 
predictor; inferences from other predictors, such as innovative computerized 
assessments (see Drasgow & Olson-Buchanan, 1999, for examples), measures of
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training and experience (see chap. 6), interviews (as described in chap. 7), background 
data (as described in chap. 8), situational inventories (as described in chap. 9), and 
assessment centers (see chap. 10) also should be validated. According to the 
Standards for Educational and Psychological Testing:

[Validity] refers to the degree to which evidence and theory support the inter­
pretations of test scores entailed by proposed uses of tests. Validity is, there­
fore, the most fundamental consideration in developing and evaluating tests. 
The process of validation involves accumulating evidence to provide a sound 
scientific basis for the proposed score interpretations. It is the interpretations 
of the test scores required by proposed uses that are evaluated, not the test 
itself. (American Educational Research Association, American Psychological 
Association, & National Council on Measurement in Education, 1999, p. 9)

This definition emphasizes the idea that validity is not a characteristic of a test or 
assessment procedure, but, instead, of inferences made from test or assessment 
information (Binning & Barrett, 1989). As Nunnally (1978) stated, “One validates 
not a measuring instrument but rather some use to which a measuring instrument 
is put” (p. 87).

This definition also emphasizes that valid inference must be supported by 
sound evidence. The collection and analysis of such evidence are discussed in this 
chapter. The definition also implies that predictor validation is a special case of 
hypothesis testing and theory development. In employment testing, the hypothe­
sis is that test scores can be used to predict job performance. In testing for 
achievement and licensing, the hypothesis is that test scores can be used to 
describe mastery of relevant skills.

Historically, validity evidence was defined by three types of validity: content, 
criterion-related, and construct (Uniform Guidelines on Employee Selection 
Procedures, 1978). Content validity is based on professional judgments about the 
relevance of the predictor content to the content of a particular behavioral 
domain of interest (i.e., job performance) and about the representativeness with 
which the predictor items cover that domain. A careful job analysis should first be 
conducted to identify the knowledge and skills constituting the domain, and then 
a test blueprint should be developed that specifies how many items should be 
included on the test from each knowledge or skill area identified in the job analy­
sis. In summary, content validity provides evidence in support of the relevance of 
the content of the predictor to the domain it assesses, which then provides sup­
port for assertions based on test scores such as “a person who passes the Uniform 
Certified Public Accountant licensing exam is competent to practice as a CPA.” 

Criterion-related validity is based on the degree of empirical relationship, usu­
ally expressed in terms of correlations and regressions, between predictor scores 
and criterion scores. This approach focuses on specific relationships with mea­
sures used for an applied purpose (i.e., predicting job performance). Construct 
validity is based on an integration of evidence that supports the interpretation or
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meaning of predictor scores. Almost any kind of information about a predictor can 
contribute to an understanding of construct validity, but the contribution 
becomes stronger if the theoretical rationale underlying the predictor scores is 
evaluated.

Many researchers have supported a unified conception of validity (American 
Educational Research Association [AERA] et al., 1999; Binning & Barrett, 1989; 
Dunnette & Borman, 1979; Guion, 1977, 1978, 1980; Messick, 1980; Tenopyr, 1977; 
Tenopyr & Oeltjen, 1982). The argument is that content evidence and criterion- 
related evidence offer an incomplete understanding of validity. Binning and Barrett
(1989) argued that validation is theory building, and the various strategies provide 
different, but complementary, sources of evidence to support understanding and 
interpretation of constructs. Therefore, the different strategies cannot be logically 
separated. In the next section of this chapter, we describe how to develop a research 
plan for validating the inferences made from predictor measures.

HOW TO DEVELOP A VALIDATION RESEARCH PLAN

Insofar as possible, research projects should be designed and carried out according 
to the Principles for the Validation and Use of Personnel Selection Procedures 
(Society for Industrial and Organizational Psychology, 2003) and the Standards 
for Educational and Psychological Testing (AERA et al., 1999). Although neither 
document is legally binding, it is important to follow the guidance in these docu­
ments because they summarize the best practices of the profession. (Adherence to 
the Uniform Guidelines, 1978, which is a legally binding document, is described in 
chap. 14.) Whereas the Principles primarily address the problems of making decisions 
in the workplace (e.g., employee selection, placement, promotion), the Standards 
address psychometric issues in a wide range of settings. This section describes psy­
chometric and methodological issues to consider when planning to conduct valida­
tion research in accordance with both documents.

Specify Objectives

All validation efforts should begin with a research plan. Such a plan should state 
the purpose for conducting the study and the steps to be followed. The purpose 
for conducting the validity study must be based on an understanding of the work 
performed on the job, the needs of the organization, and the rights of current and 
prospective employees. Of primary importance in the decision-making process is 
the validity of the final selection decision.

An important step for describing the objectives of the research plan is to con­
duct a literature review to determine what studies already have been conducted 
on the construct in question for predicting performance on the job(s). It is impor­
tant to determine whether the objectives have already been met by previous 
research or how the new effort might build on previous research. Conducting the 
literature review was described in chapter 2.
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Describe Validation Strategy

If an objective of the validation strategy is to assess the accuracy of predictions of 
job performance from test scores, then a criterion-related validation approach is 
required. There are two kinds of strategies that can be categorized according to 
the timing of the collection of predictor and criterion data. When predictor data 
(e.g., test scores) and criterion data (e.g., performance ratings or scores) are col­
lected from job incumbents at or around the same time, the design is referred to 
as a concurrent design. On the other hand, when predictor data are collected at 
Time 1, usually when individuals are applying for a job, and criterion data are col­
lected at a later time (Time 2) when the individuals have been hired and become 
experienced in their jobs, then the design is referred to as a predictive or longi­
tudinal design. The most important difference between concurrent and longitu­
dinal designs is the timing of the collection of predictor and criterion information.

Concurrent Designs. Designs of this type use a sample of examinees who are 
currently performing the job that is the focus of the study. Once the job analysis is 
conducted and the predictor(s) are developed, each predictor (e.g., test or interview) 
is administered to a sample of job incumbents. Around the same time, performance 
data (e.g., ratings, measures of task or course proficiency) are also collected from 
these incumbents. There are several advantages and disadvantages associated with 
this design. An important practical advantage is that this design often produces rela­
tively timely results. The predictor administration is economical, because the total 
number of people to be tested is known or can be determined in advance. An impor­
tant disadvantage of this design is that current job incumbents may be quite strong 
in the constructs measured by the predictors and, therefore, there will likely be 
restriction in the range of scores on the predictor. This restriction in range will cause 
the correlation between the predictors and the criterion to appear lower than if there 
were a greater amount of variance in the predictor scores (as might be observed in 
an applicant population). In addition, the knowledge or skills assessed by the pre­
dictors may be affected by learning on the job and hence incumbents’ test scores may 
differ from what their performance would have been when they were applicants. To 
the extent that performance on the predictors is affected by experience on the job, 
the correlation between predictor scores and criterion scores may misrepresent the 
ability of the test to predict the job performance of applicants. Another disadvantage 
is that it may prove difficult to obtain examinees. Employers often are reluctant to 
take workers off the job for the necessary test administration. A related concern is the 
motivation of current employees. Because they are taking the tests “for research pur­
poses only,” incumbents may not exert their maximal effort to obtain high scores.

Longitudinal Designs. The basic distinguishing feature of the longitudinal 
validation design is the separation in time between the collection of predictor and 
criterion data. In a study using a longitudinal design, the sample usually consists of
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applicants tested at the time they apply for a job. An advantage of this design is that 
the selection situation closely parallels the operational situation, because the sam­
ple is drawn from the same population of applicants on which the predictors will 
be used for selection purposes, and the entire range of predictor scores is repre­
sented. Another advantage is that the predictor scores obtained from untrained indi­
viduals are used in the prediction of performance (i.e., this design rules out any 
possibility of the predictor scores being influenced by job-specific training and expe­
rience, because the sample is tested before acquiring that training and experience).

Note that use of a longitudinal design does not necessarily eliminate the prob­
lems associated with range restriction because the correlation between predictor 
scores and criterion scores can only be estimated using data from job applicants 
who were actually hired and remained on the job long enough for criterion data 
to be collected. These applicants will often have higher scores on the constructs 
being measured than applicants who were not selected, even when the tests being 
validated are not being explicitly used to make the hiring decisions. Later in this 
chapter we provide a formula that adjusts a correlation from the value computed 
in a restricted sample (e.g., those job applicants who were hired) to the value that 
would be expected for the entire group of job applicants.

Other disadvantages of the longitudinal design are practical. Typically, the time 
lag between predictor and criterion data collection ranges from 6 months to 1 
year, and many companies may not wish to wait that long for study results. 
Furthermore, in many cases, applicants who were tested do not remain on the job 
long enough for suitable criterion data to be obtained, and it is seldom possible 
to determine if their reason for leaving was related to job performance. Thus, it is 
important to assess the level of turnover, so that rates of attrition can be analyzed 
and sample sizes can be estimated. Another disadvantage is that the accumulation 
of samples of sufficient size usually requires long periods of time during which job 
applicants are tested and some are hired and added to the sample.

It should be noted that empirical comparisons of validity estimates for cognitive 
ability tests using both longitudinal and concurrent designs indicate that the two types 
of designs do not yield substantially different estimates (Barrett, Phillips, & Alexander, 
1981; Schmitt, Gooding, Noe, & Kirsch, 1984). On the other hand, there is evidence 
that the same cannot be said of scores from personality or biodata instruments. 
Specifically, Oppler, Peterson, and Russell (1992) found that the validities of such mea­
sures were considerably lower when estimated using a longitudinal design, rather 
than a concurrent design. The response options scored as correct can be particularly 
obvious on personality instruments and consequendy evidence of validity obtained 
from a concurrent sample of employees who were told their responses would be used 
“for research only” should not be assumed to generalize to a longitudinal sample of 
job applicants who know that their chances of being hired depend on their responses.

Develop the Sampling Plan

The sampling plan describes who will be included in the study. It must address 
two important issues. The first issue is the sample size. How many examinees will
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be required to meet the study’s objectives? The second issue is specification of the 
characteristics of the sample to be selected. How will examinees be selected to be 
representative of the population of interest? The validation design will dictate the 
general characteristics of those to be tested (e.g., whether they are applicants, 
trainees, or employees), but further specification is required to ensure a sample 
that is representative with respect to demographic characteristics, experience, and 
the nature of the job or work setting.

Sample Size. The first issue in deciding on the appropriate sample size is to 
identify the statistics that will be computed and to determine the level of reliabil­
ity desired for these statistics. (Statistical reliability refers to the consistency, or 
repeatability of measurement.) Generally, the larger the sample of examinees 
included in the validation study, the more dependable the statistics will be, pro­
vided that the sample is representative of the target population. The analysis of 
the relationship between sample size and statistical reliability for hypothesis test­
ing is termed power analysis. In a power analysis, the probability that a null 
hypothesis will be rejected is specified as a function of the true (population) value 
of the statistic of interest and the size of the sample. Generally, it is desirable that 
the sample size be selected so that there is a 90% or greater chance that differ­
ences of practical significance will be found to be statistically significant. Schmidt, 
Hunter, and Urry (1976) provided the power of a significance test of a correlation 
for various sample sizes. Later in this chapter, we discuss the use of confidence 
intervals for evaluating study results.

Decisions about sample size reflect a practical trade-off between statistical reli­
ability and the cost of conducting the research. The sample size is related to costs 
in a number of ways, beginning with the resources required to obtain the partici­
pation of study participants and continuing on to the administration and scoring 
of both the predictor and criterion measures.

Sample Characteristics. It is important for the sample to be representative 
of the target population (i.e., the applicant pool). From a scientific perspective, the 
greater the similarity between the sample and the population, the more likely it will 
be that the results of the study will continue to be applicable when the predictor 
scores are used operationally. For instance, if a test is to be used to predict perfor­
mance in training, then it would be inadvisable to include individuals in the sample 
who have many years of job experience. On the other hand, if a test is to be used to 
predict long-term performance, then it is important for examinees participating in a 
concurrent validity study to have at least a minimum amount of experience, perhaps 
defined as successfully completing a probationary period or working at a job for 6 
months. Employees who have just begun a job may not yet be performing at their 
optimum level. If criterion data are collected on relatively inexperienced employees, 
then the criterion scores may be lower than they would be if the employees had 
more job experience. This would affect the correlation obtained (e.g., if employees
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who had high predictor scores performed poorly on the criterion due to minimal 
job experience, the coefficient would likely be artificially low). Furthermore, if 
employees at one site do not perform the same tasks as employees at another site 
(even if they have the same job tide), then the job requirements may be different 
and the predictor may be more valid for one job site than for another.

From a legal perspective, it is important to have proportions of minorities and 
women in the study sample comparable to the proportions that are likely to apply 
for the job. If the selection system is challenged, one question likely to be asked 
concerns the makeup of individuals in the validation study. Of course, if certain 
statistics (e.g., correlations between predictor and criterion scores) are to be com­
puted separately for members of different subgroups, it may be necessary to over­
sample from these subgroups to obtain results that are statistically reliable.

Select the Criterion Measurement Instruments

The criterion-related validation of a predictor battery for use in selection requires 
evaluation of the ability of the test(s) to predict performance on the job or task. 
The criteria used in such a validation study are the measures of performance that 
are used to infer true performance. Obtaining satisfactory measures of perfor­
mance is a difficult problem and one that requires attention during the planning 
phase of the study. Detailed discussions of how to develop measures of job per­
formance are provided in chapters 11 and 12. In this section, we describe issues 
regarding the choice of criterion measures.

There are several characteristics that make criteria useful for a validation study. 
Some of these are:

1. Validity or relevance: A criterion measure is relevant when the knowledge, 
skills, and basic aptitudes related to the measure are the same as those 
required to perform the job duties.

2. Reliability: When evaluating the reliability of a criterion such as ratings, 
one can investigate the amount of agreement between the ratings pro­
vided by two different raters or between the ratings provided by one rater 
at two different times. Rothstein (1990) found that the reliability of super­
visor ratings increased with opportunity to observe, but reached a maxi­
mum of only about .55 to .60 with 10 to 20 years of experience.

3. Freedom from bias: Bias may occur whenever individuals or subgroups of 
a sample are evaluated in systematically different ways. Brogden and Taylor 
(1950) classified the various types of criterion bias in raw criterion data as 
either the omission of pertinent elements from the criterion (criterion 
deficiency) or the introduction of extraneous elements into the criterion 
(criterion contamination).

4. Practicality: There are very real limits to the effort that may be exerted or the 
disturbance of routine procedures that will be tolerated during data collec­
tion. Unless the validity study is being well supported by management and 
operating personnel, any program for gathering criterion information that
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calls for additional work on their part may be resisted. It is important to 
provide supervisors with a realistic evaluation of the burden imposed by 
the collection of criterion data.

One should guard against using data from operational performance appraisal sys­
tems where performance ratings were made for administrative purposes such as 
determining salary increases or bonuses. Although relatively easy to collect, rat­
ings of performance made for administrative purposes are subject to a variety of 
contaminating factors. For example, employees given below average ratings in 
one year might receive above average ratings the next year so that they can catch 
up. Note that such ratings are probably unrelated to job performance. Wherry and 
Bartlett (1982) hypothesized that ratings collected solely for research purposes 
would be more accurate than ratings collected for administrative purposes. 
Several studies have demonstrated that ratings collected for administrative pur­
poses are significantly more lenient and exhibit more halo than ratings collected 
for research purposes (Sharon & Bartlett, 1969; Taylor & Wherry, 1951; Veres, 
Field, & Boyles, 1983; Warmke & Billings, 1979).

Whenever possible, more than one set of criterion measures should be obtained 
in validation studies. One reason for collecting more than one set of criterion data 
is the multidimensionality of jobs. For example, in a study conducted by the U.S. 
Army, known as Project A, Campbell, McHenry, and Wise (1990) showed that super­
visor ratings were more highly indicative of will do or motivational aspects of job 
performance, and work sample and job knowledge tests were more indicative of can 
do or maximal proficiency aspects of job performance. Hence, it is important to con­
sider a wide variety of criteria when designing validation studies.

HOW TO COLLECT DATA

Several kinds of data must be collected in a validation study. These include per­
sonnel data, predictor data, and criterion data. Each of these kinds of data is 
described next. In addition, we describe methods for preparing data to ensure 
their quality.

Collect Personnel Data

It is necessary to collect background data for two key reasons: (a) professional and 
scientific research practices require thorough documentation of the nature of the 
sample of individuals studied and (b) selection methods are subject to public and 
legal scrutiny. In the event that the research practices are questioned, information 
regarding sample representation must be made available. In addition, if subgroup 
analyses are conducted, one must be able to differentiate among various groups.

Typical personnel data include some type of personal identification (e.g., 
employee number or social security number), age, education, gender, ethnicity, 
and amount of work experience. Other data may be specified by the research plan, 
such as information concerning specific types of work experience, training, or
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equipment operated. Other subsample information may include data collection 
site name, and the Dictionary o f Occupational Titles (U.S. Department of Labor,
1991) or 0*NET (Hubbard et al., 2000; Peterson, Mumford, Borman, Jeanneret,
& Fleishman, 1999) code number for the job being studied.

Personnel data collected directly from examinees should be placed on various 
research forms specified by the research plan. These forms should be designed for 
the convenience of the examinees completing them and for ready, efficient entry 
into electronic form for data analysis. Note that one of the most important forms 
for examinees to complete is a privacy or confidentiality agreement. Such agree­
ments, signed by examinees, usually state that participation in the research is vol­
untary and that their data will be reported as part of group statistics only, not 
individually. It may be very difficult to obtain applicant or employee information 
if these conditions are not communicated and maintained. Under no circum­
stances should the researcher release individual data to organizational officials 
after confidentiality has been promised to participants.

Collect Predictor Data

When collecting predictor data on instruments that can be administered to 
groups, several issues must be considered to ensure standardization across data 
collection sites. These include organizing the physical facilities of the testing 
room, ensuring that there are adequate supplies, maintaining security of test 
materials, and writing clear instructions to examinees.

Physical Facilities o f  Testing Room. A well-lighted and properly ventilated 
room with tables, chairs, and adequate space for testing is required. Preferably, the 
room should have no telephone and be situated so that there will be no distract­
ing noises, so that the testing session can be conducted without interruption. 
Also, the room should have sufficient space to allow the test monitor easy access 
to all examinees. If testing at a site for the first time, it is a good idea to arrive at 
the site prior to testing to ensure that the facility is adequate for testing.

For paper-and-pencil testing, all booklets and answer sheets should be exam­
ined prior to the testing session for misprints, pencil marks, and missing pages. 
Also, if there are several forms of each booklet, the examiner must check to see 
that answer sheets match the appropriate book. Sharpened pencils with erasers 
should be provided to each examinee. Scratch paper also should be provided to 
examinees, if necessary. If any of the predictor instruments are to be completed 
within a specific time limit, the examiner should have a backup timing device 
(e.g., a stopwatch) in case one malfunctions. Also, if more than about 20 exami­
nees are being tested at once, it may be useful to have an assistant to help dis­
tribute materials and monitor examinees during the session.

For computer-based testing, it is important that the hardware and software do not 
disadvantage some examinees relative to others. For example, a test of reading com­
prehension may ask questions about paragraphs. If some examinees have small 
monitors running at low resolution, the paragraphs may not fit on the screen,
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whereas other examinees with high-resolution, large monitors may have the 
entire text passage on their screen. Bridgeman, Lennon, and Jackenthal (2003), 
for example, found that scores on a test of reading comprehension were higher 
by about .25 standard deviations for examinees with large, high-resolution dis­
plays compared to examinees with small, low-resolution displays. Note that these 
authors found no difference for a math test; there are usually no problems fitting 
such items on screen. Analogously, the speed of Internet connections should be 
held constant for all examinees. Drasgow, Luecht, and Bennett (2006) provide 
further discussion of hardware and software issues for computer-based testing.

Test Security. Testing materials should be kept secure at all times. In prepa­
ration for testing sessions, testing personnel should consider setting up ahead of 
time. This may be especially useful if special equipment or apparatus is required 
for testing (computers, pegboards, etc.). Written test materials should always 
remain under tight control. Numbering test booklets is one way to ensure that all 
test booklets are retrieved at the end of a session. When the testing session is com­
pleted, the test administrator must count booklets and answer sheets to ensure 
that all test materials are accounted for.

Instructions to Examinees. All examinees participating in test research 
should understand the purpose of their participation for ethical reasons and to 
ensure cooperation. Typically, a presentation by a researcher immediately prior to 
test administration will put the examinees at ease and will enable them to under­
stand the purpose of their participation. When job incumbents are tested, it may 
be desirable for management to distribute a specially prepared statement to 
employees who are asked to take the tests. When validity data are being collected, 
the written or oral statement should include the following points:

1. Describe the exact purpose of the study and who is sponsoring the 
research, for example, “ABC Company is conducting this research in order 
to identify procedures for selecting people who have a good chance of suc­
ceeding on the job.”

2. Tell the examinees exactly what will be done with their predictor scores, 
for example, “Your scores will be compared to other data describing your 
job performance. Your scores will not be seen by your supervisors or any­
one else outside the Research Department.”

3. Inform them that their participation is voluntary and not participating will
have no effect on their chances of getting or keeping a job.

4. Encourage examinees to do their best on the predictors so that the
research will be meaningful.

5. Tell the examinees about how long it will take to complete the tests or 
other instruments.

6. Ask whether examinees have any remaining questions and address any
concerns that are voiced.
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Following such a statement, the tests should be administered using the specific 
instructions developed for each test. Adherence to the specific test administration 
procedures published and prepared for each test is crucial to ensure standardized 
data collection across sites and sessions. See chapter 5 for a discussion of such 
instructions.

Collect Criterion Data

The procedures used for collecting criterion data depend on the type of criterion 
measures used. If a job knowledge test is used as a criterion, the procedures may be 
similar to those described earlier for collecting predictor data. If on-the-job criterion 
data are collected (e.g., productivity rate or error rate), procedures need to be devel­
oped to ensure their accuracy. Such data should reflect individual rather than group 
performance, because these scores will be correlated with individual performance 
on predictors. It is important that employees have approximately equal opportunity 
to perform the criterion behavior (i.e., employees must have been on the job long 
enough to be accurately measured by the criterion or to have had equal access to 
and equal time on any machines used). Procedures for collecting criterion data will 
be specific to the organization and criterion measure. For example, when collecting 
data using work sample measures, as described in chapter 12, one must ensure that 
those who score such measures are knowledgeable enough about the task to be able 
to distinguish correct from incorrect performance. Often, graders will need to be 
trained to score such measures uniformly.

If subjective criterion data are collected (e.g., peer or supervisor ratings), it is use­
ful to collect more than one rating for each examinee in order to assess reliability. 
To collect ratings, it is advisable to meet with each rater individually, or in small 
groups, to provide instructions for making ratings. Rater training techniques, 
including error training and accuracy training, are described in chapter 11.

Prepare Data to Ensure Quality

Quality control of the data begins with the data collector. The data collector is in 
the best position to detect any significant departure from the validation research 
plan and data collection standards. Irregularities in test administration or in exam­
inee behavior may not be detectable until after the data collection is complete, 
which makes it especially important for the data collector to conscientiously mon­
itor all phases of data collection. Irregularities should be documented so that 
questionable data can be excluded from the study (e.g., data from examinees 
responding randomly). However, clear justification must be demonstrated before 
data can be excluded. Careful monitoring and documentation of the data collec­
tion effort are necessary to provide such justification.

To the extent that the data collected are inaccurate, the data analyses and the 
conclusions drawn from the analyses will be flawed. Inaccurate data are defined 
as follows: (a) data that are not valid measures of the variables being measured 
or data that are not representative of the individuals or jobs being studied, or
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(b) data that are irregular due to administration problems (e.g., insufficient lighting 
in a testing room or computer malfunction) or due to individual performance on 
the measure that may be exaggerated or attenuated.

A form for documenting data collection should be developed and used to doc­
ument the date, location, and circumstances of data collection, and to provide 
descriptive information about each subsample to enable researchers to decide 
whether data should be included in data analysis. The exact form of these records 
should be specified during development of the validation research plan.

Preparing the database prior to conducting analyses is another important step 
for ensuring quality research. Preparing the database involves specifying how data 
are to be entered (e.g., using scannable forms or manually entering the data), edit­
ing the data (e.g., for out-of-range values), and resolving issues surrounding miss­
ing data (e.g., eliminating an examinee’s data on an instrument or statistically 
imputing the missing values). Resolving these issues will require a number of deci­
sions that will impact on how the data are analyzed. We now turn to methods for 
analyzing data.

HOW TO ANALYZE VALIDITY DATA

This section of the chapter describes a wide range of statistical techniques that are 
routinely used by analysts to examine the psychometric properties of tests and 
their validity. It covers topics ranging from the computation of means and stan­
dard deviations to regression and bias and includes methods based on classical 
test theory and IRT. The more complex topics are discussed at a conceptual level. 
In the event that more thorough understanding of these topics may be useful, 
references are made to appropriate texts.

Compute Basic Descriptive Statistics

Descriptive statistics are used to describe the characteristics of the data and to 
make appropriate inferences based on statistical measures. In this section, we 
focus on three common types of descriptive measures: measures of central ten­
dency, measures of variability, and correlations.

Measures o f  Central Tendency. There are three commonly used measures 
of central tendency: the median, the mode, and the mean. The median of a set of 
scores is defined as the middle value when the scores are arranged in order of 
magnitude. The median is most often used to measure the midpoint of a large set 
of measurements, such as the median age of all people providing criterion data in 
the study. This is a useful statistic because it is not influenced by extreme data 
points (known as outliers). The mode of a set of scores is defined as the mea­
surement value that occurs most often. The mode is commonly used to determine 
the most frequently occurring test score. Outliers do not influence this measure 
of central tendency. The mean, or arithmetic average, is a third measure of central



tendency. The mean of a set of scores on a variable (e.g., ages of workers, scores 
on a predictor, ratings on a dimension of job performance) is simply the sum of 
all the scores divided by the number of scores. The mean is the most frequently 
used measure of central tendency and is used in the calculation of other more 
complex statistics. We provide an example of a set of reading comprehension and 
job knowledge test scores for currently employed electricians participating in a 
validation study for which a mean was computed. The formula used to calculate 
the mean for a set of scores is:

n

Mx =  — —  
n

where: Mx = the mean of the scores on the variable X ,
X. -  the score of the ith person in the set,
n n
I  = sum of observations i -  1,2, ... n, so that 1X1 + X2 + ... + Xn,
i ~  1
n -  the total number of individuals in the sample who provided

scores.

By way of illustration, assume that predictor data (reading comprehension scores) 
and criterion scores (job knowledge test scores) have been collected from a sam­
ple of 10 electricians. The reading comprehension scores and the job knowledge 
test scores of the electricians are shown in Table 13.1.

To compute the mean predictor test and criterion scores for this sample, the 
following calculations are performed.

Let: X{ = the test score of the ith examinee
Y{ = the criterion score of the zth examinee 
n = the number of electricians =10

Compute: IX. = the sum of reading comprehension scores = 106
IY t = the sum of job knowledge scores = 73

Substitute the appropriate values in the formula for the mean:
The mean reading comprehension score for this sample is 10.6; the mean job

hXi 106 ,
Mx = --- 1 = ----=  10.6

n 10

_ * Y l _ 7 3
My --  --  --  / 3

y n 10

knowledge test score for this sample is 7.3. The primary disadvantage of the mean 
as a measure of central tendency is that outlier values may greatly affect the value 
of the mean. For example, if we changed the 10th worker’s score on the criterion 
from 3 to 60, My would increase from 7.3 to 13.0, a value greater than any of the 
other nine actual observations.
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TABLE 131
Reading Comprehension Scores and Job Knowledge Test Scores of 

Electricians: An Example

Examinee
Reading Comprehension 

Scores (XJ
Job Knowledge Test 

Scores (Y{)

1 16 9
2 12 6
3 14 12
4 10 5
5 11 12
6 7 4
7 9 3
8 12 9
9 7 10

10 8 3

Sum 106 73

Measures o f  Variability. Just as there is more than one measure of central 
tendency, so are there multiple measures of variability. Among these are the range, 
the interquartile range, and the standard deviation. The range is a rough measure 
of dispersion that is determined by the lowest and highest values in a distribution 
of scores. Computing the range of a set of scores is a simple way to check whether 
the scores are within the expected limits. For example, if a researcher found that 
the range of scores for a sample was 7 to 25 and knew that it was not possible to 
obtain a score above 20, the researcher would be alerted to the fact that at least 
one score must be incorrect and could take steps to correct it. Related to the range 
is the interquartile range. This is expressed by ranking the observations from low­
est to highest and referring to the values occurring at the 25th and 75th per­
centiles of the distribution. For example, if there are 20 scores ordered from 
lowest to highest, the 5th score would represent the 25th percentile, and the 15th 
score would represent the 75th percentile.

Whereas the interquartile range is the measure of variability most closely 
aligned with the median, the measure of variability associated with the mean is the 
standard deviation. Specifically, the standard deviation is a measure of dispersion 
that describes the extent to which scores scatter or vary about the mean score. It 
is defined as the square root of the average squared deviations of a set of scores 
from their mean. A small standard deviation suggests that scores tend to cluster 
closely around the mean; a large standard deviation suggests that scores tend to 
range from very high to very low and there is greater dispersion around the mean. 
Note that the square of the standard deviation is the variance. The formula for 
calculating the standard deviation of a set of scores is:
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TABLE 13.2
Calculations Needed to Compute the Standard Deviation of the Reading 

Comprehension Scores

SDX =

where I, X{, Mx, and n were previously defined.

To compute the standard deviation of the reading comprehension scores in our 
example, we would make the calculations shown in Table 13.2.

Substituting the appropriate values into the formula as follows, the result is a 
standard deviation of 2.84:

After similar calculations, the standard deviation of the criterion scores (Y) 
reported earlier is found to be 3.35.

Compute Standard Scores from Raw Scores

It often is inappropriate to compare the raw score on one measure with the raw 
score on another measure because of differences in the units of measurement. 
For example, a score of 30 on an aptitude test with a mean of 50 and a standard

Examinee Reading Comprehension 
Scores (X.) XrMx (XfMJ2

2916
1.96

11.56
0.36
0.16

12.96
2.56
1.96

12.96
6.76

80.40

5.4
1.4
3.4 

- 0.6
0.4

-3.6
- 1.6

1.4 
-3.6 
- 2.6

0

16
12
14
10
11
7
9

12
7
8

106

1
2
3
4
5
6
7
8 
9

10

Sum

SDX J Ev-Mx)* 180.40
V 10 '

2.84

n
(=i__________Tolerant 
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deviation of 10 is not equivalent to a score of 30 on a different test that has a mean 
of 20 and a standard deviation of 5. Transforming raw scores to a particular type 
of scaled score, known as standard scores, permits comparisons to be made 
across scores from different tests. By comparing standard scores, it can be deter­
mined whether examinees’ performance on the first measure is better or worse 
than their performance on the second measure. Standard scores are typically 
expressed in standard deviation units. That is, to transform an examinee’s raw 
score on a given measure to a standard score, the raw score is subtracted from the 
average test score (as computed in the previous example) and this difference is 
divided by the test’s standard deviation. The distribution of a set of standard 
scores, so defined, will always have a mean of 0 and a standard deviation of 1.

For example, suppose one wanted to compare the reading comprehension test 
score of one electrician from the previous sample to the criterion score. To do so, 
one would first calculate the standard scores of each. The formula for converting 
raw scores on a variable to standard scores on the same variable is:

X  — Mx
7 —X — SDX

where: Zx -  the standard score in a set of scores
X = the raw score in the original set of scores,
Mx = the mean of the original set of scores, and
SDx = the standard deviation of the original set of scores.

Substituting the appropriate values for electrician 1 into the formula yields:

X - M x 16-10.6  ̂ _
Zx = -------- =  =  190,

SDX 2.84

and

y z m, = ?z 7 3 = m 1
J SDV 3.35

Based on these calculations, electrician l ’s standard reading comprehension score 
is 1.90, which is higher than Electrician l ’s standing on the criterion, represented 
by a standard score of 0.51. That is, Electrician l ’s reading comprehension score 
is 1.9 standard deviations greater than the mean, whereas this electrician’s crite­
rion score is only 0.51 standard deviations greater than the mean.

Compute Correlation Coefficients

Correlational methods are used in predictor validation work to analyze the rela­
tionships between variables. The size and direction of the relationship between

Tolerant 
Tolerant 
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two variables can be expressed in terms of a correlation coefficient computed 
from data obtained from a sample. Although there are many types of correlational 
indices, the most appropriate one for use in validation work is the Pearson prod- 
uct-moment correlation coefficient, r^ (Kutner, Nachtsheim, & Neter, 2004). 
Correlation coefficients can have values ranging from -1.00 to 1.00. A positive cor­
relation coefficient indicates that two variables are related in such a way that high 
scores on one variable tend to be associated with high scores on the other vari­
able, and that low scores on one variable tend to be associated with low scores on 
the other variable. In contrast, a negative correlation coefficient indicates that 
high scores on one variable tend to be associated with low scores on the other 
variable. The size of the correlation coefficient (regardless of the sign) is an index 
of the degree of linear relationship, with a value of 0 indicating no linear rela­
tionship between the two variables, and a value of 1.00 or -1.00 indicating a per­
fect linear relationship. Hence, the correlation between a set of predictor and 
criterion scores indicates the degree to which individuals’ relative standing on the 
predictor corresponds to their relative standing on the criterion.

The formula for computing the product-moment correlation between any two 
variables is:

_  COVxy

Txy ~  SDX x SDy ’

where
r^ = the Pearson product-moment correlation between predictor

scores (X) and criterion scores (Y),
SDx -  the standard deviation of X,
SDy = the standard deviation of K, and
C°vxy ~ t^e covariance between X  and Y.

The covariance is defined as:

£ (.X, -  Mx)(,Yt -  My)
C O V x y  =  — --------------------------------------------------------------

n

The covariance is a measure of the degree to which scores on X  and Y covary. It 
reflects the extent to which people have scores above the mean on both X  and Y or 
below the mean on both X  and Y  Covariances are not easily interpreted because they 
are affected by the scale of the X  and the Y measures. However, dividing the covari­
ance by the standard deviations o iX  and Yyields the correlation coefficient r^, which 
is more easily interpreted. If one squares the correlation coefficient, one can assess 
the amount of variance accounted for in one variable by another.

Today, most statistical software packages (and even many hand calculators) 
include programs for computing the product-moment correlation coefficient 
between two variables. The example in Table 13 3, using the small sample of elec­
tricians described earlier, is provided for illustrative purposes.
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TABLE 13.3
Calculations Needed to Compute the Correlation Between Reading 

Comprehension Scores and Job Knowledge Test Scores

Reading 
Comprehension 

Examinee Scores (X{)

Job 
Knowledge 

Test Scores (Y{) (XfM J (YrMy)  (XfMx)(Y fMy)

1
2
3
4
5
6
7
8 
9

10

Sum

16
12
14
10
11
7
9

12
7
8

106

9
6

12
5

12
4
3
9

10
3

73

5.4
1.4
3.4 

- 0.6
0.4

-3.6
- 1.6

1.4 
-3.6 
- 2.6

0

1.7 
-1.3
4.7 

-2.3
4.7 

-3.3 
-4.3

1.7
2.7 

-4.3

0

9.18
-1.82
15.98
1.38
1.88

11.88
6.88
2.38

-9.72
11.18

49.20

Substituting the appropriate values in the formulas yields:

49.2
C o V x y  =  " T o ~  =  4 9 2

and then:

4.92
2.84 x 3.35

= .517

By squaring the correlation (.517)2, one can say that approximately 21% of the 
variance in variable Y is accounted for by variable X, or vice versa.

A correlation coefficient is meaningful only when it is computed using accu­
rate measurements for a representative sample from the total population. 
Correlation coefficients computed using data obtained from samples are subject 
to chance error, known as sampling error, with the result that, in general, the 
values of the obtained correlation coefficients differ to some degree from the 
value of the population correlation coefficient. The degree of confidence that 
can be placed in a correlation coefficient computed from sample data depends 
on the number of cases in the sample. The larger the sample, the more confi­
dence one can have that the value of the obtained correlation coefficient 
approaches the value of the population correlation coefficient. It is a general 
rule in statistical analysis that the stability of any statistic is greater for large sam­
ples than for small samples. For this reason, validation studies should be based 
on samples that are as large as possible (Schmidt & Hunter, 1978).
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Because of the inaccuracy of sample-based correlation coefficients, it is helpful 
to consider a sample correlation coefficient not as a single value, but as a range of 
values. For this purpose, it is useful to calculate a confidence interval, which is a 
range of values that has a given probability of containing the population value. 
The formula for calculating a 95% confidence interval is:

-  (1.96 x SEr) < Pxy < rxy + (1.96 x SEr)

where p^ is the unknown correlation o iX  and Y in the population, and SEr is the 
standard error of the sample correlation r^.

To calculate the confidence interval for a given correlation, one must first com­
pute the standard error for that correlation. The formula for the standard error of 
a correlation is:

In our example, the standard error of the correlation would be calculated as:

SiT, = = .244
n/9

Using this value in the formula for the confidence interval presented before, 
the confidence interval is calculated as follows:

.517 -  (1.96 x .244) < p ^ <  .517 + (1.96 x .244)
.039 < p ^ <  .995

Note that the confidence interval does not contain 0, indicating that we can be con­
fident, with 95% accuracy, that the population correlation r is greater than 0. 
However, the size of the interval encompasses nearly the entire range of positive cor­
relations, from 0 to 1. This indicates that litde confidence can be placed in the preci­
sion of .517 as a point estimate of the correlation in the population. The reason for 
this was alluded to earlier: The accuracy of a sample correlation is highly dependent 
on the number of cases included in the analysis, which, in our example, was only 10.

Tests of statistical significance also are used to determine whether the obtained 
correlation coefficient is significantly different from 0 (or from some other speci­
fied level). Tables for testing the significance of correlation coefficients can be 
found in most statistical textbooks (Hays, 1981, Appendix D). Although tests of 
statistical significance are quite frequently used to evaluate predictor validity (i.e., 
the correlation between a predictor and criterion measure), statistical significance 
tests of correlations are susceptible to large Type II error, defined as accepting the 
null hypothesis (e.g., that the predictor is not valid) when it should be rejected 
(e.g., the predictor really is valid; Murphy & Myors, 2003; Schmidt & Hunter, 
1977). Now we describe reasons why observed correlations may be artificially low.
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Correct for Factors Affecting the Correlation Coefficient

Previously, we noted that sample correlation coefficients are meaningful only 
when they are computed using valid predictor and criterion scores for large and 
representative samples, and that large samples are needed to provide hypothesis 
tests with adequate power. In this section, we discuss deleterious effects of non­
representative samples and unreliable scores.

Range Restriction. The intent of validation research is to determine the 
true validity of a predictor for members of the applicant population. However, 
concurrent validation studies use employee samples (e.g., current workers, 
screened by some form of operational selection procedure). If the operational 
selection procedure happens to be correlated with the predictor being validated, 
then the distribution of predictor scores in the employee population will differ 
from the distribution of predictor scores in the applicant population. Specifically, 
employees’ predictor scores will be less variable than applicants’ scores. This 
phenomenon is known as range restriction. The effect of range restriction is to 
artificially reduce the size of the correlation coefficient. As a consequence, the cor­
relation between predictor scores and criterion scores for the examinee sample 
will underestimate the correlation for the applicant population at large. To esti­
mate the correlation for the population, we need to know: (a) the correlation 
between the predictor and criterion scores in the job incumbent sample (r*^), (b) 
the standard deviation of predictor test scores in the job incumbent sample 
(SD*X), and (c) the standard deviation of predictor test scores in the applicant pop­
ulation (SDX). Note that a star (*) is used to indicate statistics that have been com­
puted from data obtained from a nonrepresentative sample.

The formula for estimating the correlation between the test and the criterion

As calculated in the preceding section, the correlation between the reading 
comprehension scores and the criterion scores for the sample of 10 electricians is 
0.517. Suppose that the standard deviation of reading comprehension scores is 
5 .0  for the applicant population, and the standard deviation of test scores for this 
sample of job incumbents is only 2.84. To estimate the validity of the test in the 
applicant population, the formula is used in the following way:

P xy

, SDX 
V>y SD*X

J1- ^ '

in the applicant population 6w is:
where is the estimate of the population correlation, and r^, SD*x, and SDx are 
defined as before.

\SD*J
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Pxy =

.517
=  .728I1 -  .5172 +  .5172

Using the correction formula, the correlation between the reading compre­
hension test and the criterion would be estimated at 0.728 for the population of 
job applicants. This procedure is referred to as correcting the correlation coeffi­
cient for the effects of range restriction.

The primary problem associated with use of the range restriction correction 
formula concerns the estimation of the standard deviation of test scores for the 
population. Only in situations where test scores are available for applicants who 
were rejected, as well as for those who were accepted, can the standard deviation 
of the applicant population be estimated. In concurrent validation research, this 
value must be estimated from other sources of information. When conducting lon­
gitudinal test validation research, it is important to collect predictor test data on 
all applicants, not just those selected for the job.

Criterion Unreliability. When a test validation study is conducted, the cor­
relation to be determined is that between a given predictor measure and a partic­
ular performance measure. However, because pure measures of performance do 
not exist, criterion measures that contain some amount of random error must be 
used. This random error is referred to as criterion unreliability. The more ran­
dom error that a criterion measure contains, the more unreliable it is. The corre­
lation obtained between a test and a criterion will tend to decrease as the 
reliability of the criterion decreases, and will tend to increase as the reliability of 
the criterion increases. As a result, the effect of criterion unreliability is to cause the 
correlation computed in a test validation study to underestimate the size of the 
relationship between test scores and perfectly measured job performance.

However, if the reliability of the criterion is known, the correlation obtained 
between any test and that criterion can be corrected for criterion unreliability. 
Scores on the criterion that contain no measurement error are called true scores 
and are denoted Ty. The correlation between test scores X  and criterion true 
scores ry can be computed by the following formula:

the correlation between scores on a test that is not perfectly 
reliable and criterion true scores, and 
the reliability of the criterion.

&)■

r -  — 2 Lx rv —  -------

J - )
2.8 4 )
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For example, suppose, for the sample of 10 electricians described earlier, that the 
criterion has a reliability of 0.60. The correlation between the test scores and the 
criterion scores, as calculated earlier in this chapter and corrected for the effects 
of range restriction, is 0.728. The preceding formula can be used as follows to esti­
mate the predictor-criterion correlation (rxz ) that would have been obtained if the 
criterion were perfectly reliable:

0.728

V^60
.940

Thus, it is estimated that if the criterion were perfectly reliable, the predictor- 
criterion correlation in the applicant population would have been 0.940, instead 
of 0.728.

It is important to remember that a coefficient corrected for criterion unrelia­
bility represents the correlation that would be obtained between a perfectly reli­
able criterion and a predictor that is not perfectly reliable. The obtained 
predictor-criterion correlation is usually not corrected for the lack of perfect reli­
ability of the predictor, because under normal circumstances, the same imperfect 
predictor will be used in both the validation and operational situations.

For a more detailed discussion of both the range restriction and criterion unre­
liability corrections, a good source is Measurement Theory fo r the Behavioral 
Sciences by Ghiselli, Campbell, and Zedeck (1981).

Conduct Regression Analysis

In the previous section, we discussed the use of correlations to assess the strength 
of the relationship between a set of predictor scores and a set of criterion scores. 
Correlation is often used to describe the relationship between the two sets of 
scores. Regression, on the other hand, is used to predict an individual’s score on 
one measure (e.g., the criterion) using that individual’s score on one or more 
other measures (e.g., the predictors). The term simple linear regression refers to 
the special case where there is only one predictor measure. The adjective linear 
refers to the description of the relationship as a straight line. That is, in a positive
linear relationship, as the values of one variable (e.g., scores on a test of reading
comprehension) increase, so do the values of the other variable (e.g., scores on a 
job knowledge test), and they do so in the same proportion at any level of the first 
variable (Nunnally, 1978).

The basic equation for simple linear regression is:

Y = a + bXt

where: Y -  individual Vs predicted score on the criterion measure,
such as a job knowledge test,

X. = individual i ’s score on the predictor measure,
a = The ̂ -intercept (the value of the criterion when the

value of the predictor measure is zero), and
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b = the slope of the straight line (the unit change in the 
criterion for a unit change in the predictor score).

Using the regression equation Y. = 10 + SXi , a person with a predictor score (X{) 
of 50 would be expected to have a Y score of 10 + 9(50) = 55. In actual practice, 
a group of individuals, each with anX score of 50, would likely have Y scores scattered 
above and below 55, but 55 would be the best guess for any one of them, if all we 
knew was their performance on X.

Multiple regression techniques differ from simple linear regression in that more 
than one predictor is used to predict performance on a criterion variable. For exam­
ple, performance on a test of job knowledge may be related to cognitive ability, 
grade point average in college, and years of experience on the job. Multiple regres­
sion techniques can be used to determine both the unique and combined contri­
bution of these variables to the prediction of performance on that criterion.

Various outcomes may be obtained in a multiple regression analysis. For exam­
ple, regression techniques may reveal that all three variables contribute to the pre­
diction of performance, or regression techniques may reveal that once the 
contribution of one variable is taken into account (e.g., cognitive ability), most of 
the variance in performance on the criterion is explained, and the contributions 
of the other variables are minimal. Similarly, one can assess the extent to which a 
measure predicts performance on several criterion variables, such as a job knowl­
edge test, a work sample measure, and supervisor or peer ratings. Because differ­
ent predictors are likely to predict performance on different criteria, one would 
conduct these analyses separately. If there are different measures of the same cri­
terion construct, one may create a combined score and conduct the analyses on 
that measure as well. A good description of the concept of regression is provided 
in Ghiselli et al. (1981) and in Cohen, Cohen, West, and Aiken (2003).

Assess Predictive Bias

The term test bias has been used to refer to a wide range of test issues, including 
differences between groups in average scores, language demand, validity, content 
relevance, content ofifensiveness, and selection rates (Flaugher, 1978). In employ­
ment testing, these issues are embedded in a history of complex and emotionally 
charged debates regarding the purposes of testing, the constitutional legality of 
certain testing procedures and employment selection policies (Bolick, 1988), as 
well as the appropriateness of a variety of analytic procedures used for designing 
tests, evaluating outcomes, and distinguishing the fine line between adverse 
impact and reverse discrimination (Baldus & Cole, 1980). Adverse impact is 
defined as a substantially different rate of selection in hiring, promotion, or other 
employment decision that works to the disadvantage of members of a racial, gen­
der, or ethnic group (Cascio, 1987). This is different from test bias, which focuses 
on differences in subgroup regression lines.

The commonly accepted definition of test bias, described in the Uniform Guidelines 
on Employee Selection Procedures (1978) and the Standards fo r Educational and
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Psychological Testing (AERA et al., 1999), focuses not on mean subgroup differences in 
test scores, but rather on subgroup differences in the relationship between test scores 
and performance on the criterion that the test is being used to predict. This definition, 
known as the Cleary (1968) definition of test bias, states:

A test is biased for members of a subgroup of the population if, in the 
prediction of a criterion for which the test was designed, consistent nonzero 
errors of prediction are made for members of the subgroup. In other words, 
the test is biased if the criterion score predicted from the common regres­
sion line is consistently too high or too low for members of the subgroup.
(p. H5)

According to this regression model, a test is considered to be biased if use of an 
overall regression equation results in systematic underprediction or overpredic­
tion for one or more subgroups. A generally accepted method used to assess 
whether a particular measuring instrument meets this definition of bias has been 
the comparison of the regression line of some criterion on the test scores for 
members of one subgroup with the regression line of the same criterion on the 
test scores for another group. If significant differences between the two regression 
lines exist, then prediction based on a common regression line for the total group 
will result in systematic errors of prediction.

A source of some confusion concerns the distinction between test bias and fair­
ness of test use. Although often used interchangeably, the notions of test bias and 
fairness of test use are conceptually different. Whereas test bias is exclusively con­
cerned with the equality of the prediction error across subgroups for each test 
score level, fairness of test use is concerned with equality across subgroups 
regarding a wider variety of outcomes resulting from the use of test scores in 
selection. Because people have differed in their opinions regarding which specific 
outcomes of selection should be equated, different definitions of fairness of test 
use have been proposed. One approach to fairness that has received widespread 
acceptance is Cleary’s (1968) regression definition. As Jensen (1980) pointed out, 
fairness of test use is a subjective concept that is affected by moral, legal, and 
philosophical ideas, rather than scientific or statistical analyses. In addressing the 
distinction between bias and fairness, Cole (1981) wrote:

Testing scholars and the courts must clearly recognize that test validity and 
the appropriateness of social or educational policies are separate issues. 
Thus, even as the scholarly community affirms its concern with (and belief 
in the value of) validity-type evidence about test bias, it must not be blinded 
to the limitations of this evidence in answering the essentially different 
question of the relative desirability of alternate social policies, (p. 1069)

For a more extensive discussion of test bias and fairness, see Petersen and Novick 
(1976) and Hartigan and Wigdor (1989).
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TABLE 13.4
Hypothetical Results for a New Test of Electrical Knowledge

Item
Item Difficulty

Pi
Corrected Item- 

Total Correlation
Alpha if  Item 

Deleted

1 .97 .12 .77
2 .91 .27 .75
3 .78 .35 .74
4 .89 .28 .76
5 .61 .34 .74
6 .79 .03 .80
7 .67 .29 .75
8 .27 .04 .79
9 .33 .21 .76

10 .61 .42 .74
11 .52 .45 .74
12 .21 .19 .77
13 .52 .37 .75
14 .96 .09 .77
15 .17 -.15 .80
16 .73 .39 .74
17 .31 .27 .75
18 .91 .40 .74
19 .76 .32 .74
20 .61 .37 .73

Assess Item Characteristics: Classical Item Statistics

In the test development process, item writers are well advised to write twice as 
many items as the final test form will require (Nunnally, 1978, p. 261). It is advis­
able to administer the new items in a pilot study; many items will be found to be 
too easy, too difficult, or poorly discriminating. Hypothetical results for a new test 
of electrical knowledge are provided in Table 13.4.

In this table, pj is the proportion of people answering item j  correcdy. For exam­
ple, p 18 is .91; this means that 91% of the examinees answered Item 18 correctly. For 
Item 18, the corrected item-total correlation is .40. The term corrected item-total 
correlation needs a bit of explanation. First, an item-total correlation is the correla­
tion of scores on Item 18 with total test scores; it tells us whether people who did 
well on the total test also tended to do well on a particular item (Item 18 here). 
Item-total correlations provide useful information about whether an individual item 
is measuring the same thing as the rest of the test; an item-total correlation near 0 

indicates that it is not, whereas a correlation of, say, .40 indicates that the item is 
likely measuring the same thing. A problem with simply computing the item-total 
correlation is that the item is part of the total. The total score is the sum of the scores
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on the individual items, including Item 18. Consequently, an item-total correlation 
is subject to a part-whole confound, and would be expected to have a positive cor­
relation regardless of whether the item is validly measuring the underlying skill or 
ability assessed by the other items. To eliminate this confound, we can compute a 
total score based on the other 19 items and correlate Item 18 with this “corrected” 
total score. Because Item 18 has a corrected item-total correlation of .40, we can be 
confident that it is measuring the same skill as the other items and contributes to 
the assessment of electrical knowledge.

The column titled by “Alpha if Item Deleted” is based on coefficient alpha. 
Coefficient alpha is probably the most widely used measure of the reliability r^ of 
a test. It is computed from the variance of the total test score and the sum of the 
variances of the item scores:

Suppose that the coefficient alpha for this 20-item test is .77. The column “Alpha 
if Item Deleted” shows the reliability for 19-item tests obtained by deleting each 
of the 20 items in turn. Like the corrected item-total correlation, this column is 
useful for evaluating whether an item measures the same skill as the other items. 
If the “alpha if item deleted” increases when an item is deleted, the test can be 
made more reliable by deleting that item. Clearly, such items do not contribute 
to valid measurement of the underlying skill assessed by the rest of the items on 
the test.

The three types of statistics in Table 13.4 are useful for understanding the mea­
surement properties of the items on the test. For example, it is apparent that Item
1 is very easy: The p value is.97, which means that virtually every examinee 
answered correctly. Such an item is not very useful for measuring electrical knowl­
edge and if the test developer is most concerned with efficiency, Item 1 should be 
deleted. On the other hand, it often is desirable to begin a test with an easy item 
to help test takers warm up. Consequently, the test developer may decide to retain 
Item 1 because it can help test takers get started on the right foot. Item 14 also is 
very easy, but has a lower corrected item-total correlation than Item 1. In all like­
lihood, this item would be deleted.

In contrast to Item 1, Item 12 is very difficult: The 0 value is .21. Assuming the 
items on this test have four multiple-choice options, the chance of answering cor­
rectly simply by guessing is .25. Some test developers delete any item with a (3

where:
a coefficient alpha, 

the number of items on the test, 
the variance of scores on item j , and 
the variance of scores on the test X.
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below the chance level. Note, however, that the corrected item-total correlation 
for Item 12 is .19, which indicates that this item is contributing to the assessment 
of electrical knowledge. On the other hand, Item 15 is very difficult, with a 0 of 
.17, but its corrected item-total correlation is -.15. The combination of a low f5 and 
a negative but large item-total correlation suggests that this item has been 
miskeyed. That is, the response option that the test developer designated as the 
correct answer probably is not truly the correct answer.

Items 6 and 8 have very low item-total correlations: .03 and .04. In addition, 
the reliability of the test (alpha if item deleted) would increase if each item were 
deleted. These items do not appear to contribute to the assessment of electrical 
knowledge and would be deleted from the test.

In summary, based on the data in Table 13 4, many test developers would 
delete Items 6 , 8 , 14, and 15. The reliability of the test would increase from .77 to 
perhaps .83.

Assess Item Characteristics: Item Response Theory (IRT)

The item statistics described in the preceding section (p the corrected item-total 
correlation, and the alpha if the item is deleted) are easy to interpret and rela­
tively straightforward to compute. Consequently, they are routinely examined by 
test developers and test users. However, a more sophisticated approach is some­
times needed. For example, in computer adaptive testing (CAT), the computer 
branches to a more difficult item following a correct answer and to an easier item 
following an incorrect answer. As a result, high-ability examinees are adminis­
tered items that are more difficult than the items administered to low-ability 
examinees. How should a CAT be scored? Proportion correct is unsatisfactory 
because high- and low-ability examinees might both answer 60% correct, but the 
high-ability examinees answered difficult items and the low-ability examinees 
answered easy items.

IRT provides a means of solving complex measurement problems. Introductions 
to IRT were provided by Hulin, Drasgow, and Parsons (1983) and Hambleton, 
Swaminathan, and Rogers (1991). More advanced treatments are given in Van der 
Linden and Hambleton (1996) and Van der Linden and Glas (2000).

IRT assumes that all of the items on a test assess a single, underlying ability, 
usually denoted by the Greek letter theta (0). This underlying ability is called the 
latent trait because it is not directly observable. The responses to the test items, 
in contrast, are observed, and they are used to estimate the latent trait.

Latent trait scores are usually expressed as standard scores (see the section on 
computing standard scores from raw scores). A person with a latent trait score 0 
o f+2.0 would have a score two standard deviations above the mean and conse­
quently be very high on the skill assessed by the test. A person with a 0 o f-1.0, on 
the other hand, would be a standard deviation below the mean and hence be rel­
atively low on the latent trait.

Fundamental to IRT is the item characteristic curve (ICC). It describes the 
probability of a correct response as a function of the latent trait and one or more
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ICCs for 1 PL Items

item 1 — ■—  item 2 *—  item 3

FIGURE 13.1. Three ICCs for the simplest IRT model, the one-parameter 
logistic (1PL, sometimes called the Rasch model).

item parameters. This probability is denoted /y(0), which means “the probability 
of a correct answer on item j  among examinees with ability 0.” Figure 13.1 shows 
three ICCs for the simplest IRT model, the one-parameter logistic (which is some­
times called the Rasch model). Each curve represents a single item.

The equation for the one-parameter logistic model is:

PjW  ~  i + e-l.7(fi-bj) ’

where: Py( 6) = the probability of a correct answer on item j  among
examinees with ability 0, 

e = a mathematical constant, e is an irrational number
approximately equal to 2.718,

1 .7  = a scaling constant used for historical reasons, and
bj = the item difficulty parameter for item j.
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Note that the IRT item difficulty parameter bj is analogous to the classical item sta­
tistic (5. As described later, bj is a parameter that reflects the location of the ICC on 
the latent trait continuum.

The item difficulty parameters of the three items in Figure 13.1 are bj = -1.0, 
b2 = 0, and b3 = 1.0. Note that when examinees’ ability levels are substantially 
lower than an item’s difficulty parameter (e.g., at 0 values below - 2.0 for the three 
items in Fig. 13.1), examinees have very little chance of answering correctly.

When 0 = -1.0, the probability of answering the easiest item, Item 1, correctly 
is .50, which can be seen by:

1 +  £>-i-7[(-i)-(-D] 1 +  e-i-7loj l  +  i

At this same ability level (0 = -1.0), the probability o f answering Item 2 
correctly is:

^ ( - i )  =  1 +<?-i.7[(—D —01 =  1 +  e - i . 7 | - i ]  =  1 +  5.47  =  15

and the probability of answering Item 3 correctly is near 0.
The ICCs for these three items increase for higher values of 0. When 0 = 2.0, 

the probability of answering Item 1 correctly is nearly 1.0, the probability for Item
2 is very high, and for Item 3:

p 1 \  ̂ __  Q C

' l + e - 1 . 7 [ 2 - l |  l + e - 1 - 7  1+0.18 '

For items with k multiple-choice options, we might expect low-ability examinees 
to be able to guess the answers to difficult items with probability approximately 
1/k. In other words, on a multiple-choice item having four options, the probabil­
ity of getting the correct answer by guessing alone is .25. Hence, ICCs that 
decrease to a low value of about \/k seem more realistic than one-parameter logis­
tic ICCs, which decrease to 0 as in Fig. 13.1. Moreover, some items are more dis­
criminating than others. For example, in Table 13.4, Item 3 has a corrected 
item-total correlation of .35 whereas Item 8  has a corrected item-total correlation 
of .04; this leads us to say that Item 3 is more discriminating than Item 8 . In IRT, 
the steepness of the ICC indexes an item’s ability to discriminate among higher 
and lower ability examinees, but the one-parameter logistic ICCs are all equally 
steep. Thus, in the one-parameter logistic model, all items are assumed to be 
equally discriminating.

The three-parameter logistic model adds two additional parameters to the one- 
parameter model so that we can model items with varying discriminations and 
nonzero guessing (i.e., the fact that examinees can sometimes guess the correct 
answer to multiple-choice items). This model is given by the formula:
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P j ( Q )  -  Cj +  1 +  e - 1Jlaj ^ - b j ) } '

where: Py(0) = the probability of a correct answer on itemy among
examinees with ability 0 , 

e = a mathematical constant, e is an irrational number
approximately equal to 2.718,

1.7 = a scaling constant used for historical reasons,
c. = the lower asymptote parameter for item7 ,
bi = the item difficulty parameter for item j,

= the item discrimination parameter for item j.
j

Here, cy is the lower asymptote (the lowest value) of the height of the ICC as 0 -> 
-00 and Uj is termed the discrimination parameter because it reflects the steepness 
of the ICC above the point 0 = bj (see later for more explanation).

Figure 13.2 shows ICCs for three items. The first has = 1.0, bt -  0.5, and ct 
= 0 .2 ; the second has a2 = 0.9, b2 = - 0 .5 , and c2 = 0.5; and the third has a3 = 0 .2 ,

item 1 — ■—  item 2 — *—  item 3

FIGURE 13.2 Item characteristic curves for three items in the three-parameter 
logistic (3PL) model; Iteml has ax = 1.0, bx = 0.5 and cx = 0.2; Item 2 has a2 = 0.9, 
b2 — -0.5, and c2 = 0.5; Item 3 has a5 = 0.2, b5 = 0.0, and c3 = 0.15.
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P A - 2 )  =  0.2 +
d - 0 . 2 )

1 _|_e -1 .7 [1 .0 (-2 -0 .5 )]

0.8
=  .21

1 +  70.1

b3 = 0.0, and c3 = 0.15. The figure shows that the probability of a low-ability exam­
inee (e.g., 0 = - 2 .0 ) correctly answering the first item is near the value of the lower 
asymptote parameter. Note that for Item 3, due to the flatness of the curve, the c3 

parameter (0.15) is not on the graph. To show how the probability is computed, 
note that:

The fact that the ICC for Item 1 rises sharply in the range -0.5 to 1.5 means that 
it is a “good” item. Specifically, this item is said to be “discriminating” because an 
examinee with 0 = - 0.5 has a much lower chance of answering correctly than 
someone with 0 = 1.5 .

The most prominent feature of Item 2 is the fact that its lower asymptote is not 
very low. Because c2 = 0.5, even low-ability examinees have a 50% chance of 
answering correctly. This item seems like a true-false item, rather than a four- 
option multiple-choice item.

Note that the ICC for Item 3 is nearly fiat: Its ICC rises from about .50 at 0 = -1 
to just .62 at 0 = 1. In contrast, Item l ’s ICC rises from about .25 to .75 in this same 
interval. Thus, Item 3 is not discriminating in the sense that an examinee with 0 = 
- 1.0 has nearly the same probability of answering correctly as an examinee with 0 

= 1.0; Item 1, in contrast, is much more discriminating because an examinee with
0 = - 1.0 will answer incorrectly three times in four whereas an examinee with 0 = 
1.0 will answer correctly three times in four. Another interesting feature o f Item 3 
is that its ICC is so flat that the lower asymptote c3 is not on this graph. The rea­
son the ICC is so flat is that the item discrimination parameter is small: a3 = 0.2. 
Items with low discrimination parameters are ordinarily eliminated during the test 
development process.

Computer Adaptive Testing (CAT). Although the technical details of CAT 
are beyond the scope of this chapter, it is possible to provide an overview. A CAT 
begins by assuming that an examinee is of average ability (i.e., 0 = 0 ) and the com­
puter selects an item from a pool of items that has a difficulty parameter (bj ) near
0. The reason for selecting an item with a difficulty parameter near an examinee’s 
ability level can be seen in Figs. 13.1 and 13.2. The ICCs in both figures rise most 
steeply near their bj values and, therefore, are most discriminating near their dif­
ficulty parameter. (The exception is Item 3 in Fig. 13.2, which exhibits a relatively 
flatter ICC across values of 0 and consequently would be deleted during the test 
development process.)

Suppose that an examinee answers the first item on a CAT correctly The assump­
tion that the examinee is of average ability (i.e., 0 = 0 ) would be updated based on 
this information. A sophisticated statistical method (e.g., expected a posteriori
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Bayesian estimation; Bock & Mislevy, 1982) is used to estimate examinees’ abilities 
based on their responses. Suppose that this process yields an updated ability esti­
mate of 0 = 0.45 for a particular test taker. The computer would now examine the 
item pool, select an item with a difficulty parameter (bf) near 0.45, and adminis­
ter it to the examinee. After the examinee answers, their ability would be esti­
mated based on the answers to the two items.

The process of selecting an item from the item pool near the examinees’ 
current ability estimates, administering the item to the examinees, and updating 
the ability estimates after the examinees have answered continues until a fixed 
number of items has been administered or the examinees’ ability estimates have 
reached a predetermined level of accuracy. Many CATs being used operationally 
administer 15 to 35 items. Research has shown that a CAT provides ability esti­
mates that are about as precise as a conventional test (i.e., a test where all exam­
inees answer the same set of items) that is twice as long. A CAT can be much 
shorter than a conventional test because it selects items that are appropriately dif­
ficult for examinees; we learn little about the ability of a high-ability examinee by 
administering an easy item (it will be answered correctly) or administering a very 
difficult item to a low-ability examinee (the examinee will just guess).

Differential Item Functioning (DIF). Earlier, we described the Cleary 
( 1968) definition of test bias and the use of regression analysis to examine pos­
sible test bias. IRT provides another approach for examining the possible bias of 
a test.

Consider the following two examples:

1. Suppose a test of electrical knowledge is given to a large number of appli­
cants for jobs as electricians. The initial analysis of the data shows that the 
average score of male applicants is about one standard deviation higher 
than the average score of female applicants. Is this test biased against 
females?

2. Suppose the test of electrical knowledge is translated into Spanish so that 
Hispanic applicants can be offered the choice of taking the test in either 
English or Spanish. Is the translation correct? Do the Spanish versions of the 
items assess electrical knowledge in the same way as the English versions?

Provided that the sample sizes are adequate, IRT can answer these questions.
In these two examples, as well as in many other situations, the questions can 

be boiled down to a matter of whether the/ items on the test measure equiva­
lently across two groups. To answer this question, the data from the first group 
would be analyzed by a computer program such as BILOG-MG (Zimowski, 
Muraki, Mislevy, & Bock, 2002), and then data from the second group would be 
analyzed similarly. In these analyses, BILOG would estimate item parameters: Let 
(ap bj, dj) denote the discrimination, difficulty, and lower asymptote parameter
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estimates for the first group and let c’j) denote the estimates for the second
group. Item7 measures differently for the two groups if (&p bj, cy) and {a ̂ pcV) 
differ more than expected on the basis of random sampling fluctuations (see 
Hulin et al., 1983, pp. 173-175; for an improved approach to testing DIF, see 
Stark, Chernyshenko, & Drasgow, in press).

A DIF analysis proceeds, item by item, to examine whether the items measure 
the latent trait in the same way across groups. If an item measures differently (i.e., 
its ICC differs significantly across the two groups), the item should be examined 
for content to determine if it should be removed from the test. When the DIF 
analysis is complete, and all items exhibiting differences across groups have been 
reviewed and possibly removed, the revised test provides equivalent measure­
ment across groups. Thus, scores can be compared across groups and used to 
make hiring decisions.

It is important to note that mean differences in test scores can still remain after 
all items with DIF have been eliminated. The educational and life experiences of 
different groups certainly differ and so there is no reason to believe that the 
amount of electrical knowledge (or any other skill assessed by a test) should be 
the same across diverse groups. The virtue of the DIF analysis is that it allows us 
to examine the measurement properties of the items and identify any that mea­
sure differently across groups. After eliminating items with DIF, any remaining dif­
ferences in test scores across groups can be attributed to preexisting group 
differences rather than any flaws in the test.

Document the Research Design and Study Results

As described earlier, conducting a validity study requires making many research 
design decisions (e.g., sampling, data collection, and data analysis). The rationale 
underlying these decisions needs to be documented so that their effects on the 
results can be considered. Furthermore, study results should be documented so 
that, if challenged, the use of a measure for predicting performance of an indi­
vidual on a particular job is defensible, both legally and scientifically.

SUMMARY

In this chapter, we have discussed various methodological and statistical tech­
niques used to conduct a validation study. These techniques included how to 
develop a validation research plan, procedures for collecting data, and methods 
of data analysis. We recognize that portions of this chapter are written at different 
levels of technical sophistication. Although sufficient information is probably pro­
vided for relatively simple statistical processes (i.e., descriptive statistics), more 
information may be required about advanced kinds of analyses. Toward that end, 
we have made reference to more technical texts.
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OVERVIEW

Title VII of the Civil Rights Act of 1964, 42 U.S.C. § 2000e et seq., has been inter­
preted by the courts as requiring that procedures used to make decisions about 
the hiring and promotion of employees must either: (a) have no adverse impact 
against legally protected groups or (b) be job-related and consistent with business 
necessity (e.g., Griggs v. Duke Power Co., 1971). Selection professionals and 
courts frequently define the latter requirement as demanding that selection pro­
cedures having adverse impact be valid. In fact, demonstrated validity has been 
held to satisfy both prongs of the requirement—a valid selection process is con­
sidered to be both job-related and consistent with business necessity (e.g., Hamer 
v. City o f Atlanta, 1989). This chapter discusses legal requirements and the litiga­
tion process as they affect the work of those involved in developing content valid 
selection procedures. We note that there are other methods for assessing validity. 
As stated in chapter 13, criterion-related validity is based on the degree of empir­
ical relationship between predictor scores and criterion scores and construct 
validity is based on an integration of evidence that supports the interpretation or 
meaning of predictor scores. Both of these methods for assessing validity involve 
highly technical and sophisticated statistical issues, some of which are briefly 
described in chapter 13 , and many of which are beyond the scope of this chapter.
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The chapter is presented from the perspective of those who develop, use, and 
wish to defend the content validity of the selection procedure. (For simplicity, we 
refer to all of them as the user.) Those wishing to challenge content validity, how­
ever, may apply the principles and practices discussed in this chapter to identify 
issues to attack. The chapter is divided into three major sections. The first section 
provides an introduction to litigation issues, including the definition of the appli­
cant pool, recruiting and advertising, the description of jobs in observable terms, 
and the search for alternative predictors. Second, we describe issues involving the 
development and validation of minimum qualifications and the advent of Internet 
recruiting. Third, we describe procedures that test developers should consider 
prior to developing content valid selection and promotion procedures.

INTRODUCTION TO LITIGATION: CHALLENGING CONTENT VALIDITY

Litigation challenging both content- and criterion-related validity arises when a 
class of applicants or employees (or, less frequently, an individual applicant or 
employee), claims that the procedures used by the employer to make hiring and 
promotion decisions have adverse impact on the group to which they belong. 
Initially, the burden is on the plaintiffs to demonstrate that the procedures at issue 
do, indeed, have adverse impact. As we discuss subsequently, litigation concerning 
that question alone can be complex and protracted and involves primarily, but not 
exclusively, statistical evidence. Once plaintiffs succeed in showing that adverse 
impact exists, the burden shifts to the user who must demonstrate the validity of its 
procedures in order to avoid liability (e.g., Griggs, 1971; Dothard v. Rawlinson, 
1977). The Uniform Guidelines on Employee Selection Procedures (1978) spell out 
how validity is to be determined and documented.

Statistical arguments of adverse impact generally involve statisticians and labor 
economists as experts, but industrial psychologists also may be asked for their 
expert opinion. Litigation concerning the presence or absence of adverse impact 
may include disputes over issues such as:

• Properly defining the applicant pool.
• The extent to which applicant or workforce data are aggregated across jobs 

or facilities.
• The inclusion or exclusion of variables such as minimum qualifications.
• Which statistical tests should be applied.

We note that issues involving definition of the applicant pool often are central, 
and the absence of a defined meaning for the term applicant has led to a signifi­
cant amount of litigation and to myriad difficulties for employers. Regarding the 
definition of the applicant pool, the Uniform Guidelines (1978) do not actually 
define the term applicant. However, the Q&A 15 states:

The precise definition of the terin “applicant” depends on the user’s recruit­
ment and selection procedures. The concept of an applicant is that of a person
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who has indicated an interest in being considered for hiring, promotion, or 
other employment opportunities. This interest might be expressed by com­
pleting an application form, or might be expressed orally, depending upon 
the employer’s practice. (EEOC, 1979, p. 11998)

When adverse impact is established and validity evidence is required, the user may 
rely on one or more of the following lines of defense: already existing, locally 
developed validity evidence; conducting a validity study to develop such evidence; 
or transporting and generalizing validity evidence developed elsewhere. The user 
typically will need testimony and other assistance from expert witnesses both to 
support validity and to rebuff attacks by plaintiffs on issues of compliance with the 
Uniform Guidelines (1978). The expert witnesses also may have to demonstrate 
that users have met the generally accepted principles and practices of industrial 
psychology as described in the Principles fo r the Validation and Use o f Employee 
Selection Procedures (Society for Industrial and Organizational Psychology 
[SIOP], 2003), refereed journal articles and texts, and possibly also the Standards 

fo r Educational and Psychological Testing (American Educational Research Associa­
tion, American Psychological Association, National Council on Measurement in 
Education, 1999).

Aspects of the selection process that may be subject to challenge are not limited 
to the test or assessment. Plaintiffs may also challenge other decisions such as:

• Recruiting and advertising.
• The means of applying (paper and pencil, online).
• Minimum qualifications or other prerequisites (education, experience, cer­

tification, licensure).
• Weighting of the selection procedure components.
• Scoring procedures (ranking, cut score, banding).
• Final selection decisions.

Recruiting and advertising processes have always been subject to criticism. For 
example, one potential criticism is that recruiting efforts may be targeted in such 
a way that minority candidates are not likely to be reached. Another potential crit­
icism is that aspects of the advertisements may discourage protected groups from 
applying. As discussed in the next section, however, heightened scrutiny of the 
recruiting and advertising stage of selection is on the horizon.

The weights assigned to various components of a selection procedure also may 
be challenged. For example, if one were to highly weight a procedure that tends 
to have large subgroup differences over a procedure that has lower levels of sub­
group differences, then that weighting procedure might be questioned.

Various scoring procedures have been the subject of some controversy in the 
industrial psychology literature. Specifically, the practice of banding has received 
some attention (Campion et al., 2001; Schmidt, 1995; Schmidt & Hunter, 1995). 
Although it is not our intention to recreate the arguments in this chapter, the
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choices made regarding how tests are scored and the justifications for those 
choices should be very carefully documented.

Final selection decisions also should be described in detail. That is, the meth­
ods for integrating the information provided by predictors in arriving at a final 
selection decision should be documented.

Disputes over the content validity of the selection process may include:

• Qualifications of person(s) developing the selection procedure.
• Sampling plan (test specification).
• Qualifications of subject matter experts (SMEs).
• Selection and training of SMEs.
• Documentation of SMEs’ judgments (questionnaires, rating scales).
• Documentation of observable behavior.
• Decision rules regarding use of SME data.
• Translation of SME data to selection procedure.
• Item bias.
• Compensatory versus noncompensatory use of components.
• Consideration of valid alternatives with lesser adverse impact.
• Documentation.

Many of these topics are described in detail in preceding chapters. Here, we 
emphasize the importance of describing jobs in terms of observable behavior as 
well as investigating use of alternative predictors.

Concerning the observability of job behavior, the Uniform Guidelines (1978) 
stress extensive documentation of the following elements (among others) of con­
tent validity studies:

15(C)(3) Job analysis—Content o f the job. A description of the method 
used to analyze the job should be provided (essential). The work behav­
ior^), the associated tasks, and, if the behavior results in a work product, 
the work products should be completely described (essential). Measures of 
criticality and/or importance of the work behavior(s) and the method of 
determining these measures should be provided (essential). Where the job 
analysis also identified the knowledges, skills, and abilities used in work 
behavior(s), an operational definition for each knowledge in terms of a 
body of learned information and for each skill and ability in terms of observ­
able behaviors and outcomes, and the relationship between each knowl­
edge, skill, or ability and each work behavior, as well as the method used to 
determine this relationship, should be provided (essential). The work situ­
ation should be described, including the setting in which work behavior(s) 
are performed, and where appropriate, the manner in which knowledges, 
skills or abilities are used, and the complexity and difficulty of the knowl­
edge, skill, or ability as used in the work behavior(s). (p. 38305)
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Definitions, Sec. 16:
16(A). Ability. A present competence to perform an observable behavior or 
a behavior which results in an observable product.
\6(K).Job analysis. A detailed statement of work behaviors and other infor­
mation relevant to the job.
16M). Knowledge. A body of information applied directly to the perfor­
mance of a function.
16(0). Observable. Able to be seen, heard, or otherwise perceived by a per­
son other than the person performing the job.
16(T). Skill. A present, observable competence to perform a learned psy­
chomotor act.
16(Y). Work behavior. An activity performed to achieve the objectives of the 
job. Work behaviors involve observable (physical) components and unobserv­
able (mental) components. A work behavior consists of the performance of 
one or more tasks. Knowledges, skills, and abilities are not behaviors, although 
they may be applied in work behaviors (pp. 38307-38308, emphasis added).

Concerning the investigation of alternative predictors with less adverse impact, if 
the employer proves that the challenged requirements are job-related, the plain­
tiff may then show that other selection devices without a similar discriminatory 
effect would also “serve the employer’s legitimate interest in efficient and trust­
worthy workmanship” (Albemarle Paper Co. v. Moody, 1975, quoting McDonnel 
Douglas Corp. v. Green, 1973).

THE PROBLEM OF MINIMUM QUALIFICATIONS AND 
THE ADVENT OF INTERNET RECRUITING

Although legal challenges may arise at any stage of the selection process, use of 
minimum qualifications or other prescreening procedures (collectively referred to 
here as MQs) can present unique problems for the user. An example of an MQ is 
requiring applicants to have a high school diploma or some number of years of 
experience. There is a relative dearth of professional literature and very few 
reported legal opinions concerning the validation and use of MQs. Notable excep­
tions include an article that directly addressed the subject of MQ validation 
(Levine, Maye, & Gordon, 1997). A handful of other articles have discussed MQ 
topics (e.g., Ash, Levine, Johnson, & McDaniel, 1989; Gatewood & Feild, 2001). A 
recent article detailed an MQ validation procedure that the user successfully 
defended in federal court (Buster, Roth, & Bobko, 2005). The federal court case 
in which the procedure outlined by Buster et al. was approved is Reynolds et al. 
v. Alabama Department o f Transportation et al., (2003). Except for these few arti­
cles, the user of MQs may be without much guidance regarding generally accepted 
principles and practices of industrial psychology.
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It appears that the users of MQs will soon be shouldering a new and somewhat 
murky set of additional regulatory burdens. Moreover, others who had no intent 
to develop and defend MQs will find that, for all practical purposes, they too will 
be burdened with doing so for the following reason. In March 2004, the EEOC 
and the Department of Labor’s Office of Federal Contract Compliance Programs 
(OFCCP) separately proposed the adoption of “Additional Questions and Answers 
to Clarify and Provide a Common Interpretation of the Uniform Guidelines on 
Employee Selection Procedures as They Relate to Internet and Related 
Technologies.” According to these enforcement agencies, the intent of the pro­
posed Q&As is to “guide users in their efforts to comply with requirements of 
Federal law prohibiting employment practices which discriminate” against pro­
tected groups (29 C.F.R. 1607.1 [B]), and “to clarify how the Uniform Guidelines 
on Employee Selection Procedures apply in the context of the Internet and related 
technologies” (EEOC, 2004, p. 10152). The OFCCP issued a final rule in 
November, 2005, regarding “obligation to solicit race and gender data for Agency 
enforcement purposes” dealing with the “e-applicant” (EEOC, 2005, p. 58945). 
The new Q&As would create a separate category of “Internet applicants,” so that 
“if an employer’s recruitment processes for a particular job involve both elec­
tronic data technologies, such as the Internet, and traditional want ads and 
mailed, paper submissions, the proposed rule would treat these submissions dif­
ferently for that particular job” (EEOC, 2004, p. 16445).

According to Proposed Q&A 8, “Internet applicants” would be defined as follows:

In order for an individual to be an applicant in the context of the Internet
and related electronic data processing technologies, the following must
have occurred:

1) The employer has acted to fill a particular position;
2) The individual has followed the employer’s standard procedures for 

submitting applications; and
3) The individual has indicated an interest in the particular position. 

(EEOC, 2004, p. 10155)

The EEOC’s proposed guidance also addressed search criteria employers use to 
screen Internet applications. An employer who uses specific qualifications to 
search a database, and then contacts some individuals to solicit their applica­
tions, will be required to assess whether the qualifications for which it searches 
have an adverse impact on protected groups. The OFCCP’s (EEOC, 2005) guid­
ance on the definition of an Internet applicant goes further, adding a fourth 
prong: whether the job seeker’s expression of interest in a position indicates that 
the individual possesses the “advertised, basic qualifications” for the job. The 
OFCCP (EEOC, 2005) specified that the advertised, basic qualifications must be 
“job related.”

The agencies would rely on labor force statistics “or other relevant data” when 
determining whether the user’s recruitment processes arguably might result in
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adverse impact. As noted by the OFCCP (2004), the courts have recognized that 
application data alone might not adequately reflect the applicant pool because 
“otherwise qualified people might be discouraged from applying because of a self 
recognized inability to meet the very standards challenged as being discrimina­
tory” (EEOC, 2004, p. 16445). In the case of Internet recruitment, advertised basic 
qualifications may well have the effect of causing otherwise qualified individuals 
to refrain from applying. Certainly, the same may be said of advertised basic qual­
ifications that appear in traditional printed or other non-electronic recruiting 
announcements. Therefore, once enforcement agencies and courts begin to make 
adverse impact and validity determinations concerning advertised, non-MQ qual­
ifications in the Internet recruiting context, those types of analyses are almost cer­
tain to trickle down to the more traditional types of recruitment as well. Thus, 
enforcement agencies would agree to omit those who do not satisfy the advertised 
qualifications from the potential applicant pool (and thus from adverse impact 
calculations) only if those qualifications are demonstrably valid.

Although this procedure may make some sense on its face, it effectively blurs 
the distinction between selection practices (i.e., employment decisions), which 
have always been burdened under the Uniform Guidelines (1978), and recruit­
ment practices, which have not. To put the proposed Q&A guidance into practice, 
recruiting announcements that are intended to attract a pool of qualified appli­
cants will be subjected to analysis of their adverse impact comparing labor market 
statistics to the employer’s applicant flow. Should adverse impact be found (which 
is highly likely), the user will have to demonstrate the validity of the specific, pre­
requisite qualification in the recruiting announcement in order to overcome the 
presumption that such MQs are discriminatory.

DEVELOP PROCEDURES BEFORE DEVELOPING AN 
MQ OR OTHER SELECTION PROCESS

How can the user of a selection process be ready to meet the wide variety of legal 
challenges that may arise? The answer is to carry out and document the test devel­
opment and validation process with the potential for litigation in mind. Each step 
of the process must be meticulously planned, executed, and documented.

The first and possibly most important step in developing a defensible selection 
process is to plan to document the procedures that will be followed. The user, 
through an industrial psychologist or other professional with comparable qualifi­
cations, should develop standard operating procedures to be followed and should 
document those procedures in a manual. A procedures manual serves a number 
of important purposes:

• Written procedures ensure that all who are involved in the project have the 
same instructions, the same understanding of how the process is to work, 
and what they are supposed to document.

• Written procedures corroborate the statements of a witness who testifies 
about how the work was done.
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• The manual helps to refresh the memory of a witness who may have worked 
on a project months, or even years, before being called to testify about it.

• A documented set of generally accepted practices, if properly developed 
and followed, enhances the court’s confidence in the process. Generally 
accepted practices that are followed and documented tend to be viewed as 
enhancing credibility.

In preparing written, generally accepted validation procedures, users (in this case, 
the I/O psychologist) should draw on a variety of sources. Their professional expe­
rience, of course, should play an important role. Courts typically have a healthy 
respect for the exercise of professional judgment by practitioners and any standard 
operating procedures should leave room for the exercise and documentation of 
such judgment at every stage (where, of course, such judgment does not conflict 
with any expressed requirement, such as a consent decree, to the contrary).

The Uniform Guidelines (1978), the SIOP Principles (2003), and other peer- 
reviewed articles and texts will also inform any such effort. It may be tempting for 
the industrial psychologist to pay little attention to certain details in the Uniform 
Guidelines^ after all, they were written at a rather general level and have remained 
unchanged since their adoption in 1978. Many consider that the Uniform 
Guidelines have been eclipsed by the cumulative knowledge of the profession and 
are therefore of little practical utility. Although the generally accepted principles 
and practices of industrial psychology have evolved considerably since 1978, the 
user must bear in mind that the Uniform Guidelines still are the federal enforce­
ment agencies’ interpretation of burdens under Title VII and Executive Order 
11246. Therefore, the Uniform Guidelines continue to be applied by many courts 
as a legal standard that must be met. The generally accepted principles and prac­
tices of industrial psychology also are relevant. The user must consider both when 
developing and documenting selection procedures by following the documenta­
tion section (Section 15) of the Uniform Guidelines. Also, when exercising pro­
fessional judgment that may be at odds with the Uniform Guidelines, it will be 
useful to explain specific provisions that are no longer supported by the generally 
accepted principles and practices of industrial psychology.

In addition, a review of professional literature is very important. Literature sup­
porting the chosen procedure should be cited as part of the user’s documenta­
tion. Ideally, standard operating procedures should follow the generally accepted 
principles and practices of industrial psychology wherever possible. In situations 
where the potential for litigation is a concern, procedures lacking support in the 
Principles (SIOP, 2003) or peer-reviewed articles and texts should be avoided 
unless there is no other reasonable option.

The user also must consider applicable legal precedent and should consult with 
legal counsel for assistance in interpreting and complying with such precedents, 
because there exists a respectable amount of case law addressing the specifics of a 
validation study. When a particular circuit court has not ruled on an issue itself, it is 
likely to consider rulings on the topic from other circuit courts to be persuasive. It
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is important, then, to be familiar with any court opinions that may relate to issues 
in the validation work being done, to understand how precedents support or con­
found the proposed methodology, and to be prepared to articulate how conflicting 
precedents can be distinguished from the situation at issue.

In situations where litigation is anticipated, it also may be wise to involve outside 
experts early so that those experts can contribute to the preparation of the method­
ology to be followed and documented in the development process. As we discuss 
later, experts will play a key role in litigation and it is essential that their opinions 
about the methodology underlying the selection process be favorable. By involving 
experts in preparing that methodology, the user is assured of the experts’ support.

Staffing the Development Project

It sometimes is difficult to gather and maintain adequate staffing for a test devel­
opment project. When the project is very large or will continue for a lengthy 
period of time, there may be a temptation to assign some responsibility to anyone 
who is available to help. Giving in to such temptation can lead to trouble. Keep in 
mind that every person who contributes to development of a selection process is 
a potential fact witness who may be called to testify about the project in court.

The number of staff members who work on development should be limited. 
The user should select a small number of trained, well-qualified people to per­
form most development work. To the extent that less experienced assistants must 
be used, they should be closely supervised and should not be permitted to make 
significant judgment calls.

The background of each staff member must be carefully reviewed. Ideally, indi­
viduals who have significant responsibilities on the project will have prior experi­
ence in selection procedure development and an educational background that 
has prepared them for this kind of work. In court, the opposing party will attempt 
to criticize the development work that was done by picking apart the credentials 
of those who performed the work. The lack of relevant education or work expe­
rience will be pointed to as indicating a lack of professional competence.

Relevant education, training, and experience are necessary, but are not the end 
of the inquiry into a potential staff member’s suitability for a project with litiga­
tion potential. The user must also consider the ability of each staff member to act 
as a witness. A person who has very good technical skills may still make a terrible 
witness, so personal characteristics in addition to professional competence must 
also be taken into account. Some characteristics to consider include:

• Attention to detail: Is the staff member a big-picture person who may con­
sider small details insignificant? When lawyers are able to take the witness 
through a laundry list of items that were ignored or not completed, they can 
make the entire process look sloppy and, ultimately, unacceptable. The 
court may not understand or care that those items were minor details that 
did not necessarily undermine the final product.
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• Temperament: Is the person defensive and easily rattled, or can this person 
remain calm and composed under pressure? Does the person have a quick 
temper? Will this person snap at someone who criticizes, or come back with 
a sarcastic retort? A good opposing lawyer will quickly recognize and take 
advantage of such tendencies and make the witness look bad, even if the 
person’s work is very good.

• Communication skills: Is the individual articulate, or is it sometimes diffi­
cult to have a conversation with this person that is understandable to a lay 
person (judge or jury)? Can the witness be expected to explain clearly both 
the witness’s actions and the reasons for making certain decisions? Is the 
person direct and plain spoken? Again, technically competent work may not 
be adequate if the person who performed it is unable to describe and to 
explain clearly that work to the court.

Selecting the Right Expert

The expert witness plays a crucial role in selection procedure litigation, not just 
at trial, but throughout the process. As previously mentioned, if the experts’ 
involvement can begin early, perhaps even before the procedures are developed, 
they will be in a better position to influence and then to support the methods that 
are used. The level of confidence a court or even another party to litigation has in 
the procedures under review may be greatly enhanced by the knowledge that a 
competent outside expert was paying attention from the outset. When experts are 
able to testify that they either contributed to the procedures or reviewed and 
approved them before they were used to develop tests, a higher level of confi­
dence is likely to be engendered.

Obviously, the user wants to select experts who have the right qualifications 
including a good educational background with relevant degrees and a substantial 
amount of experience. At best, this experience will include both practical, hands- 
on test development experience as well as previous deposition and courtroom 
testimony. Just as with staff members, the experts’ abilities as a witness must be 
considered in addition to their professional selection experience.

When considering a potential expert, there is another important factor in addi­
tion to those previously mentioned. Any potential expert comes with a body of 
work on record that must be reviewed and compared to the issues at hand. The 
individual’s prior work, previous testimony, and writings should be reviewed to 
determine whether they reveal actions or opinions that bear on the current pro­
ject. The revelation of previous testimony or writings that conflict with the opin­
ion being expressed, or are critical of a method that has been used in the current 
project, is not a matter that any party wants to be surprised with during their 
expert’s cross-examination at trial. If something of concern is found during a care­
ful pre-engagement review, the expert will have the opportunity to think through 
how to explain it. Alternatively, another expert can be hired.
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Review all court opinions that have been issued in cases in which the prospec­
tive expert previously testified. Of course, it is important to have a thorough 
understanding of the opinions that have been expressed by the expert in prior 
cases. It is equally important, though, to know how the expert’s testimony has 
been received in other cases. Again, courts often find the opinions of other courts 
to be persuasive. If a prospective expert has been criticized by a court, that criti­
cism will almost certainly be brought to the attention of the court in later cases 
and could be very damaging. When the user discovers that the prospective expert 
has been criticized by a court for being sloppy or careless or, worse, for having 
been less than candid or even dishonest, it is time to move on to other candidates. 
The user and counsel should conduct the same sort of review with respect to any 
opposing expert. If this investigation reveals that the opposing expert has a record 
of contrary writings or criticism by courts, do not be shy when it comes to cross­
examination.

A careful interview of prospective experts, in addition to a review of their prior 
work, is essential. The developer, ideally together with legal counsel, should cre­
ate a list of questions designed to elicit the experts’ opinions on, and prior expe­
riences with, all aspects of the project. This list should cover, at a minimum, the 
following topics:

• Experience in developing or critiquing selection procedures of the types 
that are contemplated for the project at hand, and for jobs similar to those 
under consideration.

• Opinions and previous experience, research, or writings concerning any 
potentially controversial issues that are expected to arise during the design, 
administration, and scoring of the procedures.

• Experience with and knowledge of other people who are expected to be 
involved in the project including the development staff, experts from other 
disciplines who might also be involved, and lawyers or experts for any inter­
ested party (to the extent they have already been identified).

• A thorough review of prior litigation including identification of all prior 
depositions, trial testimony, and expert reports the person has produced.

• A discussion of how the experts view their role in such a project also is 
essential. The user, the expert, and the attorney, if applicable, should have 
a clear and common understanding of how the expert is to participate in 
the process and what decision-making authority, if any, the expert will be 
able to exercise.

When selection procedures are developed in implementing a consent decree, 
experts for both sides may be expected to work together in the development 
process. Both the user and the expert must understand the extent to which the 
expert has the authority to make representations to or agreements with the other 
side concerning the project.
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Documenting the Development Process

Once personnel are in place and the development process begins, all of the result­
ing work should go through a formal sign-off procedure. Although there may be 
a number of staff members in the field doing background research, conducting 
SME panels, and developing draft items and instruments, all of their work prod­
ucts should ultimately be reviewed by one or two highly qualified people. These 
may include the in-house psychologists or project managers, the outside experts, 
or both. It is reasonable to presume that these final reviewers will be called to tes­
tify concerning their review and approval of what was done.

All of the work performed on the project should be meticulously documented. 
The opposing party in litigation may raise the smallest, most seemingly insignifi­
cant detail as a problem, so it is vital that the user be able to both recall and doc­
ument what was done with respect to that detail and why. The user should 
consider relying on the provisions in Section 15 of the Uniform Guidelines (1978) 
as a point-by-point outline of the documentation that should be compiled and 
maintained. It also may be helpful to use such an outline, with the documentation 
relating to each point spelled out, as an appendix to the final validation report. 
Thorough documentation may prevent a lengthy period of testimony with the wit­
ness being required to identify each item in a report that satisfies each provision 
of the Uniform Guidelines.

There is, however, one very important exception to the general rule of metic­
ulous documentation: Those involved in the development project should try to 
avoid corresponding in writing, especially via e-mail, about questions or problems 
that arise. Such matters should be handled in face-to-face meetings or by phone 
whenever possible. The resolution of a problem can always be documented in a 
memo after it has been discussed in person.

The user should understand that correspondence relating to the project, 
whether between staff members or with the expert, is generally discoverable in lit­
igation. Even minor difficulties that are memorialized in e-mails are likely to be 
subjected to scrutiny and blown out of proportion by an opposing party due to 
the predictable tendency of most people to treat e-mail as if it were a conversation 
and not a written document. People make remarks in e-mail that they would not 
likely write in a letter or a memo, and they seem to forget that e-mail is forever 
(or, at least, for a very long time). The judicious use of correspondence in general 
and e-mail in particular should be made a part of the pre-project training for 
development staff.

The procedures that were created and documented before the project began 
should be followed as closely as possible. Of course, there will be occasions when 
a situation arises that either was not anticipated by the standard operating proce­
dure or that calls for some variance from that procedure. As with other aspects of 
the work, these matters should be carefully documented. When a departure from 
the written procedure is called for, the user should provide an explanation for the 
decision to change the procedure and should include references from the profes­
sional literature to support the exception.
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The documentation should include a description of the process for conducting 
job analysis, including the SMEs who provided information, data collection pro­
cedures (e.g., workshops, surveys), the data collected (e.g., task or work behavior 
frequency and importance, task-KSAO linkages, needed-at-entry information). 
Processes for conducting job analysis are described in Chapter 3 and need to be 
carefully documented.

Similarly, development of the measurement plan must be documented. 
Specifically, the user must document: the choice of predictors for a particular 
job(s) and how the measurement methods were evaluated (e.g., conducting a lit­
erature review, using qualified experts to make choices among various predic­
tors); and what criteria were used to evaluate them (e.g., validity, reliability, 
likelihood of subgroup differences, practical considerations such as cost). 
Methods for developing a measurement plan are described in detail in chapter 4. 
Research on the psychometric characteristics of a variety of predictors is provided 
in chapters 5 through 10.

If a criterion-related validity study is conducted, the development and admin­
istration of the criterion measures also must be documented. Methods for devel­
oping such instruments are described in chapters 11 and 12. A brief description 
of statistical techniques for documenting criterion-related validity is provided in 
chapter 13.

The process of careful documentation should culminate in a comprehensive 
report that describes the work performed and the resulting product as well as the 
decisions made and the professional judgment exercised. When a number of 
selection procedures are to be developed, resulting in a number of reports to be 
written, it is advisable to create a template that outlines the topics that must be 
covered. By doing so, the user will ensure consistency across the validation 
reports that may be authored by different staff members and reduce the likelihood 
that someone will omit important information from a report.

Additional Considerations in Developing and Documenting the Process

The potential for litigation should be a consideration throughout the develop­
ment and validation process and should focus attention on specific areas that are 
likely to be challenged. This section discusses several such points that tradition­
ally may not have received the attention they deserve.

SME Selection. Obviously, SMEs should be people who are sufficiently 
knowledgeable about the duties of the job under consideration. They should not 
include persons who have only been in the job for a very short time (ideally, not 
less than 6 months). To the extent possible, a reasonable balance between job 
incumbents and supervisors should be sought—the use of too many supervisors 
in the process can lead to accusations that the selection procedures are too diffi­
cult because supervisors, it is sometimes argued, have an inflated view of what the 
job requires.
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Just as obviously, it is very important to have significant representation from 
both genders and from various minority groups, unless it is not possible to do so. 
Again, failure to include these groups can contribute directly to allegations that 
the procedures are biased or are too difficult. The user may wish to err on the side 
of overrepresentation.

On a related note, those involved in SME selection should take the time to 
identify potential problems that may militate against the inclusion of particular 
individuals, even though those individuals are otherwise qualified. For example, 
the user should consider excluding, if possible, persons who have a history of 
being accused of discriminatory conduct. Where persons with a demonstrable bias 
against the protected group are permitted to play a role in selection procedure 
development, the procedure may be vulnerable to allegations of bias.

Use o f  Scores. Plaintiffs may contend that even though a selection proce­
dure is valid, the way in which the procedure is being used is discriminatory. 
Again, this issue can arise in somewhat different contexts.

When a selection process has multiple components, the weighting of the vari­
ous component scores may be challenged, with plaintiffs contending for a weight­
ing scheme that will somehow reduce between-group differences in the selection 
rates. Careful documentation of the rationale for the chosen weighting procedure 
should be prepared based on generally accepted principles and practices and on 
peer-reviewed articles and professional texts.

The presence of multiple components may also give rise to contentions con­
cerning the compensatory versus non-compensatory use of the candidates’ scores 
on each component. Where component scores are used in a non-compensatory, 
multiple-hurdle manner (in other words, a high score on one component would 
not help to compensate, or make up for, a low score on another component), 
plaintiffs may argue that using the scores in a compensatory manner instead 
would reduce adverse impact and maintain the validity of the procedure. This 
type of dispute typically arises when the exam contains some components that 
test “hard” skills such as technical job knowledge, whereas others deal with “soft” 
interpersonal skills such as communication and management. The user should be 
prepared for such contentions by having considered both compensatory and non­
compensatory uses, and by being able to articulate the bases for selecting one 
over the other. Job analysis information may be quite useful in this regard.

Rank ordering of scores on an examination also is likely to bring challenges. 
The Uniform Guidelines (1978) provides the bases on which rank-order use can 
be justified, but the user must take the appropriate steps during the development 
process to rely on those provisions. The Uniform Guidelines stated, “If a user can 
show, by a job analysis or otherwise, that a higher score on a content valid selec­
tion procedure is likely to result in better job performance, the results may be 
used to rank persons who score above minimum levels” (29 C.F.R. § 1607). 
During development, in order to provide data supporting the rank-ordered use of 
scores, the user should ask SMEs to rate the extent to which each exercise distin­
guishes between levels of performance on the job. Including such questions with
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other item ratings will allow the user to develop data that may be helpful when 
making decisions about the use of scores, as well as when defending those deci­
sions in court.

Recruiting and Advertising. Frequently, the recruiting and advertising
process is overseen by persons who are not part of the test development process. 
Indeed, those who are developing the selection procedures that follow the 
recruiting and application stage may not even be aware of the way job openings 
are announced. Failure to pay attention to recruiting and advertising issues, how­
ever, may lead to liability for the entire selection process. This will be a particu­
larly acute problem once the newly proposed Internet applicant guidance 
discussed earlier takes effect. The user should be sure that the content of recruit­
ing announcements and other advertising does not set forth “minimum qualifica­
tions” that are not valid and would arguably result in adverse impact when 
comparing applicants to the labor market.

The user would also be well advised to review the scope of recruiting to ensure 
that it is not focused in ways that could later be found to be discriminatory. 
Reliance on word-of-mouth referrals, announcements only placed in media that 
are unlikely to be viewed by adversely affected candidates, or only placed in geo­
graphic areas that are low in minority representation may result in an unrepre­
sentative applicant pool that raises liability issues.

Consideration of Alternative Selection Procedures. Pursuant to the 
Uniform Guidelines (1978), the user is required to give adequate consideration 
to alternatives to the chosen selection procedure that may be of substantially 
equal validity and have less adverse impact. Even though the Civil Rights Act of 
1991 placed the burden of advocating any specific alternative on the plaintiff, the 
user should nevertheless be careful to undertake a reasonable investigation into 
the availability and feasibility of other equally valid, less adverse procedures or less 
adverse uses of a procedure. This does not have to be an exhaustive study, but 
should include consideration of professional literature in the area, and other pro­
cedures that have previously been used for the same or similar jobs. If any avail­
able alternatives are identified that appear likely to have substantially equal 
validity and less adverse impact, but such alternatives are ultimately not adopted, 
the justification for adopting the chosen procedure instead of the alternative 
should be carefully documented.

Once in litigation, the issue of consideration of suitable alternatives can arise in 
two slightly different ways. First, plaintiffs may complain that the user has failed to 
consider equally valid, less adverse alternatives as called for in the Uniform 
Guidelines (1978). Documentation showing a reasonable process of consideration 
of alternatives should easily dispatch this argument. Second, plaintiffs are permit­
ted to proffer a specific alternative that they allege is of substantially equal valid­
ity and has less adverse impact: “If an employer does meet the burden of proving
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that its tests are ‘job related,’ it remains open to the complaining party to show 
that other tests or selection devices, without a similarly undesirable racial effect, 
would also serve the employer’s legitimate interest” (Albemarle, 1975). Only if 
plaintiffs put forth such “other tests or selection devices” must the court consider 
“whether adequate alternatives with a lesser adverse impact would serve the 
employer’s needs” (Giles v. Ireland, 1984). The burden is on plaintiffs in litigation 
to prove that the proffered alternative is of substantially equal validity and that it 
would have less adverse impact.

The Final Selection Process. A well-developed, valid selection process can 
still be successfully challenged in practice when a subjective, undocumented final 
selection is made. Many organizations put a great deal of care and resources into 
developing the recruitment and application process, pre-screening, and using 
valid selection procedures only to permit untrained decision makers to make sub­
jective, undocumented selections from among the candidates that remain at the 
end of the process. Plaintiffs (or, more accurately, plaintiffs’ lawyers) are sophisti­
cated enough to challenge unstructured interviews and other undocumented pro­
cedures that follow use of valid procedures. Therefore, the basis for the final 
selection decision also should be documented.

SUMMARY

Employment is one of the most active areas in litigation today. Selection proce­
dure litigation, in particular, was once focused almost exclusively on public 
employers and very large corporations. Increasingly, however, selection proce­
dures used by employers of all types and sizes are coming under scrutiny. For all 
of the reasons identified in this chapter, those involved in developing selection 
procedures must think defensively in order to be prepared to meet legal chal­
lenges. Hopefully, this chapter will be instructive in meeting the realities of making 
employment decisions in a litigious society.
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