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Preface 

Computer Technology 

This 5 volume MRW (Major Reference Work) is entitled "Computer Aided and 
Integrated Manufacturing Systems". A brief summary description of each of the 
5 volumes will be noted in their respective PREFACES. An MRW is normally on 
a broad subject of major importance on the international scene. Because of the 
breadth of a major subject area, an MRW will normally consist of an integrated 
set of distinctly titled and well-integrated volumes each of which occupies a major 
role in the broad subject of the MRW. MRWs are normally required when a given 
major subject cannot be adequately treated in a single volume or, for that matter, 
by a single author or coauthors. 

Normally, the individual chapter authors for the respective volumes of an MRW 
will be among the leading contributors on the international scene in the subject 
area of their chapter. The great breadth and significance of the subject of this 
MRW evidently calls for treatment by means of an MRW. 

As will be noted later in this preface, the technology and techniques utilized in 
the methods of computer aided and integrated manufacturing systems have pro­
duced and will, no doubt, continue to produce significant annual improvement in 
productivity — the goods and services produced from each hour of work. In addi­
tion, as will be noted later in this preface, the positive economic implications of 
constant annual improvements in productivity have very positive implications for 
national economies as, in fact, might be expected. 

Before getting into these matters, it is perhaps interesting to briefly touch on 
Moore's Law for integrated circuits because, while Moore's Law is in an entirely dif­
ferent area, some significant and somewhat interesting parallels can be seen. In 1965, 
Gordon Moore, cofounder of INTEL made the observation that the number of tran­
sistors per square inch on integrated circuits could be expected to double every year 
for the foreseeable future. In subsequent years, the pace slowed down a bit, but den­
sity has doubled approximately every 18 months, and this is the current definition 
of Moore's Law. Currently, experts, including Moore himself, expect Moore's Law 
to hold for at least another decade and a half. This is impressive with many sig­
nificant implications in technology and economies on the international scene. With 
these observations in mind, we now turn our attention to the greatly significant and 
broad subject area of this MRW. 

V 
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"The Magic Elixir of Productivity" is the title of a significant editorial which 
appeared in the Wall Street Journal. While the focus in this editorial was on produc­
tivity trends in the United States and the significant positive implications for the 
economy in the United States, the issues addressed apply, in general, to developed 
economies on the international scene. 

Economists split productivity growth into two components: Capital Deepen­
ing which refers to expenditures in capital equipment, particularly IT (Informa­
tion Technology) equipment: and what is called Multifactor Productivity Growth, 
in which existing resources of capital and labor are utilized more effectively. It is 
observed by economists that Multifactor Productivity Growth is a better gauge of 
true productivity. In fact, computer aided and integrated manufacturing systems 
are, in essence, Multifactor Productivity Growth in the hugely important manufac­
turing sector of global economies. Finally, in the United States, although there are 
various estimates by economists on what the annual growth in productivity might 
be, Chairman of the Federal Reserve Board, Alan Greenspan — the one economist 
whose opinions actually count, remains an optimist that actual annual productivity 
gains can be expected to be close to 3% for the next 5 to 10 years. Further, the 
Treasure Secretary in the President's Cabinet is of the view that the potential for 
productivity gains in the US economy is higher than we realize. He observes that 
the penetration of good ideas suggests that we are still at the 20 to 30% level of 
what is possible. 

The economic implications of significant annual growth in productivity are huge. 
A half-percentage point rise in annual productivity adds $1.2 trillion to the federal 
budget revenues over a period of ten years. This means, of course, that an annual 
growth rate of 2.5 to 3% in productivity over 10 years would generate anywhere from 
$6 to $7 trillion in federal budget revenues over that time period and, of course, 
that is hugely significant. Further, the faster productivity rises, the faster wages 
climb. That is obviously good for workers, but it also means more taxes flowing into 
social security. This, of course, strengthens the social security program. Further, 
the annual productivity growth rate is a significant factor in controlling the growth 
rate of inflation. This continuing annual growth in productivity can be compared 
with Moore's Law, both with huge implications for the economy. 

The respective volumes of this MRW "Computer Aided and Integrated Manu­
facturing Systems" are entitled: 

Volume 1: Computer Techniques 
Volume 2: Intelligent Systems Technology 
Volume 3: Optimization Methods 
Volume 4: Computer Aided Design/Computer Aided Manufacturing (CAD/CAM) 
Volume 5: Manufacturing Process 

A description of the contents of each of the volumes is included in the PREFACE 
for that respective volume. 
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Henceforth, Manufacturing Processes will be continually improved and updated 
with a view towards enhancing productivity significantly, and this is the subject of 
Volume 5. Production planning will become increasingly effective and will greatly 
enhance the production process in major areas such as electronics manufacturing 
systems. Mold design is a complicated process and powerful computer techniques 
are presented for manufacturing systems in this area. Computer modelling for the 
determination of optimum manufacturing strategy will increasingly become a way of 
life in manufacturing systems, and this greatly significant topic is discussed in this 
volume. Machining operators are one of the most prevalent methods utilized in man­
ufacturing systems, and economic optimization methods in CAM (Computer Aided 
Manufacturing) systems as they relate to machining operations are treated compre­
hensively in this volume. An absolutely essential process in manufacturing processes 
is the construction of solid models in CAD (Computer Aided Design), and highly 
powerful computer techniques for accomplishing this are presented. Manufacturing 
systems are generally sophisticated Mechatronic Systems, i.e. the optimal integra­
tion of electronic and electromechanic systems, and the computer techniques and 
applications required in such Mechatronic Systems are discussed in detail. These 
and numerous other significant techniques are treated rather comprehensively in 
this volume. 

As noted earlier, this MRW (Major Reference Work) on "Computer Aided and 
Integrated Manufacturing Systems" consists of 5 distinctly titled and well-integrated 
volumes. It is appropriate to mention that each of the volumes can be utilized indi­
vidually. The significance and the potential pervasiveness of the very broad subject 
of this MRW certainly suggests the clear requirement of an MRW for a compre­
hensive treatment. All the contributors to this MRW are to be highly commended 
for their splendid contributions that will provide a significant and unique reference 
source for students, research workers, practitioners, computer scientists and others, 
as well as institutional libraries on the international scene for years to come. 
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CHAPTER 1 

TECHNIQUES A N D APPLICATIONS OF PRODUCTION 
PLANNING IN ELECTRONICS MANUFACTURING SYSTEMS 

JOUNI SMED, MIKA JOHNSSON*, TOMMI JOHTELA and OLLI NEVALAINEN 

Turku Centre for Computer Science (TUCS) 
and Department of Mathematical Sciences, 

University of Turku, FIN-20014 Turku, Finland. 
Email: *johnsson@cs.utu.fi 

The electronics industry is a major part of modern manufacturing, and electronic 
systems play an increasingly important role in the majority of today's products. 
Electronic systems are usually implemented with printed circuit boards (PCBs), 
and, consequently, PCB assembly has become an important sector of the electron­
ics manufacturing industry overall. However, operating effectively in this indus­
try is becoming more difficult as the companies must compete with high quality 
standards, rapidly changing technologies, short production cycles, and increasing 
product variety and complexity. In addition, the capital equipment cost of elec­
tronics assembly industry facilities are high in comparison to the usual turnover 
of a company. As a result, production planning decisions need to made more and 
more frequently due to continuous changes in the production conditions. 

In this work we discuss production planning in electronics assembly—and in 
particular, in PCB assembly. Our intention is to identify the typical problems 
arising from production planning and to give a survey of the solution methods 
suggested in the literature. In addition to this theoretical perspective, we will 
briefly review applications designed for production planning in PCB assembly. 

This work is organized as follows. We begin with an introduction to flexible 
manufacturing systems in general and present a framework for production plan­
ning systems in Sec. 1. Next, we study the fundamentals of PCB assembly process 
in Sec. 2 and survey the relevant literature in Sec. 3. In Sec. 4 we review existing 
commercial applications for production planning, and in Sec. 5 study more closely 
one of these systems. Finally, in Sec. 6 we sum up the discussion and outline few 
important topics for the future research. 

Keywords: Production planning; electronics manufacturing systems; flexible man­
ufacturing systems; automated manufacturing. 

1. I n t r o d u c t i o n 

Let us begin our discussion by recalling some basic concepts of industrial produc­

tion. Five basic types of production operations can be classified according to the 

degree repetitiveness involved20: project, jobbing, batch, flow, and process. The 

project form includes large-scale complex products, and it involves the allocation 

1 
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and coordination of large-scale input to achieve a unique product. Jobbing describes 
a situation where the manufacturing of a whole product is considered as one opera­
tion and the work must be completed on each product before starting on the next. 
In the batch form, the volume of products to be manufactured is larger than in 
jobbing. A regular and consistent demand for a product such that the item can 
be produced for stock identifies the flow production. Lastly, the process production 
requires that the material is involved in a continuous process. 

The type of production affects also the plant layout. There are three basic forms 
of layout20: process, product, and group. The process layout, in which all the plants 
associated with a particular type of process are grouped together, is typical in job­
bing and batch production. In the product layout, which occurs in flow and process 
forms of production, the plant is laid out according to the sequence of processes 
required by the product. A group (or cellular) layout is typical in batch production, 
and it involves the recognition that many of the products have similarities in their 
makeup and they can thus be grouped into (product) families. 

There are two basic principles for decomposing a manufacturing facility into sub­
systems: decomposition based on processes and decomposition based on products.42 

Process based facility decomposition leads to equipment being arranged into func­
tional machining areas {work centers) dedicated to general manufacturing processes 
(i.e. job shop). Process planning is the systematic determination of the detailed 
methods by which parts can be manufactured from raw material to finished prod­
ucts. Computer-aided process planning (CAPP) determines a set of instructions and 
machining parameters required to manufacture a part and prepares data for produc­
tion planning and scheduling activities?5 As Zijm and van Harten120 observe, CAPP 
bridges the gap between computer-aided design (CAD) and computer-aided manu­
facturing (CAM), and thus CAPP represents the "/" in CAD/CAM. Process control 
refers to the automatic monitoring and control of a process by an instrument or sys­
tem configured or programmed to respond appropriately to process feedback.102 

Product based decomposition utilizes the principle of group technology by ded­
icating machines to cells in order to produce the associated families of parts (i.e. 
cellular manufacturing). Production planning refers to the process of establishing 
strategies for producing finished products so that manufacturing resources are used 
efficiently. When there is a large number of production variables and a long planning 
horizon, the problem can be approached by breaking it hierarchically into a series of 
decision levels.109 Production control is the systematic planning, coordination and 
direction of all manufacturing activities to ensure that products (of adequate quality) 
are made on time and at reasonable cost.102 To summarize, in production planning 
we first make a plan anticipating the future events and after that follow the plan, 
whereas in production control we simply react to the events as they occur during 
the production. 

In the remainder of this section we discuss flexible manufacturing systems 
(FMSs) in Sec. 1.1, and develop a common methodology for building practical pro­
duction planning systems in FMSs in Sec. 1.2. 
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1.1. Flexible manufacturing systems 

In the late 1950s, several ideas for improving manufacturing began to surface. One 
of the earliest was the idea of group technology for manufacturers who had to make a 
variety of different but similar parts. In some types of industry—for example, chem­
ical and oil-refining industries—automated manufacturing has a long history, but in 
the batch-manufacturing industries—like the metalworking industry and the elec­
tronics industry—the concept of automated manufacturing was introduced in the 
early 1970s. By then, a number of technological developments, in particular flexible 
manufacturing systems, offered solutions to the problems of job shop environments. 

Automated manufacturing has a wide variety of potential benefits to offer. One 
of the most important advantages is the increased ability to respond to changes in 
demand and changes in the products, which is essential in the today's view of short 
production cycles. Other advantages include shorter lead times, reduction in the 
work-in-process levels and improved machine utilization. At the same time it is not 
an easy task to fully attain these possibilities, because the reality of the shop floor 
rarely coincides with the theoretical models (as we shall see in Sec. 1.2.1). 

A flexible manufacturing system (FMS) aims at achieving a similar level of 
effiency for manufacturing several different product types as in the mass production 
of a single product type. An FMS comprises a group of programmable production 
machines integrated with automated material handling equipment which are under 
the direction of a central controller to produce a variety of parts at non-uniform 
production rates, batch sizes and quantities..53 The machines or work stations are 
used to perform operations on parts, and each operation requires a number of tools 
that can be stored in the limited capacity tool magazine of the machines. An auto­
matic tool interchanging device switches the tools during production. Because this 
interchange is relatively quick, the machine can perform several operations with 
virtually no setup time between the operations, if the required tool is present in the 
tool magazine. 

Electronics assembly (especially printed circuit board assembly) plants are usu­
ally FMSs. However, the terminology associated with FMS, which originates from 
the metal industry, can be somewhat confusing when applied to electronics assem­
bly. For example, the concept of "tool" refers to a feeder, which contains the elec­
tronic component to be mounted, rather than the actual tool (or nozzle) which does 
the printing operation. We discuss the technical aspects of electronics assembly at 
greater length in Sec. 2. 

The most prevalent analytical approach to real-time FMS control attempts to 
hierarchically decompose the problem into a number of more easily manageable 
subproblems, which relate to a variety of decisions concerning long-term, medium-
term or short-term planning. One of the main reasons for decomposing the general 
planning problem is that this problem is too complex to be solved globally, whereas 
it is easier to solve each subproblem one at a time. The solution to the global 
problem can then be obtained by solving the subproblems successively. Naturally, 
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this solution is not likely to be globally optimal, even if all subproblems are solved 

to optimality. Nonetheless, this approach is a productive and popular way to tackle 

hard problems. 

A typical hierarchical classification scheme of F M S 2 8 discerns: 

(1) Strategic level or long-range planning which concerns the initial deployment 

and subsequent expansion of the production environments (e.g. the design and 

selection of the equipment and of the products to be manufactured). 

(2) Tactical level or medium-range planning which determines the allocation pat­

terns of the system production capacity to various products so tha t external 

demands are satisfied (e.g. by solving batching and loading problems). 

(3) Operational level or short-range planning which coordinates the shop floor pro­

duction activities so tha t the higher level tactical decisions are observed (e.g. 

by solving release and dispatching problems). 

Maimon and Shtub 8 2 and Johnsson5 4 relate these objectives to electronics assembly: 

in the strategic level, the planning focuses on determining the best set of production 

equipment for the operation (e.g. running a simulation on how much money should 

be invested in new equipments and what kind of machines should be purchased 3 5) . 

These decisions are usually made on an economical basis, and they are revised over 

long operational periods, typically measured in several months . 3 4 ' 6 6 At the tactical 

level, the decisions concern machine and line configurations, production schedules, 

batch sizes, and work-in-process levels. Finally, the operational level addresses the 

day-to-day operation of the equipment (e.g. how to manufacture a product) . The 

tactical and operational problems have to be solved frequently, and consequently, the 

existing production planning systems concentrate on these levels. 

Notwithstanding the similarities, there are also differences between P C B assem­

bly and FMSs. Klegka and Driels66 s tudy four cases of P C B assembly and conclude 

tha t FMS analysis is inappropriate for P C B assembly system analysis: FMS anal­

ysis chooses among multiple pa ths through manufacturing systems, and the best 

pa th depends on the state of the system tha t is changing as the workload changes. 

In P C B assembly, however, the production cycle is fixed (e.g. receiving inspection, 

panel preparation, screen paste, paste volume inspection, component placement, 

solder joint reflow, visual inspection, and X-ray inspection) and tha t results a sin­

gle, sequential, and somewhat deterministic manufacturing process. Hence, a linear 

cost model may be adequate to evaluate and identify the cost elements of a P C B 

manufacturing system. 

Zhou and Leu1 1 9 list three features of P C B assembly distinct from conventional 

systems for automated assembly of mechanical parts : 

(1) Each P C B requires numerous insertions, and the activities for each board are 

highly repetitive. 
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(2) There is no strict sequence which has to be followed, and the components can 
be inserted (almost) in any order (i.e. they have no or just a few precedence 
constraints). 

(3) Only a single manipulator can operate at the time on the board even if the 
machine has multiple manipulators (e.g. see Ref. 46). 

Jain et al.52 discuss setup problems in FMSs and PCB assembly. They translate 
the tool setup problem of FMSs into PCB assembly system and show that the 
FMS formulation is a relaxed version of PCB component setup problem: in PCB 
assembly the tooling is more constrained due to the restrictions on the width of the 
component reels. 

1.2. Production planning in FMSs 

Despite the differences mentioned earlier, we will, for the remainder of this section, 
regard PCB assembly as an FMS. In Sec. 1.2.1, we begin with a discussion of the 
common problems apparent in the theoretic approaches to construct a practical 
production planning system. After that, in Sec. 1.2.2, we suggest a methodology for 
overcoming these problems and describe a general framework for modeling produc­
tion planning problems. 

1.2.1. Problems in constructing a practical production planning system, 

According to Ammons et al.9 the control of an FMS requires a complex interaction 
of two components: 

(1) Computers to perform automated control and routing activities. 
(2) Humans to supervise the automation, to monitor system flows and output, to 

intervene in the unexpected operation of the system, and to compensate the 
effect of unanticipated events. 

Especially in dynamic production environments (i.e. in FMSs which are subject to 
limited resources, random machine failures or multiple optimization criteria) the 
problem of controlling and scheduling the production process is best tackled by a 
synergy of the computer's scheduling algorithms and the human's effective internal 
heuristics. In this "interactive scheduling" the production planner remains in control 
and is able to affect the scheduling process by using his experience and intuition 
via computer support. In other words, the production planning system should act 
as a decision support for the production planner. 

However, literature references to practical systems where this interaction has 
been realized are rare, and the models—even if based on reality—tend to be over­
simplified. According to Saygin et al.96 the existing software tools are typically 
(1) too slow and cannot react to changing dynamic shop floor conditions; (2) based 
on simplistic formulations of the reality that ignore important constraints; (3) based 
on a single objective function or simplistic trade-offs; and (4) difficult to install and 
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integrate into preexisting commercial shop floor systems. In general, the gap between 

theory and practice can usually be a t t r ibuted to the following factors: 

(1) Researchers fail to address the right problems. 

(2) The given solutions are too complex to use. 

(3) Findings are presented in terms tha t are foreign to the practitioners. 

(4) Researchers focus on certain problems and omit other, often more important 

issues. 

(5) The realities of the shop floor are ignored. 

As Johnsson notes,5 4 these observations are valid in electronics assembly, where 

problems are usually tackled by first modeling an existing problem, then finding a 

solution method to the problem, and after tha t validating both the solution method 

and the model by solving some randomly generated artificial test cases. However, 

this approach does not shed much light on the practicality of the method. 

In addition to interactivity, real-world scheduling problems usually differ (and 

often quite radically) from the mathematical models presented in li terature. Pinedo 

lists twelve differences91: 

(1) Theoretical models assume tha t the scheduling problem is static, whereas in 

the real world new jobs to be scheduled can emerge at any time and the 

schedule is constructed without a perfect knowledge of the near future. The 

production environment is dynamic by nature (e.g. jobs may arrive unexpect­

edly, urgent prototype series may cut in the predefined sequence, machines 

may break down or have a temporary reduction in the production rate, or the 

required components may not be available at the present t ime). 

(2) Resequencing problem is rarely addressed in li terature even though it is present 

in most of the actual problems. Product ion planning is based on a rolling 

horizon, which leads to rescheduling or reactive scheduling, where the schedule 

is constantly updated and revised to meet events occurring randomly. 

(3) In the real world, production environments are more complicated than the mod­

els presented in literature, which often disregard machine, job and time depen­

dent processing restrictions and constraints. 

(4) The mathematical models assume tha t the weights or priorities of the jobs 

are fixed and do not change over time; in practice, the weight of a job often 

fluctuates over time (e.g. a low-priority job may become suddenly a high-

priority job). 

(5) Preferences are usually not taken into account in mathematical models. In 

reality, even if a job can be scheduled on a given machine, there may be a 

preference to schedule it on another one. 

(6) Most theoretical models overlook the machine availability constraints and 

assume tha t machines are available at all times, whereas the real-world produc­

tion plants have deterministic and random processes which prevent machines 
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from operating (e.g. shift patterns, preventive maintenance, breakdowns and 
repairs). 

(7) Most penalty functions considered in the literature are piecewise linear (e.g. 
the tardiness of a job or the unit penalty), whereas, in practice, there usually 
exists a committed duedate. 

(8) Theoretical research tends to focus on models with a single objective. In the 
real world, there are usually a number of objectives, whose weights may vary 
over time and may even depend on the subjective preferences of the production 
planner in charge. 

(9) In practice, whenever the workload appears to be excessive and the due dates 
appear to be too tight, the problem can be tackled by assigning extra shifts 
and scheduling overtime. 

(10) The stochastic models studied in the literature usually assume special process­
ing time distributions (e.g. exponential distribution). In automated assembly, 
the processing time is fixed with a very high probability, and with a very 
low probability there is an additional random time that is exponentially dis­
tributed with a very large mean (i.e. if a robot performs a task, the processing 
time is fixed, and if, by accident, something goes wrong, the processing time 
immediately becomes significantly larger). 

(11) Successive processing times on the same machine tend to be highly positively 
correlated in practice, whereas theoretical models usually assume that all pro­
cessing times are independently drawn from given distributions. 

(12) In practice, the processing time distribution may be subject to change due to 
learning or deterioration. 

In spite of the differences between the real-world and the mathematical models, 
Pinedo notes that the general consensus is that the theoretical research done in 
the past has not been in vain, but it has provided valuable insights into many 
scheduling problems. These insights have proven to be useful in the development 
of the algorithmic framework for a large number of real-world production planning 
systems. 

1.2.2. Structure of a production planning system 

The methodology for solving the production planning problems can be divided into 
four stages: 

(1) Familiarization with the problem environment. 
(2) Modeling the problem. 
(3) Designing and implementing algorithms to solve the modeled problem. 
(4) Integrating the algorithm to an existing system or including it in a new system. 

The far-reaching decisions made in the initial stages influence the overall usability of 
the system. For example, if the model fails to represent the important aspects of the 
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real-world problem, no algorithm (no matter how cleverly designed and effectively 
implemented it is) can give results which would satisfy the production planner. 
In our experience, this modeling process cannot be overlooked nor its importance 
underestimated: a poor algorithm solving an accurately modeled problem gives bet­
ter real-world results than an accurate algorithm solving poorly modeled problem. 

After the initial familiarization stage, the construction of a production planning 
system begins with building a model which represents the production environment. 
At the same time one must bear in mind that this model is always an idealization 
of the actual problem: a coarse model may be easier to understand but it may 
lack some important aspects, whereas a detailed model may be a more accurate 
representation but much harder to understand. Because of this duality there are 
two approaches for using the model: if there is uncertainty about the accuracy of 
the model, we may want to grant the final decision to a human user, and in this 
case the model is used to point out the important aspects of the actual problem 
and possibly for suggesting some solutions. An alternative approach is to solve the 
problem by using an algorithm which utilizes an objective function based on the 
model for evaluating the solutions. 

Figure 1 illustrates the role of the model in this scheme. A system based on 
visualization allows the production planner to interact and analyze the schedule, 
whereas an algorithm driven system solves the given problem efficiently and is inde­
pendent from the user. Although both approaches have their benefits, extremes 
should be avoided when designing a production planning system. An algorithm is 
capable of solving a combinatorial problem inexhaustibly, whereas a human tends 
to try only few possible solutions before choosing one. Instead, a human usually 
has some "outside" knowledge about the reality concerning the problem, whereas 
the algorithm "sees" nothing but the model. Therefore, the usability of a produc­
tion planning system, in essence, depends on the balance between these two points 
of view: the computer should provide the user with sufficient support for mak­
ing the actual decision (e.g. generate a number of good schedules from which the 
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Fig. 1. A model of the production environment can be used as a basis for visualization or for 
calculating an objective function. 
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user chooses—and possibly refines—one for the production). Saygin et a/.96 con­
clude that the human scheduler should remain in control and be able to affect the 
scheduling process, because the model is an abstraction of the reality and, therefore, 
cannot capture all the characteristics of a problem, and because it is hard to tran­
scribe the entire knowledge of the human scheduler in a computable form. Ammons 
et al.9 express a similar view: "an 'optimal' real-time scheduling system is one 
that effectively combines computer scheduling algorithms and artificial intelligence 
methodologies within the context of the versatile capabilities of the human supervi­
sor" . Also, Martin-Vega86 lists the integration of human and technical resources to 
enhance workforce performance and satisfaction as one of the six grand challenges 
for future research. 

Figure 2 gives a more detailed view of the structure of a general production 
planning system. There are two ways, which correspond to the division shown in 
Fig. 1, to interact with the system: either directly by altering the production plan 
or indirectly by controlling the algorithm with the objective function and parameter 
settings. In the former case, the user makes alterations in the graphical represen­
tation of the production plan; the system updates the production plan accordingly 
or informs the user if the suggested change violates some hard constraint of the 
model. In the latter case, the user adjusts the objective function by setting weights 
for different criteria. The objective function is then used by an optimization algo­
rithm, which generates a new production plan. After that, the new plan is simulated 
in order to discern predefined characteristics (e.g. lateness, earliness, workload, line 
balance, buffer sizes; see Refs. 35, 51, 71 and 97), which are used in the next iteration 
of the objective function and can be visualized to the user. 

Visualization 
(graphical 

representation of 
the performance 

measures) . 

User 

Weighting 
(importance of 

the criteria) 

Performance measures 
(machine utilization, 
WIP, tardiness, etc.) 

Objective function 
(criteria) 

Representation 

HE... 

Simulation 

7 Y 

h 

h 
Production plan 

Optimization algorithms 

User interface 
module 

Fig. 2. The interaction between the components of a general production planning system. 
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Essentially, the modules represented in Fig. 2 are self-contained and connected 
by well-defined interfaces. For example, the optimization algorithm alters the 
production plan, which gives feedback whether the alteration violates any of the 
hard constraints, and receives an evaluation of the new plan from the objective 
function. Apart from these definements, the algorithm can be designed and imple­
mented independently from the rest of the system. 

Smith and Peters101 present a more general framework for production planning 
and control systems. They observe that the development of FMS control systems is 
still implementation-specific and no tools exist to automate this development pro­
cess. As a result, changes to the systems are often difficult to make, which has lead 
to many instances where FMS installations have failed to live up to expectations 
due to the inflexibility of the underlying control software. As a solution, Smith and 
Peters present an FMS control system concept, which comprises three components: 
a resource model instance (which combines the system configuration and the pro­
duction requirements), a decision maker module, and an execution module. The 
resource model instance provides structural information required for constructing 
the other two modules, as well as the operational information required to run the 
system. The decision-making module decomposes the production requirements into 
specific instructions for the execution module, which interacts with the physical 
equipment and personnel on the shop floor to implement the given tasks. Within 
this general framework, the model of Fig. 2 corresponds to the decision-making 
module and clarifies the interaction between the system and the user. 

2. Printed Circuit Board Assembly 

A common characteristic in the printed circuit board (PCB) assembly industry is 
that customers demand more functions and flexibility each year in the products 
they buy. In addition, consumers expect reliable and cheap products, and thus a 
common goal in the PCB assembly industry is to put more functions into a board 
with the same size and cost.108 

PCB assembly requires complete agility and reliability, which are only achiev­
able with the use of robotics.49 Manual assembly methods may provide the needed 
flexibility, but they cannot provide the reliability and speed of robotic automation. 
When properly tooled, robotic assembly allows quick change from one product to 
another, handling a higher mix of products with reliability rates well in excess of 
non-robotic systems. PCB assembly is characterized by designs that range from sim­
ple and low-value board assemblies to very complex and high-value board assemblies. 
Production volumes for different products vary in a very wide range—from millions 
to less than ten. One assembly system may encounter the assembly of PCBs with 
frequent design changes in small-batch production, whereas another system may 
assemble PCBs with a design that is fixed for six months or longer. 

A recent development in PCB assembly is the growing role of contract man­
ufacturing. Many original equipment manufacturers (OEMs) have abandoned the 
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assembly line in favor of outsourcing the manufacturing functions to contract man­
ufacturers (CMs). CMs differ from OEMs that they build a variety of products for 
many different customers, whereas OEMs build only their own products. Despite 
the wider product variety and more dynamic product demand, CMs are expected to 
operate more efficiently than OEMs. This trend further emphasizes the importance 
of developing better production methods and systems.84 

This section is organized as follows: In Sec. 2.1 we present the technical funda­
mentals and concepts of PCB assembly (for further details, see Refs. 43, 70, 102, 110 
and 118).Section 2.2 describes most common machine types used in PCB assembly. 
Finally, in Sec. 2.3, we concentrate on different plant layouts. 

2.1. Fundamentals 

A printed circuit board (PCB)—or printed wiring board (PWB)—is a substrate of a 
glass fabric impregnated with a resin (an organic polymer which, when mixed with 
a curing agent, crosslink to form a thermosetting plastics; usually epoxy). A PCB 
consists of one or more layers of metal conductors and insulating material that 
allow for electronic components to be electronically interconnected and mechanically 
supported. A PCB of smaller dimension is commonly referred to as a card. A panel 
is an array of (usually identical) separate circuits fabricated on a single substrate. 

The simplest form of PCB is the single-layer, single-sided board, which contains 
metalized conductor on one side of the board only. Greater levels of complexity 
and component density can be achieved by making double-sided and multi-layered 
boards. In double-sided assembly, the PCB is assembled with components on both 
sides of the substrate, and multilayering permits tracks to cross over one another, 
giving the designer more freedom in component layout. 

Electronic components are either inserted through holes (e.g. griplet, axial and 
radial components) in the copper tracks and soldered in position, or are placed 
directly on to the surface of the board and soldered. These two distinctly different 
methods of manufacturing PCBs have given rise to different branches of manufactur­
ing technology. The conventional method is known as through hole plated assembly, 
which is still popular for many applications, especially for low volume and manual 
assembly. Modern surface mount technology (SMT) utilizes smaller "flat" compo­
nents which are well suited to automated assembly process. They are common in 
small consumer products (e.g. cellular phones), whereas in the larger ones (e.g. 
televisions and computer monitors), where the competitive product price is a key 
factor, through-hole components are still widely used. 

Components have also other properties that affect the assembly process. The 
size of the component defines the recognition camera type, the feeder size and the 
nozzle (or tool) which must be used when the component is handled. Furthermore, 
component polarity, orientation in the input tape and different handling speeds 
(e.g. pickup, recognition, placement and turret) affect the operation of the insertion 
machines. 
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2.2 . Insertion machines 

Almost all machine types on the market operate in a similar fashion: the substrate 

is either placed (by the operator) or automatically t ransported to the staging area. 

After tha t , the components are "picked" from assigned pickup bin locations by vac­

uum and usually realigned either mechanically or optically before they are placed 

into the appropriate locations on the board. McGinnis et al.87 recognize five funda­

mental operations common to all machines: 

1. Positioning for retrieval of a component from feeder. 

2. Retrieving the component from feeder. 

3. Transporting the component from the feeder to the circuit board. 

4. Positioning for placing the component on the circuit board. 

5. Placing the component on the circuit board. 

Some machine types are flexible in the sense tha t they can handle a wide range 

of different substrate sizes as well as a wide range of different component types, 

whereas others are restricted to a condensed set of components, which they can 

operate at a much higher speed. 

A feeder supplies the placement head with components in the proper orien­

tat ion. Notwithstanding the machine type, the feeder capacity of the machine is 

usually expressed in the number of 8 mm tape feeders, which is used in almost all 

currently available machine types. Other feeder types include a stick (or tube) of 

components, a vibratory slope feeder, and a t ray feeder. A component setup com­

prises the required operations to replace one tape feeder to another, and a machine 

setup comprises the required component setups, width adjustments, tooling plate 

changeovers and printing program updates to change manufacturing from one P C B 

type to another. 

The three most common machine types are: 

(1) Insertion machines which have either a fixed head and a moving table or a 

moving head and a fixed table (Fig. 3). The printing head is connected to only 

one feeder, and a separate machine (which is often called a sequencer) produces 

an appropriate feeder tape , if different component types are needed. 

(2) Pick-and-place machines which have a moving printing head, a fixed table and 

fixed feeders (Fig. 4). The head travels to pick a component from the feeder 

slot, moves it to the component insertion location, prints the component, and 

finally moves back to the next feeder location. 

(3) Rotary turret machines which have moving insertion heads, a moving table and 

moving feeders (Fig. 5). 

Currently, the rotary turret machine is the fastest machine type in common use; it 

can insert one component in less than 0.1 seconds and with a 0 .01mm accuracy. 

Such a high-speed surface mount component handler and placer is also known as a 

chip shooter. 
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Fig. 3. Insertion machine. 
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Fig. 4. Pick-and-place machine. 

There are several variations of the basic machine types: Some machines have 
multiple insertion heads, duplicated feeders and duplicated tables.1 '46 '112 Moreover, 
the insertion head may include several different nozzles to make it possible to operate 
with different component types; however, a nozzle change may require some time 
and slow down the overall operation speed. Finally, in some machines submachine 
units are added to increase the overall capacity. 

2.3. Plant layout 

Wittrock115 presents the flexible flow line (FFL) environment which comprises sev­
eral machine banks or production phases. In this model, the machines in a single 
machine bank are identical with each other, and a product can be processed in 
any machine belonging to the machine bank, or it can skip the phase altogether. 
Each product passes the phases in a predefined order, and the transfer between 
stages is accomplished with the help of magazines or some other form of transport. 
The setup time between different products, which is assumed to be negligible, is 
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ignored. Hence, the processing time is a function of the processed product and the 
phase. 

Johnsson et al.57 introduce a generalized flexible flow line (GFFL) environment, 
which is a generalization of the FFL. The GFFL environment also comprises succes­
sive machine banks, but the type of the machines can vary even inside a particular 
machine bank (unlike in FFL). The machine type defines the speed of the machine, 
and thus the processing time in GFFL is a function of the product and the machine 
type. Moreover, setup times are also taken into account (unlike in FFL). 

A typical electronic assembly line layout resembles GFFL, because the produc­
tion is usually organized in successive workphases. Figure 6 gives an example of 
an existing production plant, where the phases are determined by the component 
type inserted in the corresponding phase61 (similar plant layouts are described in 
Refs. 51, 64 and 76). In this case, both through-hole and surface mounted compo­
nents are assembled, and the phases are organized such that griplets are printed 
first on the board. Axial components are inserted in the next phase, followed by 
radial components. Finally, the surface mounted components are inserted on the 
board. 

The automated line is usually followed by the insertion of odd-shaped compo­
nent, which is still done, at least partially, manually, because the automated inser­
tion of the most complicated components is hard (or too expensive) to accomplish.55 

In some cases companies have even abandoned automatic insertion and returned 
back to manual work because of the increased flexibility.92 In manual insertion, the 
board is set up on a tray, and the operator, following the assembly instructions, 
obtains components from labeled bins and inserts them manually onto the board. 
In semi-automatic insertion, the board is set up on a semi-automated component 
insertion machine, which consecutively opens and moves to near the operator the 
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Fig. 6. A typical PCB assembly facility including four production phases. The internal storages 
buffer the products before they are transported to the machine. The dashed lines indicate possible 
routes between machines. A physical line is usually a conveyor belt which couples two or more 
machines together. 

1st set of 
components 

2nd set of 
components 

! ^ > 
Glue 

dispenser 
Chip 

shooter 

3rd set of 
components 

Precision 
machine 

Conveyor belt 

Oven -v 
Buffer 

storage 
- N Manual 

insertion ^>B 

Fig. 7. Workphases in an SMT assembly line. 

bin containing the required component, and, at the same time, shines a point of 
light on the locations of the board where the component is to be inserted.63'95 

In addition to component insertion, the line may include other phases. Some 
machines require that the component tape is preprocessed on another machine.56 

The surface mount onsertion is usually preceded by a glue dispenser and succeeded 
by an oven which hardens the adhesive and fixates the components as shown in 
Fig. 7 " (similar lines are also described in Refs. 29, 44 and 117). Typically, the 
production also includes inspection and testing phases. 

The PCBs are transferred from one phase to another either manually (e.g. in 
magazines which can hold 10-100 PCBs) or with a conveyor belt. The conveyor-
linked machines are usually referred as being coupled, and a system with a batch 
transfer as uncoupled. Because the change of board type causes a setup, boards of 
the same type are collected in a batch, in which they are operated successively. 
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The batch size can vary considerably. A mass-product PCB may remain in active 
production for several months, whereas a prototype batch usually comprises only 
few PCBs. 

3. Literature Review 

Johnsson54 classifies the literature on PCB assembly according to the number of 
different PCB types and machines present in the problem. Accordingly, the four 
main problem classes are: 

(1) One PCB type and one machine (1-1) class comprises single machine 
optimization problems, where the goal is to minimize the printing time of the 
machine. The class can be further divided into four subclasses19'26'40: 

(a) Feeder arrangement problems (1-la). 
(b) Placement sequencing (or insertion order) problems (1-lb). 
(c) Nozzle assignment problems (1-lc). 
(d) Component retrieval problems (1-ld). 

(2) Multiple PCB types and one machine (M-l) class comprises setup strate­
gies for single machine, where the goal is to minimize the setup time of the 
machine. The setup strategies can be classified followingly74: 

(a) Minimum setup strategy (M-la). 
(b) Group setup strategy (M-lb). 
(c) Partial setup strategy (M-lc). 

(3) One PCB type and multiple machines (1-M) class concentrates on com­
ponent allocation to similar machines, where the usual objective is balanc­
ing the workload of the machines in the same line (usually by eliminating 
bottlenecks).37'87 

(4) Multiple P C B types and multiple machines ( M M ) class or scheduling 
problems usually concentrate on 

(a) Allocating jobs to lines (M-Ma) which includes routing, lot sizing and work­
load balancing between lines. 

(b) Line sequencing (M-Mb). 

Other classification schemes have been presented by many authors. Crama et al.26 

associate a production plan with the following issues: 

(1) Partition the set of board types into families which are to be assigned to dif­
ferent lines of placement machines. 

(2) For each board type, determine a partition of the set of component locations on 
this board (i.e. decide which locations are going to be served by which machine). 

(3) for each machine, determine a feeder rack assignment (i.e. an assignment of 
feeders to position in the feeder rack). 
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(4) for each pair consisting of a machine and a board type, solve a component place­

ment sequence (i.e., an order in which components are placed at the locations 

on the board by the machine). 

(5) For each pair consisting of a machine and a board type, make a component 

retrieval plan (i.e. decide for each component from which feeder it is to be 

retrieved). 

Cases 3, 4 and 5 correspond to problem classes ( 1 - l a ) , (1 - lb ) and (1 - l d ) , case 1 

is a job allocation problem (M-Ma) , and case 2 is a component allocation problem 

(1-M). 
Foulds and Hamacher4 0 list the problems associated to P C B assembly: 

(1) The allocation of component types to machines. 

(2) The allocation of component types to feeder location at each machine. 

(3) The pick and place sequence. 

Here, case 1 corresponds to class (1-M), and cases 2 and 3 classes (1 - l a ) and (1 - lb ) . 

Feldman and Feuerstein3 7 present a hierarchical four-level optimization strategy 

to reduce changeover, setup and processing times based on the hierarchy of the 

assembly task: 

(1) Job allocation and job clustering for each assembly line. 

(2) Line balancing. 

(3) Optimization of the feeder configuration. 

(4) Optimization of the insertion sequence. 

In this scheme, cases 3 and 4 correspond to problem classes (1 - l a ) and (1 - lb ) 

respectively, case 2 is equal to problem class (1-M), and case 1 is equal to problem 

class (M-M). 

McGinnis et al.87 recognize three levels of decisions: 

(1) Selection of machine groups and part families and assignment of families to 

groups. 

(2) Allocation of components to machines when a group has more than one machine. 

(3) Arrangement of component feeders and sequencing of placement operations for 

each machine and P C B . 

Here the levels correspond to problem classes (M-M) , (1-M) and (1 - l ab ) , respec­
tively. 

In this work we adopt the classification of setup management strategies (M—1) 
proposed by Leon and Peters 7 4—with the exception tha t in our scheme the unique 
setup strategy corresponds to single machine optimization (1-1): 

(a) Unique setups consider one board at a t ime and specify the component-

feeder assignment and the placement sequence such tha t the placement t ime is 
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minimized. This is a common strategy when dealing with a single product and 
a single machine in a high-volume production environment. 

(b) Group setups form families of similar parts such that setups are incurred only 
between families. 

(c) Minimum setup strategy attempts to sequence boards and determine 
component-feeder assignments to minimize the total changeover time. 

(d) Partial setups are characterized by partial removal of components from the 
machine when changing over from one product type to the next. 

Another classification of setup strategies is given by McGinnis et al.87 and Ammons 
et al.8: 

(1) Single setup strategy: Configure a group of machines to produce a family of 
board types using a single setup which is sufficient for the entire family. There 
are two possible options for achieving this: 

(i) Unique setup strategy: A single setup strategy applies to a family which 
contains only one product type (i.e. mass production), 

(ii) Family setup strategy: Several product types are in the same family. There 
is usually a tradeoff which must be explicitly examined; the family setup 
eliminates the need for machine setups between board types at the price of 
potentially increasing the assembly time for each individual board type in 
the family. 

(2) Multisetup strategy: Because a limited component staging capacity on the place­
ment machines prohibits the use of the single setup strategy, some additional 
setups must be performed within a family. In this scenario, the objectives gen­
erally include the minimization of the production time consumed by setups 
along with the minimization of WIP levels. There are two possible multi-setup 
strategies: 

(a) Decompose and sequence (DAS): Break the family into smaller sets of PCB 
types (possibly of size one), then sequence the subsets so as to minimize 
the incremental setups between the subsets. This strategy requires some 
additional WIP at the risk of potentially having to remove a component 
type to process one subset of PCBs and then having to restage it for a later 
subset. 

(b) Partition and repeat (PAR): Partition the required components into subset 
such that the machine group has enough staging capacity for each subset. 
Populate PCBs with components by configuring the machines with each 
subset of component types in turn. This approach requires the accumulation 
of a batch of partially populated PCBs but it includes relatively few setups. 

In this scheme, the unique, family and DAS setup strategies correspond classes 
(1-1), (M-lb) and (M-la), respectively. The PAR setup strategy (see also Refs. 
31 and 32) is a special case of (M-lb), where the boards in the group are loaded 
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several times to the same machine but with different component setup. Maimon and 
Shtub82 classify four problem types according to how many times (one or many) each 
component type and job (PCB) is loaded: In type 1 each PCB and each component 
is loaded only once, type 2 constraints each component to be loaded only once, 
type 3 constraints each PCB to be loaded only once, and in type 4 there are no 
limitations. 

In the remainder of this section, we try to give a condensed presentation 
of the research done so far. We review the literature according to Johnsson's 
classification54: single machine optimization in Sec. 3.1, setup strategies for a sin­
gle machine in Sec. 3.2, component allocation to similar machines in Sec. 3.3, and 
miscellaneous scheduling problems in Sec. 3.4. 

3.1. Single machine optimization (1—1) 

Although we can recognize four distinct subproblems (feeder arrangement, place­
ment sequencing, nozzle assignment and component retrieval) in single machine 
optimization, they are strongly intertwined and, therefore, usually not solved alto­
gether independently. For example, an optimal placement sequence does not guar­
antee optimal printing time if the feeder assignment is neglected (and vice versa). 
Another aspect of the problem is the wide variety of different machine environments 
considered in the literature. Most of the work have been based on (variants of) pick-
and-place machines, but lately the trend has shifted towards rotary turret machines 
as they have become more popular in industry. Also, manual and semi-automated 
operations are considered by some authors. 

Ball and Magazine12 study the problem of determining the component insertion 
sequence and feeder arrangement for a pick-and-place machine. They regard the 
former problem as a special traveling salesman problem (TSP). The authors model 
TSP as a stacker crane or rural postman problem, and present a heuristic algorithm 
for solving it. The metrics used in the formulation affects the solution. If the place­
ment head moves only in one orthogonal direction at a time, the Manhattan metric 
is used for measuring the length of the movements and one can find an optimal 
solution in polynomial time. If the head can move in the x- and y-directions simul­
taneously, Chebyshev metric can be applied for the distance calculations but the 
solutions are then suboptimal. However, the authors prove that in the latter case 
the maximum error of their solution is bounded. The feeder arrangement problem 
can be structured as the classical assignment problem when considered separately 
of the insertion sequencing. Although there are efficient algorithms for solving the 
problem, in this case the cost of assigning a component to a feeder location cannot 
be expressed as a simple cost coefficient, and, therefore, they cannot obtain optimal 
solutions. 

Leipala and Nevalainen72 recognize the insertion sequence and feeder assign­
ment problems in the single machine problem, and solve them separately. The opti­
mal insertion sequence for a fixed feeder setup can be obtained by considering the 
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problem as a three-dimensional asymmetric traveling salesman problem. The opti­
mal assignment of the components to the feeders for a fixed insertion sequence can 
be formulated as a quadratic assignment problem. The overall problem can then be 
solved heuristically, which brings suboptimal but, in practice, satisfactory solutions. 

Chang and Young23 introduce a hypothetical machine design for simultaneous 
mounting. The machine comprises one or more robots or a robotized pick-and-
place head, a component supply device (movable or fixed), and an assembly holding 
device (movable or fixed). To optimize the printing, the algorithm should determine 
stop positions for a PCB, the components printed at each stop position and the 
placement of components in the delivery head. The authors present a mixed-integer 
programming model of the problem and a branch-and-bound based greedy heuristic 
algorithm for solving it. 

Leu and Ji75 recognize three basic machine types—insertion, pick-and-place, and 
rotary turret—and discuss methods for solving the component insertion sequence 
in each of these. In an insertion machine, where a separate machine (a sequencer) 
produces an input tape for components, the problem is considered to be a TSP. In 
a pick-and-place machine with a moving head, a fixed table and fixed feeders, the 
problem can be model as a rural postman, linear assignment or quadratic assignment 
problem. In a rotary turret machine, the authors model the problem as a TSP and 
use a genetic algorithm (GA) for solving it. 

Supinski et al105 discuss the planning of the printing order and the generation of 
the robot code on a single machine. These tasks comprise three stages: CAD data 
importation, PCB assembly planning, and code generation. In the second stage, 
the authors consider three separate workphases. In adhesive deposition the authors 
model the problem as a TSP and use the arc-opt or 3-opt method for solving it. 
In solder deposition, a two-step procedure first clusters the solder pads and then 
applies a TSP formulation to each individual cluster. In component insertion, the 
objective is to minimize the number of components to be manually inserted on the 
board. 

Zhou and Leu119 describe a Petri net model for solving feeder assignment, 
printing order and tool assignment on a single machine. The authors present an 
ordinary (or non-timed) Petri net model for analyzing the system behavior (e.g. 
deadlock-freeness, buffer boundedness, reversibility and confhct-freeness), and a 
temporal Petri net model for evaluating the system performance (e.g. productivity 
and machine utilization). 

Foulds and Hamacher40 present methods for identifying optimal bin locations, 
which surround the worktable on all four sides, and for determining a component 
insertion sequence for the board. The authors model the former problem as a single-
facility location problem, and the latter problem as a TSP. 

Zijm and van Harten120 discuss a hierarchical decomposition for a modular com­
ponent placement system, which comprises several identical successive insertion 
machines. To minimize the cycle time of a batch of PCBs, the following problems 
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must be solved. Firstly, determine the number of feeders for each component type, 
and if more than one feeder contains the same component, specify the board loca­
tions which are delivered from each feeder (solved with a greedy heuristic). Secondly, 
allocate feeders to the insertion machines (solved with a local search heuristic). 
Thirdly, assign the feeders to the feeder positions of a machine (solved with the 
standard Hungarian method). Finally, specify a placement sequence for a given 
feeder assignment (solved with the 2-opt heuristic). If a solution on a higher level 
leads to infeasible or inferior solutions on a lower level, a feedback loop allows the 
program to change the higher-level solution, thus avoiding the problem. 

Wang112 compares three layout design methods for a dynamic pick-and-place 
machine with a mobile worktable and magazine, and a single placement head. 
The layouts include one-magazine-and-one-board (1M1B), one-magazine-and-two-
boards (1M2B), and two-magazines-and-one-board (2M1B). Wang et al.113 solve 
the placement sequence and feeder arrangement for a machine where the board 
and feeder carriages move on x-direction and the head on y-direction. First, the 
insertions are sorted according to their x-coordinate on the board, and the sorted 
list determines the placement sequence. By using this sequence, a matrix of the 
component exchange frequency (which describes how often a component pair is 
subsequent is the sequence) is built, and the problem is then modeled as a TSP and 
solved accordingly. 

Sanchez and Priest95 present a method based on artificial intelligence and an 
expert system with sequencing decision rules for semi-automatic assembly. The 
approach divides the task into four phases. Firstly, design criteria which simplify 
operators insertion routines are chosen. Secondly, the insertion rules are prioritized 
(e.g. insert small components before large ones, insert all component of the same 
type successively, insert components in a sequence which minimizes the movements 
of the machine bed). Thirdly, the components are grouped into insertion sequence 
classes. Lastly, the board movements are modeled as a TSP and solved with the 
nearest neighbor heuristic. Khoo and Ng63 discuss a similar problem formulation 
but apply a genetic algorithm for solving the placement sequence. They compare 
the results to Sanchez and Priest and observe an improvement in the total distance 
travelled by the machine bed. 

Johnsson et al.55 discuss designing an efficient and easy-to-learn sequencing for 
manual installation of components. Favorable sequences can be characterized by 
several nonstrict rules (e.g. use both hands equally in the insertion, proceed from 
top to bottom and from the edges to the center, and take the closest next part). 
The authors present three different sequencing methods: line sweeping, traveling 
salesman clustering, and weighted 3-matching. 

Sadiq et al.94 present a method for arranging feeders in a SMT machine in a low-
volume, high-mix environment. First, the slots are assigned by using a heuristic rule, 
and, after that, the slot rearrangement process tries to locate the components so that 
they are adjacent in the insertion sequence. The goal is to assign the components 
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inside a contiguous group to make the components required by a PCB adjacent, 
and thus save feeder carriage movements. 

J. Ahmadi and co-workers have studied dual delivery pick-and-place machine 
in several papers. J. Ahmadi et al.2 present an emulator for studying the effect 
of different printing process parameters. The overall system is modelled by sub-
problems. Component allocation problem tries to maximize the number of board 
completions attainable by a single allocation of components. Partitioning problem 
minimizes the idle time caused by imbalance in the use of the manipulators and 
nozzle changes. The authors give a detailed discussion of these problems,3 where 
they present mathematical formulations and solve them with a mixed integer pro­
gramming package. R. Ahmadi and Kouvelis4 concentrate on the same machine 
and present methods for solving single product staging problem (SPSP) and mul-
tiproduct staging problem (MPSP). SPSP involves the assignment of the required 
component feeders for the specific board type to the two carriers, while simultane­
ously assigning the required tools (for dispensing each component type) to the tool 
magazines by observing capacity constraints. The objective is to minimize the total 
time to assembly the PCB. The authors give an integer programming formulation 
as well as present a Lagrangian relaxation based branch-and-bound algorithm for 
SPSP. In MPSP, the objective is to minimize the total time to assemble a given 
set of multiple PCB types. Finally, J. Ahmadi et al.1 study the feeder assignment 
problem by formulating it as a reel positioning problem (RPP), where the goal is 
to minimize the direction changes and the sum of movements of the feeder carrier. 
In addition to the mathematical formulation, the authors give a heuristic algorithm 
based on solving the shortest path in a layered network. A two-manipulator machine 
is also considered by Hernandez and Leon,46 who discuss interference avoidance of 
the manipulators working on the same area. 

Crama et al.27 and van Laarhoven and Zijm111 present hierarchical decomposi­
tion schemes for a line of 3-headed pick-and-place machines. In both papers the goal 
is to minimize the processing time of the bottleneck machine. Crama et al. identify 
six subproblems: (1) determining how many components each machine must mount 
and with what equipment; (2) assigning feeder types to machines; (3) determining 
what components each head must mount; (4) clustering the locations into subsets of 
three; (5) determining the sequence of pick-and-place operations; and (6) assigning 
feeders. These subproblems are then solved by using simple heuristic algorithms. 
Correspondingly, van Laarhoven's and Zijm's problem hierarchy has five steps— 
determining equipment for the heads on each machine, assigning components to the 
machines, assigning feeders, clustering components for pick-and-place operations, 
and sequencing the cluster and component within each cluster—which are mainly 
solved with simulated annealing. 

Optimizing feeder arrangement and insertion sequence of a rotary turret machine 
is discussed by several authors. Bard et al.13 model the placement sequence of such 
a machine as a TSP and solve it with nearest neighbor heuristic. Moreover, they 
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formulate the feeder assignment and component retrieval problems as a quadratic 
integer program and solve it with Lagrangian relaxation. Yeo et al.117 present a 
rule-based system, which employs simple heuristics. Feeders are assigned accord­
ing to a one-pitch incremental heuristic. The placement sequence is modeled as a 
TSP and solved with the nearest neighbor method. Crama et al.26 use hierarchical 
decomposition, and solve the feeder assignment, the component placement sequence 
and the component retrieval plan with local search heuristics. The overall objective 
is to minimize the sum of makespans on the bottleneck machine on a single produc­
tion line. Altinkemer et al.7 present an integrated model and heuristic for assigning 
the feeders and sequencing the placement operations. First, the delivery problem is 
solved for each component type at every possible feeder location. A feasible solution 
can be used as the cost of assigning the component type to the feeder location in 
question. The assignment problem can then be solved by using these costs. 

Crama et al.25 discuss the component retrieval problem (CRP) in detail. In 
CRP, the placement sequence of components on the board, and the assignment of 
component types to (possibly multiple) feeder slots are given. The problem is then 
to decide from which feeder slot each component should retrieved. Naturally, this 
problem emerges only if at least one component type is duplicated in the feeders. The 
authors describe a PERT/CPM network model of CRP, and present a polynomial 
algorithm for solving the problem. 

Educational and research topics have been considered by Bodner and co-workers 
and Feldman and co-workers. Bodner et al.ls'19 present a virtual machine model, 
in which three mechanisms—component feeder, board locator, and placement 
mechanism—interact. The authors describe two approaches of studying process 
planning and equipment configuration: prescriptive models which emphasize the 
determination of a near-optimal solution to the given problem, and descriptive mod­
els which emphasize the performance evaluation of a specified set of solutions to 
the problem. In this view, a virtual prototype is a descriptive model that allows one 
to assess performance of a machine or system off-line. Feldman et al.37'38 describe 
a similar approach for modeling the whole production line. It allows for the demon­
stration of the production starting from planning and ending to the diagnosis of 
simple assembly processes. 

3.2. Setup strategy for single machine (M-l) 

Coble and Bohn24 recognize two approaches to reduce setup times: (1) reduce the 
time to set up a feeder; and (2) reduce the number of feeders to be set up. The 
authors argue that most of the research have concentrated on the latter approach 
and ignored the former. Consequently, the authors present a two-part approach for 
reducing the time to set up a feeder. First, processes are re-engineered using SMED 
(single minute exchange of dies) concepts (which were originally developed for metal 
fabrication). After that, a factory information system with wireless computers and 
barcode scanners are used both to reduce the setup time and to increase the setup 
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accuracy. There are two kinds of setup operations: offline setup, which can be done 
while the machine working; and online setup, which can be done only when the 
machine is shut down. The SMED approach begins with recognizing internal and 
external setup tasks and assigning the external tasks to be done offline. Next, as 
many internal operations as possible are converted to external ones to further reduce 
online setup. Finally, both internal and external operations are streamlined. The 
authors also discuss other procedures including hot swapping (fill one feeder carrier 
while the other is being used), a barcode system for feeders, a computer system for 
locating parts, adding more operator to the lines, and operator training. 

In the remainder of this subsection, we concentrate on the second approach (i.e. 
reducing the number of feeders to be set up). 

3.2.1. Minimum setup strategy (M-la) 

Minimum setup strategy attempts to sequence the PCBs and determine feeder 
assignments to minimize the total component setup time. The idea is to perform 
only the feeder changes required to assemble the next PCB batch. Here we aim to 
avoid additional feeder changes or reorganization, which would reduce the place­
ment time. In general, similar product types are produced in sequence so that little 
changeover time incurs. 

Lofgren and McGinnis78 point out two key decisions: We must solve in what 
sequence the PCB batches are to be processed by the machine, and what component 
types should be staged on the machine for each PCB type. The authors present a 
sequencing algorithm (SEQ) based on labeling concept, in which the PCBs are 
first sequenced and after that a setup is determined for each PCB. The heuristic 
determines myopically the "best" component types to remove and to add whenever 
the existing setup is not sufficient. 

Barnea and Sipper14 consider a case of one machine and recognize two sub-
problems: sequence and mix. They present a mathematical model of the problem 
and use a heuristic approach based on the keep tool needed soonest (KTNS) policy 
introduced by Tang and Denardo.106 In each iteration, the algorithm generates a 
new partial job sequence by using a sequencing algorithm—which decides the next 
job to be added in the sequence—and mix algorithm, which updates the component 
mix with KTNS. 

Jain et al.52 present a four-stage method for optimizing the setup. Firstly, a 
greedy heuristic maximizing the component similarity of the jobs is used to deter­
mine an initial processing sequence. Secondly, the components are assigned to feed­
ers according to KTNS policy. Thirdly, the jobs are rearranged in the sequence by 
applying 2-opt heuristic and KTNS. Finally, because the production is a continuous 
process, at the end of the sequence the frequently used components are preserved 
for the next production period (i.e. the approach gives heed to the rolling horizon 
framework). 
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Giinther et al.44 present a typical SMT production line and apply the minimum 
setup strategy approach, in which the PCBs are sequenced so that each subsequent 
PCB has the maximum number of components common with its predecessor. The 
authors discern three different subproblems—job sequencing, component setup and 
feeder assignment—and solve each of them with heuristic algorithms. 

Narendran and co-workers have studied a heuristic approach which starts from 
an initial setup (a seed) and sequences the PCBs by looking for the similarities 
between the current setup and the PCBs remaining to be sequenced. Rajkumar and 
Narendran93 form the sequence by considering the overall component requirement 
of the PCB and the number of extra components required in the setup. Kumar 
and Narendran68 add a third constraint—slack time—and observe better result in 
comparison to dispatching rules (e.g. earliest duedate, shortest processing time and 
least remaining slack) used normally for single machine scheduling with duedates. 

Dillon et al.33 discuss minimizing the setup time by sequencing PCBs on a 
surface mount technology production line. The authors present four variants of a 
greedy heuristic which aim at maximizing iteratively the component commonality 
whenever the PCB type changes. This is realized by using a component communality 
matrix from which board pairs with a high number of common components can be 
identified. 

3.2.2. Group setup strategy (M-lb) 

In the group setup strategy the feeder assignment is determined for a group or a 
family of similar PCBs. Any board in this group can be produced without changing 
the component setup, which is only required when switching from one group to 
another. Because the placement time for a specific board is in general larger than 
in unique setup strategy, some efficiency can be potentially lost. However, this is 
compensated by less frequent setup operations, which compensates the losses in 
machine speed especially in high-mix, low-volume production. There are variations 
of the group setup strategy, where a certain set of common or standard components 
are left on the machine, while the rest of the components (residual or custom) are 
added or removed as required for a particular board. 

Carmon et al.22 describe a group setup (GSU) method for a high-mix low-
volume production environment. The products are divided into groups, each of 
which is produced in two stages: set up common components and insert them to 
the PCBs of the whole group, and set up the residual components and insert them 
on each PCB separately. The same authors83 compare GSU to sequence dependent 
scheduling (SDS) on three performance measures—line throughput, average WIP 
level and implementation complexity—and conclude that in general SDS performs 
better on the last two areas. Practical analysis of these two methods also appear in 
Refs. 29 and 69. 

Maimon and Shtub82 present a mixed-integer programming formulation and a 
heuristic method for grouping a set of PCBs to minimize the total setup time. 
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A user-defined parameter indicates whether multiple loading of PCBs and compo­

nents is allowed (cf. part i t ion and repeat s t ra tegy 8 7 ) . This approach is developed 

further by Daskin et al.31 Their goal is to minimize the total component and P C B 

loading costs subject to a capacity constraint. The authors present a mathematical 

formulation for the PCB-grouping problem, show tha t the problem is TVP-complete, 

and give a branch-and-bound based heuristic algorithm for solving it. 

Shtub and Maimon 9 8 establish tha t grouping PCBs is an extension of the set-

covering problem and present a general heuristic approach based on cluster analysis 

and similarity measures (e.g. Jaccard 's similarity coefficient) which are traditionally 

found in the literature concerning group technology. Here the goal is to minimize 

the total production time, but since insertion times are assumed to be constant, the 

objective reduces to minimizing the total setup t ime of the groups. 

Hashiba and Chang 4 5 s tudy a single machine case when the objective is to 

minimize the number of setups. They decompose the setup problem into three 

subproblems—grouping P C B types, sequencing the groups, and assigning compo­

nents for jobs—and apply heuristic algorithms to each of them individually. Fur­

thermore, the authors experiment with a simulated annealing method and observe 

tha t it gives bet ter solutions than the heuristic decomposition approach. 

Luzzatto and Perona 8 1 present a heuristic method for grouping PCBs to min­

imize the setup size. Although the authors consider a production line consisting 

of several workphases, their model enables the solution for each workphase to be 

obtained separately from the others. 

Bhaskar and Narendran 1 7 apply graph theory for grouping PCBs. The PCBs are 

modeled as nodes and their similarities as weighted arcs between the nodes. After 

tha t , a maximum spanning tree is constructed for identifying the P C B groups. 

Xu et al.lle form P C B groups and divide the feeder slots into three "feeder 

bays": fixed, semi-fixed, and configurable (cf. Refs. 8 and 99). The fixed feeder bay 

comprises the most frequently used components and it remains constant throughout 

the production, whereas the semi-fixed feeder bay is changed whenever the group 

changes and the configurable feeder bay whenever the board type changes. 

Smed et al." give an integer programming formulation of the job grouping prob­

lem (cf. Ref. 28), and compare several heuristic algorithms based on greedy, clus­

tering and repair-based local search methods. Johtela et al.62 expand the problem 

to account multiple and possibly conflicting grouping criteria—such as different 

substrate widths, adhesive types, and production priorities—by modeling them as 

fuzzy sets. 

Ohno et al.89 group PCBs to minimize the sum of the assembly and setup times. 

The authors present a multi-type P C B assembly (MPCBA) optimization problem, 

which is divided into three subproblems: insertion sequence problem (ISP), reel 

position problem (RPP) , and optimal assembly mode problem (OAMP). ISP is 

modeled as a T S P for fixed reel positions (i.e. feeder assignment), and solved with a 

2-opt heuristic. R P P is viewed as an assignment problem, where the cost is the sum 

of weighted tour costs of the TSPs for the group, and it is solved with an evolution 
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strategy. Evolution strategy is also applied to OAMP, which is modeled as a set 
partitioning problem with TSP type constraints. 

In addition to placement machines, the group setup strategy has been proposed 
for sequencer problems. Fathi and Taheri36 present a heuristic algorithm to group 
products for minimizing the setup of a sequencer for an axial placement machine. 
Sule104 applies group technology and develops a heuristic method to minimize the 
changeover cost and to balance the workload between sequencers. 

3.2.3. Partial setup strategy (M-lc) 

Partial setup strategy specifies that only a subset of the feeders on a machine 
are changed when switching from one product to the next. Because the goal is to 
minimize makespan, the partial setup strategy resides between the unique setup 
strategy (where only the placement time for each individual PCB is minimized) 
and the minimum setup strategy (where only the changeover time of each PCB is 
minimized). 

Leon and Peters73 present a heuristic for composing partial setup and compare 
its solutions to the corresponding unique, minimum and group setups. Obviously, 
unique setup dominates when batch sizes are large (such as in mass production). The 
group setup strategy dominates the minimum setup strategy, because it considers 
all the PCBs. The partial setup strategy performs well under all scenarios. The 
same authors74 confer similar results from a broader set of experiments. Peters 
and Subramanian90 analyze four partial setup strategies—unique setup, sequence 
dependent setup, tradeoff dependent setup, and minimum setup—and conclude that 
no single fixed strategy dominates in all scenarios. 

3.3. Component allocation to similar machines (1-M) 

Only few papers considering the case of similar (sequential) machines in the same 
production line have been put forth. Here, the most eminent criterion is workload 
balancing so that the bottlenecks of the line are eliminated. 

Lofgren and McGinnis79 present a soft configuration decision, which has an 
impact on two key criteria: workload on each machine (i.e. balancing), and mate­
rial handling (i.e. machine visits). The soft configuration problem specifies the 
attributes which are available on each machine and, therefore, it determines the 
set of operations which could be performed. The authors consider three operating 
policies: dynamic (where tools are added or removed so that the required oper­
ation can be done in one machine without routing it to another), static (which 
specifies configuration for a finite production horizon and routes jobs to appropri­
ate machines) and pseudo-dynamic (where some attributes are static and the rest 
dynamic). The authors give heuristic algorithms for static and dynamic operating 
policy, where the objective is to maximize machine utilization and minimize material 
flow transactions. 
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Ben-Arieh and Dror15 consider assigning components in a case of two insertion 
machines, so that all boards in a production plan can be produced, and the output 
rate is maximized. They give a mathematical formulation of the problem and solve 
it with a heuristic algorithm. 

Askin et al.10 discuss a surface mount technology plant with multiple identical 
machines. They present a four-stage approach for grouping the boards and allocating 
the components to the machines. First, the boards are grouped into production 
families. Next, for each family, the component types are allocated to the machines. 
After that, the families are divided into board groups with similar processing times. 
Finally, the groups are scheduled. The objective is to minimize the makespan for 
assembling a batch of boards and to reduce the mean flowtime. The authors present 
and compare three heuristic methods—component-assignment/workload balancing 
algorithm (CAWB), workload balancing algorithm with shortest total processing 
time (WBASPT), and natural board subfamily algorithm (NBSA)—and conclude 
that CAWB and WBASPT outperform NBSA. 

Watkins and Cochran114 consider a line of similar insertion machines, and pro­
pose a heuristic method for rebalancing the workload by moving components from 
the bottleneck machine to other machines. However, each move is associated with 
a cost, and the method finishes when the cost of a move outweighs savings. 

McGinnis et al.87 give a mathematical model for component allocation for both 
coupled and uncoupled machines. Amnions et al.8 continue the work by considering 
component allocation to two or more placement machines, when the objective is 
to balance a combination of the assembly time and the machine setup time. When 
machines are coupled, the workload balancing reduces to maximizing the throughput 
of the bottleneck machine on line. The authors approach the component allocation 
problem by developing two heuristic methods based on list processing and branch-
and-bound technique. Furthermore, they give an integer programming formulation, 
which tries to minimize the maximum combined PCB assembly and machine setup 
time for each PCB over all machines. 

Brandeau and co-workers consider assigning components to machines in an 
assembly plant with different types of workphases (automatic, semi-automatic and 
manual). The goal is to minimize the total setup and processing cost for assem­
bling all boards. Brandeau and Billington21 present two heuristic algorithms: stingy 
component (which tries to avoid assigning less frequently used components to the 
automatic workphase) and greedy board (which tries to assign a whole board to 
a single workphase instead of splitting it). After a set of tests, the authors con­
clude greedy board to be a better method of the two, because the setup cost are 
high relative to the insertion costs. Hillier and Brandeau48 extend the same prob­
lem by presenting a new mathematical model and an improved heuristic based on 
branch-and-bound technique. The same authors47 further expand the mathemati­
cal model by introducing a workload balancing criterion and introducing CMWB 
(cost-minimizing, workload balancing) heuristic. 
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3.4. Scheduling (M-M) 

Production can be analyzed on different levels: on the long-term level, the analysis 
uses general presumptions and a simplified mathematical model, whereas a short-
term analysis, as a rule, is based on simulation. On the highest level of production 
planning, the problems are general, and they cannot be solved without the support 
and feedback from the lower levels of planning. 

Gershwin et al.A1 present a decomposition approach for determining dispatch 
dates for an FMS, in which the machines are unreliable to satisfy the production 
requirements. The authors consider whether the parts should be dispatched to sat­
isfy weekly production requirements. The problem is solved in two stages. First, the 
instantaneous production rates are solved by considering a high level continuous 
dynamic programming problem. After that, a combinatorial algorithm determines 
the dispatch times at the lower level. 

Johri58 considers scheduling from a practical point of view, and presents a tech­
nique for sequencing PCB batches. The presented method begins with a realistic 
scenario, in which the production has been active for some time, and new jobs are 
inserted to existing production sequence. At each insertion, the goal is to minimize 
the imbalance of the machine workloads and to ensure that the duedates are not 
violated. In addition, the number of setups is minimized, if possible. The method 
works as follows. First, it determines desirable production rate for each worksta­
tion. After that, the inserted jobs are grouped according to their duedates. Next, 
the method determines the group with the least slack time, and calculates penal­
ties for each job in that group. Finally, the job with the minimum penalty (other 
heuristic rules are also possible) is inserted into the sequence. When the situation 
is updated, iteration continues until all jobs are sequenced. 

Johri59 discusses the design of a production line with respect to the capacity 
constraints and flowtime minimization. The intention is to determine the amount 
of different machine types, buffer sizes, lot sizes and the loading sequence, when 
the products, processing times on each machine type and the machine downtimes 
are given. The number of machines required in a workphase are obtained from 
a simple equation, as well as the average flowtime and capacity of the line. The 
average in-process inventory can be acquired by using Little's law (i.e. it equals the 
average flowtime multiplied by the production rate), and by minimizing this value 
the desired flowtime can be attained. 

Lofgren et a/.80 study the station routing problem (SRP), where the sequence 
of the component assembly operations is determined so that it minimizes the num­
ber of workstation visits. The authors use a graph theoretic approach, in which a 
precedence graph is partitioned according to workstations and used to determine 
a workstation sequence which has the minimum cardinality. SRP is shown to be 
AfP-h&rd, and therefore the authors test and analyze several different heuristics for 
the problem. 
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Klegka and Driels3 4 '6 6 put forth a simplified model for measuring costs in long-

term production planning. It yields intuitive results when used for comparing differ­

ent production line layouts. The authors observe tha t the most economical assembly 

system is obtained when enough manual assembly personnel are provided to reduce 

the maximum station t ime to tha t of the slowest assembly machine. In batch pro­

duction, even small lot sizes are economically justified, since the effect of frequent 

changes is less significant than might be expected. 

Ben-Arieh and Maimon1 6 consider a case of two different sequential machines 

which use the same sequence (i.e. a permutat ion schedule). The objective is to 

minimize the mean flowtime, and the authors solve the problem by using simulated 

annealing approach. 

R. Ahmadi and Wurgaft6 consider a mid-variety, mid-volume production envi­

ronment with synchronized flow manufacturing, where the materials move smoothly 

and continuously from one operation to the next. The objective is to maximize the 

throughput rate. Each time there is a major change in the product mix and demand, 

there are three problems to be solved: (I) how many stations should be created; 

(2) how many machines each station should have (i.e. machine allocation problem); 

and (3) which operations are performed by which stat ion (i.e. staging problem). 

To balance the total workload the maximum workload of a station should be mini­

mized. The authors give a mathematical formulation of the problem as a quadrat ic 

integer program. 

Dagnino3 0 presents a system which combines product design, assembly planning, 

line balancing and the generation of the shop floor drawings. The main problem 

is general process planning, which involves deciding how to use the capabilities 

of the shop floor to manufacture a given product . In P C B assembly, the author 

recognizes the following stages: (1) identifying the components to be printed on a 

P C B ; (2) determining the required assembly operations; (3) assigning resources to 

the assembly operations; (4) sequencing the assembly operations; (5) line balancing; 

and (6) developing shop aids. The major issue is the hierarchy of these decisions 

and dependencies between the stages. When a decision is made on a higher level, 

the lower-level characteristics are generalized. However, at some point, the technical 

details cannot be omitted, and the system must be able, for example, to calculate 

accurate operation times for each individual machine. 

Khoshnevis et al.64 also recognize the potential of a general scheduling system, 

and present an integrated system for assembly planning and schedule generation. 

In assembly planning, the system prepares a detailed sequence of operations to 

transform a set of disjoint components into a final product. In scheduling, the system 

assigns manufacturing resources to the operations indicated in the assembly plan 

in such a way tha t some relevant criteria (e.g. duedates) are met. The main idea of 

the solution algorithm is to assign jobs to machines on the basis of the availability 

of machines (or of a quantifying factor which is calculated with heuristic rules) and 

the requirements of the unfinished jobs. 
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Klincewicz and Rajan67 consider the component grouping problem in an envi­
ronment of multiple board types and multiple workcells. The problem is to decide 
how should the components be assigned (i.e. partitioned) among the workcells so 
that the number of machine visits is minimized and the workload is balanced. The 
authors give an integer programming formulation, where minimizing the machine 
visits is modeled as an objective function and the load balancing as a constraint 
(i.e. each workcell has a maximum allowable deviation from the average insertion 
volume). GRASP (greedy random adaptive search procedure) method (i.e. a local 
search replicated many times with different, randomly chosen starting points) is 
used to solve the problem. The authors present two variants of the initial starting 
points: Component-based variant assigns a pair of components to the same work-
cell if a large number of the items to be produced use both components, whereas 
code-based variant looks at the larger volume board types and attempts to pack 
the components belonging to a board type on as few new workcells as possible. 
The initial solutions are then improved by moving components from one workcell 
to another or by exchanging components between two workcells. 

Dessouky et al.32 convert the scheduling problem of flexible assembly lines to a 
flow line scheduling problem. This approach assumes that each machine processes 
the product at most once, the setup time depends only on the machine type, pro­
cessing time variability is negligible, and setup times are small in comparison to 
batch processing times. The goal is to maximize the throughput while keeping WIP 
at a minimal level without increasing the resources of the assembly process. The 
batch sizes and the number of each machine type are given in the problem formu­
lation. The authors present a solution method comprising two phases. In the first 
phase, machines are grouped into workstations which are visited by each product 
in the same sequence. Thus, the problem is converted into a flow line configuration 
problem. Moreover, the task is to determine a permutation schedule, which main­
tains the same sequence down the line in each workstation. In the second phase, the 
products are assigned to the first workstation (since the subsequent workstations 
will have the same sequence) by using Campbell's heuristic. 

Feo et al.39 also present an integrated decision support system, INSITES (inte­
grated scheduling and throughput evaluation system), for scheduling, inventory and 
throughput evaluation. It provides the shop floor managers with the real-time infor­
mation needed to make critical production planning and control decisions. The user 
inputs the PCBs, duedates, quantities, WIP, and machine state. After that, the 
system computes the daily production quantities and generates MIS (management 
information system) reports. Because planning includes several conflicting objec­
tives (e.g. duedates, workload balancing, throughput maximization and waiting 
time reduction), the system offers a set of schedules, from which the user can select 
one for the production. The authors point out that instead of being constant, the 
load times fluctuate with the job priorities, parts status, processing requirements 
and customer demands. Variability of the processing capacity defers the work and 
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delays the batches. The system assigns the lot sizes so that they divide the demand 
evenly, and schedules the jobs according to the slack values. 

Kim et al.65 compare four sequencing algorithms, where the objective is to min­
imize the sum of tardinesses. NEH algorithm sequences the jobs according to a 
simple objective function (e.g. in increasing order of duedates or in decreasing of 
total workload). The ENS (extensive neighborhood search) method begins with a 
proper initial sequence and tries to improve it with swap operations. RBO (rolling 
block optimization) algorithm also begins with an initial job sequence. After that, 
it resequences a block of sequential jobs (i.e. window) trying to improve the local 
sequence while the rest of the jobs remain intact. The window gradually moves 
through the sequence until it reaches the end. The fourth studied approach, tabu 
search, is based on local search methods, where getting back to previously found 
solutions is prevented with a tabulist. 

Johnsson et al.57 introduce a generalized flexible flow line (GFFL) scheduling 
problem, where the products visit successive machine banks, and the processing 
time is a function of the product and the machine type. The authors present a 
mathematical model of the problem and describe an interactive production sched­
uler, which can be used for analyzing schedules created either manually or by a 
heuristic algorithm. 

Lin et al.76 present a Bi-Level Scheduling System (BLISS), which integrates 
both product-level and board-level scheduling on a capacitated multiple flowline and 
strives to determine economical lot sizes and job sequences. Product level scheduling 
shifts a complete set of boards for a product so that no WIP inventory is built up. 
Because this does not necessarily use the production capacity optimally, the schedule 
is then improved with a board-level scheduling, which minimizes tardiness but may 
increase WIP. The authors approach the problem by applying general scheduling 
methods (e.g. Palmer's algorithm, Gupta's algorithm and CDS heuristic). From 
their experiments, the authors conclude that the two-level approach suits well when 
duedates are very tight or product demand is highly variable. 

Nesbit88 describes general requirements for constructing a computer system for 
analyzing assembly processes. The possible benefits of such a system include reduced 
machine setup times, increased quality of the final product, and better throughput. 

R. Ahmadi and Kouvelis5 present a mathematical framework for designing and 
configuring the layout of electronics assembly lines. When the machines are tightly 
coupled due to small buffer space, throughput can be increased and WIP levels 
reduced by decreasing the setup times and balancing the machine workload. Also, 
configuration can be based on the assumption that around 80% of the cumulative 
product demands are known to follow a regular pattern. The authors analyze three 
design approaches. In the mini-line approach, PCBs are divided into families, and 
each family is produced in a dedicated line. In the flexible flow line (FFL), there is 
only one line and all the components required for the assembly of the various PCBs 
are concurrently present on the line. Thus, major line setups can be avoided but the 
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machines are bound to be under-utilized. In the hybrid line approach, several PCB 
families are produced in the same mini-line. The authors formulate the electronics 
assembly line design problem (EDP), from which they define special cases for each 
of aforementioned approaches. From the computational experiments, the authors 
conclude that FFL dominates the other design in terms of throughput performance 
but with increasing setup times, the mini-line provides higher throughput than 
the others. Moreover, the authors discuss the suitability of the designs to different 
production environments. 

Balakrishnan and Vanderbeck11 discuss a high-mix, low-volume production 
plant with several identical assembly lines. Each line includes a chip-shooter which is 
the bottleneck of the line. The aim is to group products and assign the groups to dif­
ferent lines so that workload is balanced and the setup times are minimized. Because 
these goals are contradictory, the presented model tries to minimize the setup costs 
while keeping the workload within prespecified limits. A partial setup (which should 
not be confused with the partial setup strategy of Leon and Peters74) comprises 
permanent and temporary components (i.e. a standard and custom setup8). The 
authors argue that this partial setup is a compromise between "complete" (i.e. 
unique) and "incremental" (i.e. minimum) setup, because it reduces setup opera­
tions by exploiting component commonalities and is easier to handle than incremen­
tal setups. The authors give an IP formulation of the problem and reformulate it 
as a capacitated set covering (CSC) model. CSC has two subproblems: production 
selection (PS) decides to which machine a product should be assigned so that setup 
times are minimized and workload is balanced; setup optimization (SO) decides 
which components are permanent and which temporary for a group of products on 
a single machine so that setup costs are minimized. PS is solved with list heuristics, 
local search and simulated annealing. SO is solved with a combination of heuristics, 
lower bounds and enumeration. 

Lin and Tardif77 consider multiple board types in a single line. The line is set 
up once, and there are no setups between the boards. The problem is to partition 
the component types to the machines in the line so that all the boards can be pro­
cessed quickly and with a good workload balance. The board demands and machine 
breakdown occurrences are predicted with a probability distribution. Moreover, it is 
assumed that there are no precedence constraints on the order of component place­
ments, the placement time is constant for all the components placed by a machine, 
and a new batch cannot be processed until the current one is completed. Although 
heuristic methods (e.g. greedy and two-dimensional vector packing heuristic) often 
provide satisfactory results, they are not applicable here, because they do not con­
sider demand and capacity uncertainty. Therefore, the authors present a stochastic 
mixed-integer programming formulation for the problem, where the objective is to 
minimize the makespan for all the PCBs during a production cycle. 

Spedding and Sun103 describe a cost system which uses an activity based costing 
(ABC) model. Since much of the significant costs in producing an item are not 
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volume related, ABC should provide a bet ter cost model. The idea is to develop a 

discrete event simulation (DES) model by observing the actual production times of 

activities in a plant and then characterizing their statistical variation. Activities are 

classified into four general categories according to when they are performed: unit 

level (each t ime a unit is produced), batch level (each t ime a batch is produced), 

product level (needed to support the manufacturing of a product) , and facility level 

(needed to sustain the factory's performance; e.g. rent, depreciation, and insurance). 

The authors apply ABC modeling in a simple SMT assembly line. 

3.4.1. Simulation-based systems 

Simulation has been a widely used approach for modeling P C B assembly plants. 

Almost all papers which compare scheduling algorithms use simulation for testing 

the methods. However, because the focus in these papers is on developing actual 

optimization algorithms, the description of the simulation model is usually terse, 

and testing and analyzing settle for a modest set of test cases and bypass statistical 

tests. 

Shevell et al.97 present an early simulation system for analyzing a complex P C B 

manufacturing system. They also discuss the validation of the system and com­

pare the results with real-world data. Taylor1 0 7 also describes a simulation tool for 

evaluating flexible control strategies. 

Johtela et al.61 describe a simulation tool for creating and analyzing schedules 

in a GFFL environment. The system simulates the production from an initial situ­

ation to a given moment in the future. The input defines the product batches, their 

allocation and sequence for each machine and the duedates. The output includes 

summaries of the production period including the lateness of the batches and 

machine workload charts. The user can reconsider the allocation and sequencing 

of the batches and repeat the simulation and update operations to find a bet ter 

balancing of the workload. Hayrinen et al.50 describe several scheduling algorithms 

for GFFL problem, which are implemented and integrated into the system. 

Jackson and Johansson5 1 present a discrete event simulator to support decen­

tralized decision making. Product ion control benefits from tha t the workers have 

a forecast of the coming workload in real t ime. The system is directly linked to 

the information system of the company and it updates the state of the produc­

tion process every ten minutes. Each machine has a forecast for six hours, which is 

shown on the screensaver on every P C in the shop floor. The simulation operates 

on both strategic level (development of a new production system or improvement 

of a production system) and operational level (estimates of capacity needed for a 

product mix, consequences of W I P for a particular product mix, and consequences 

in delivery dates due to a particular plan). 

Estremadoyro et al.35 describe a simulation tool, Electronics Manufacturing Sim­

ulator (EMS), for modeling and analyzing assembly line layouts. The system uses 

simple specifications for forming a processing line, generates alternative designs, 
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approximates throughput, simulates the operation with different parameters, and 
produces a set of output summaries for the given layout. The system comprise a 
line definer and static analyzer, which produces station processing times (used in 
estimating the maximum throughput of each station) and line capacity. 

Smed et al.100 discuss the structure and operation of an interactive scheduling 
system for a high-mix low-volume SMT assembly line involving multiple criteria (e.g. 
different adhesive types, conveyor belt configurations, and priorities). The criteria 
are modeled with fuzzy sets, and the user can set weights for the importance of 
the criteria. Thus, the poor satisfaction of some criterion can be compensated with 
other criteria. The user can also manipulate the schedule directly via a graphical 
user interface as well as employ feeder and printing order optimizers selectively. 

4. Commercial Software Systems 

There are several software tools for production planning available in the market 
but relatively few of them are specialized to the PCB assembly. Generic tools are 
seldom suitable for production planning in PCB manufacturing due to the special 
requirements associated with it. Firstly, the system must have knowledge about 
the machinery used in the production environment, its capabilities and limitations. 
Secondly, a production planning tool should have a tight integration with the exist­
ing systems, such as CAD/CAM (computer aided design/manufacturing) or MRP 
(material resource planning) systems. Thirdly, in practice the usability of a system 
reduces drastically, if it does not produce NC-codes for the machines. Since PCB 
manufacturing facilities are usually highly automatized, the goal of a production 
planning system is not to impose any further work to the personnel. 

In this section we review briefly some of the most popular software systems 
designed to support PCB assembly. The systems and their key features are listed in 
Table 1. We concentrate on the optimization features, albeit optimization is rarely 
the primary task in these systems. The systems are mainly designed for automatiz­
ing the PCB design and manufacturing processes, such as joining bill of materials 
(BOM) files and CAD files together and generating NC-codes for machines. We 
have to point out, however, that our experience with some of these system is lim­
ited, and, therefore, we are in some cases forced to resort to information gathered 
from the vendors' web pages and brochures.60 The possible errors, omissions and 
inaccuracies are due to this fact. Moreover, the list of the machine vendors' sys­
tems includes only a few entries although almost all machine types in the market 
have their own proprietary system. However, the current trend is that the machine 
vendors are starting to co-operate with the general system providers. 

In Table 1 the systems are divided into two categories: tools provided by the 
machine vendors and tools provided by independent companies. A machine vendor's 
system usually supports only its own equipment and includes a concise interface and 
some simple code optimization routines. Conversely, since production plants may 
comprise multiple machines from different vendors, the independent systems aim at 
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providing better support (e.g. a centralized component library, better CAD support, 
product transportation from one machine to another) for various machine types and 
makes. They also support both rotary turret and pick-and-place machine types. 
Some include support for also through hole machines in addition to the surface 
mount devices. Most of these systems run on a PC under Microsoft Windows. Some 
systems also contain networking capabilities that allow them to integrate into a 
local-area network. These systems can obtain on-line data from the machines and 
use it to control the production. 

The optimization—the word "optimization" is used here loosely, since in some 
systems the term "optimal solution" actually means a feasible solution—features of 
the systems vary greatly. Some use a hierarchical decomposition strategy to optimize 
each level of production ranging from the printing order and feeder arrangement 
optimization of a single machine to the scheduling of the entire production envi­
ronment. Others offer only a few means to improve the operation of a machine or 
balance the component allocation between machines. The features listed in Table 1 
are printing order and feeder optimization of the supported machines (1-1), setup 
strategy optimization (M-l), balancing the load between machines in a line (1-M), 
and scheduling the jobs, which includes their allocation to the lines (M-M). Since 
in many cases it is difficult to estimate the quality of the solutions produced by the 
systems, we have not evaluated the utility of the optimization algorithms used in 
the systems in greater detail. 

5. An Example of a Production Planning System 

In the previous section, we gave a summarized view of the currently available appli­
cations for production planning in PCB assembly. To elaborate the topic of practical 
systems, we will next discuss an integrated production planning system (for further 
details, see Ref. 100). The system is used for solving three distinct problems (see 
Fig. 8): to group PCBs according their components (i.e. group setup strategy), to 
assign the components of each group to feeder slots (i.e. feeder optimization), and 
to minimize the printing time of each individual PCB type on the basis of the feeder 
setup of group (i.e. printing order optimization). 

In the first place, the board data, production demand and duedates are derived 
from CAD and MRP data. The actual production planning begins with grouping, 
which can be done algorithmically or manually. After that, the user can sequence 
the jobs in each group according to his preferences and knowledge of the actual state 
of the production, which enables him to adapt to sudden changes in the production 
environment. A screenshot of the system is shown in Fig. 9. Job Repository window 
is used to input and edit jobs, and it also acts as a repository for jobs to be sched­
uled. The jobs are represented by icons whose appearance indicates the attributes 
of the jobs. The Machine Schedule window visualizes the grouping and allows the 
user to rearrange the jobs; each column corresponds to a job group in a sched­
ule, and each cell in a row represents a particular job. Job Inspector and Selected 
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Jobs/Components windows give information about the PCBs and their components 
(e.g. how many feeder slots the jobs require or how long it takes to process the jobs 
in a machine). 

The system is used for planning a typical high-mix low-volume production, where 
the daily production program includes ten or less different products, and the setup 
times form a significant part of the total production time. Therefore, the main objec­
tive is to minimize the setup times by using the group setup strategy. In addition 
to the component setup, the system also considers other criteria when forming the 
groups. Firstly, the widths of the PCBs vary, and the change of the conveyor width 
causes an interrupt in the printing process. Secondly, some PCBs require compo­
nent printing on both sides, and in order to avoid unnecessary storaging, the other 
side should be printed as soon as possible after the first side. Thirdly, the surface 
mounted components are fixated in an oven which must be heated or cooled if the 
type of the adhesive used in the board changes. Finally, the PCBs are classified 
according their urgency, and the PCBs with similar urgencies should reside in the 
same group. The slider bars in the Criteria Equalizer window are used to adjust the 
relative importances of the criteria (the scale is from one to nine where nine corre­
sponds to the highest importance and one to the lowest). The pie diagram shows 
how much attention a criterion gets in the final objective function. The multiple 
criteria optimization algorithm, which is based on a repair-based local search heuris­
tic, is used to improve the current grouping (for further details, see Ref. 62). The 
algorithm can be stopped at any time and the currently best solution is available 
to the user. 

When the grouping is satisfactory, the user can define the feeder assignments 
for the groups. The goal is to arrange the components in the feeder slots so that 
the total printing time of all the PCBs in the group is minimized. Since this is 
a difficult task, the system uses heuristic algorithms which take into account the 
closeness of different components on the PCBs, different component handling speeds 
(e.g. turret, recognition, placement, pickup and table) and component widths. All 
this information is stored in the component library of the system. The heuristic 
gives a feeder setup that enables a fast printing of all the PCBs in a group. 

Once the feeders have been assigned, the system has to decide the printing order 
for all PCBs in the group by using an algorithm that is specifically tailored for 
the machine type in question (i.e. the system uses information about the machine 
configuration for fine-tuning). The algorithm is based on a local search heuristic 
which uses discrete event simulation in the cost function. The user can choose from 
three different optimization algorithms (quick, medium and slow), and the quality 
of the solution depends on what algorithm is chosen (i.e. the slowest method is 
presumed to give the best solutions). On average, the printing times provided by 
the optimization algorithm are more than ten percent better than the times obtained 
by using the machine vendor's optimization system. 

The actual machine codes are converted into a generic format, which enables 
the system to use any kind of numerical control (NC) code: When the machine type 
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changes, the converter can be changed or—if a corresponding converter does not 
yet exist—it can be implemented in a short period of time. Because all processing 
is done with the generic code format and the machine configuration files are used to 
fine-tune the optimization algorithms, the system can be used in different machine 
configurations. Consequently, the system is general and can be easily tailored to 
suit new machine types. 

6. Final Remarks 

We have reviewed in this paper theoretical and practical approaches to production 
planning in PCB assembly. By regarding PCB assembly as a specialization of a gen­
eral FMS, we gave a methodology for constructing practical production planning 
systems and discussed the problems associated with it. We described PCB assem­
bly in different levels: the physical fundamentals, the operation of the insertion 
machines, and the classification of plant layouts. In the literature review, we classi­
fied the problems into four categories—single machine optimization, setup strategy, 
component allocation to similar machines, and scheduling—and gave a brief sum­
mary of the research done so far. Finally, we also looked the problem domain from 
another perspective. We gave a summary of the commercial applications currently 
available for PCB assembly, and presented one production planning system in more 
detail. 

To conclude, we would like to point out six key topics for the future research on 
production planning in PCB assembly: 

6.1. Rolling horizon 

Although the production plan is made for a given period of time, the production 
rarely begins with an empty line, nor does the line remain empty, when the duedate 
of the last job of the current plan expires. Yet, this rolling horizon framework is 
scarcely considered in the problem formulations of the PCB assembly literature. 

6.2. Applicability 

Many of the solution procedures overlook the problems associated with the machine 
operation and the human workers. For example, partial setup strategy may, in some 
cases, provide the best theoretical solution for a given setup problem, but it may 
also result in the human operator—who is required to change few feeders when­
ever the board type changes—becoming prone to make more mistakes than if he 
performs larger feeder changeovers less often. Likewise, the technical considerations 
(e.g. machine code generation), in the main, are brushed aside in the literature, 
and thus the suggested solution procedures may have little applicability in actual 
production environments. 
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6.3. Dynamic production 

Reality rarely follows a plan; there are machine breakdowns, component shortages 
and maintenance delays, urgent prototype series surpass normal production, and the 
production plan itself can be subject to sudden alterations during the production 
period. Therefore, a practical production planning system must be able to cope with 
this kind of dynamic production and to give new or refined solutions whenever the 
integrity of the plan is challenged. 

6.4. Multiple criteria 

The bulk of research done in PCB assembly contemplates optimizing one—or rarely 
a few—criterion (e.g. component setup or duedates). In reality, there are usually 
several more or less important practical aspects which affect the use of the solution. 
These aspects either define the space of admissible solutions (e.g. release dates, 
operation durations, setup times and resource availability) or characterize the qual­
ity of scheduling decisions (e.g. duedates, productivity, frequency of tool changes 
and WIP levels). Some of these multiple criteria must be satisfied for a schedule to 
be valid, while others may not always be satisfied and might need to be relaxed. 

6.5. User interaction 

We discussed the importance of involving the human production planner in the 
decision making process earlier in this paper. To summarize, as long as the produc­
tion planning systems are designed for not completely automated manufacturing 
processes (such as PCB assembly), the production planner must retain the final 
word on the production plan to be carried out. This means that the planner must 
be able to override the algorithmic solutions and effectively take the control if an 
exceptional situation requires it. 

6.6. Integration 

The lack of cooperation with other systems (such as CAD/CAM and inventory 
management) is a common reason why a new production planning system can be 
reluctantly accepted by the shop floor personnel. Production data should be inter­
changed automatically via a network—it must not depend on routine manual input. 
Here the key issue is the seamless integration of the production planning system to 
the other existing systems. 
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Injection molding has been used extensively to produce components for appliances 
and computer products. This manufacturing process can reduce overall manufac­
turing costs. Mold design is essential in molding product and process development. 
This chapter discusses how computer techniques and concurrent engineering are 
applied to mold design and manufacturing. 
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1. I n t r o d u c t i o n 

Net shape manufacturing uses dies or molds to produce par ts in finished (net) 

or near-finished (near-net) dimensions.3 Injection molding, a net shape process, has 

been used extensively to produce components for appliances and consumer products 

due to its potential for high production rates and material, energy, t ime and labor 

conservation. Related investigations have conferred tha t this manufacturing process 

can reduce overall manufacturing costs . 2 3 ' 5 3 ' 5 4 

Molding product and process development includes product design, process 

design, mold design, and mold manufacturing process planning. Mold design is 

essential in molding product and process development, as evidenced by tha t (a) the 

cost and quality of a mold determines the cost and quality of a product and (b) molds 

are normally expensive and sophisticated.1 , 2 6 , : 2 9 '3 1 

Production has been increased by the widespread use of computer-based tools 

such as CAD, CAE, and CAM, in molding product and process development, 
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as well as mold design.2 8 , 3 6 '4 8 However, in practice, mold design is performed sepa­

rately from product design and mold manufacturing process planning. In addition, 

inefficient communication between individuals performing these activities results 

in long mold development t ime and incompatibility within the injection molding 

industry. 

Concurrent engineering has been employed in recent years to shorten the t ime 

to market, reduce product and development costs, and increase product quality 

by resolving relevant issues in the early stages of the development process.1 6 '4 4 '4 5 

Owing to its prominent role in molding product and process development, mold 

design is viewed as the most important application area for concurrent engineering, 

thus deserving extensive study. 

This chapter discusses how computer techniques and concurrent engineering 

methodology are applied to mold design and manufacturing. Concurrent engineering 

and business process re-engineering35 are first reviewed as the basis for developing a 

concurrent process for net shape product and process development as well as devel­

oping a concurrent mold development process. To develop a concurrent process, the 

conventional process is analyzed and represented in terms of an "as-is" model tha t 

indicates the process activities and their sequence. Using the "as-is" model, process 

re-engineering is performed with the output of a "to-be" model. To support the con­

current process practice, the functional requirements for computer aided concurrent 

net shape product and process development are identified. In light of these require­

ments, we propose a collaborative framework for a computer-based environment 

for concurrent net shape product and process development. Also discussed herein 

are the techniques for developing an application- or process-specific tool, such as a 

mold design system, in a computer aided concurrent net shape product and process 

development environment. 

2. R e v i e w of Bas i c C o n c e p t s 

This section reviews concurrent engineering as well as business process re-

engineering and business process modeling. They are used as the basis for concurrent 

process development. 

2 .1 . Concurrent engineering 

Concurrent engineering (CE) improves product marketability. In this section, we 

discuss the basics of concurrent engineering, its definition, importance, characteris­

tics, and implementation. 

In the late 1980's, concepts such as team design, simultaneous engineering, con­

current engineering, and integrated product and process development emerged to 

improve product quality and reduce the cost and time to market. They are all 

considered product development-related issues from conception to disposal, in a 

concurrent and integrated manner. 
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To clarify these concepts, the U.S. Institute for Defense Analysis (IDA) defined 
concurrent engineering as: 

Concurrent engineering is a systematic approach to the integrated, concurrent design 
of products and their related processes, including manufacture and support. This 
approach is intended to cause the developers, from the outset, to consider all ele­
ments of the product life cycle, from conception to disposal, including quality, cost, 
schedule, and user requirements.50 

Concurrent engineering requires that firms restructure their corporate organiza­
tion and redesign their engineering processes. It also adopts various management, 
reengineering process, system architectures, and information technologies.51'52 In 
practice, implementing concurrent engineering includes the following aspects: 

(1) Employment of a systematic approach to develop concurrent products and pro­
cesses. 

(2) Application of design principles and engineering methods to efficiently and effec­
tively optimize products and processes. 

(3) Use of multi-functional teams to carry out integrated product and process 
design. 

(4) Utilization of an integrated computer based engineering environment (i.e. com­
puter aided concurrent engineering environment). 

The first aspect indicates the management actions to improve the organizational 
procedures used to develop a product. In addition to providing better process oper­
ation, techniques for engineering process modeling and reengineering, engineering 
process control and coordination are employed to form a systematic development 
process. Methods such as Quality Function Deployment (QFD) constitute a system­
atic means of fulfilling the customers' requirements and transforming those require­
ments into engineering and production solutions, accounting for its extensive use in 
product development.16 

In product and process optimization, methods such as value engineering, 
cost estimating, failure mode effect analysis, statistical process control (SPC), 
and Taguchi method are employed to analyze and tune component and pro­
cess parameters for enhanced system performance, manufacturability, or maintain-
ability.7'18-21'27-46 

Multidisciplinary teams are the most significant elements of concurrent engi­
neering. A multi-functional team capable of achieving its goal should be structured 
properly and managed effectively.10 The design and structure of a group is a senior 
management function, while the daily operations of a team involves individuals from 
each product life cycle area and at different levels. 

An integrated computer-based engineering environment provides information for 
rapid and intelligent decision-making throughout the entire development process.9 
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The environment should provide tools for information management, such as an engi­
neering data management system (EDMS),43 computer-mediated communication 
utilities, e.g. E-mail and desktop conferencing systems, and group decision support 
systems, process control and coordination tools, and application tools such as CAx 
tools, and Design for X systems. 

2.2. Business process re-engineering 

Process re-engineering rationalizes and facilitates the engineering process concurrent 
in reducing excessive delay or costs. It consists of the tasks of process goal identi­
fication, problem identification and resolution, process rationalization and concur-
rentization, and validation as shown in Fig. 1. 

The first step of process re-engineering clarifies the goals of the process and 
ensures that the goals satisfy the corporate mission(s) and strategy(ies). Strategic 
analysis is performed to develop the strategy and methods for achieving the process 
goals. Similarly, the strategy for achieving the process goals should also meet the 
corporate strategy. A cause-effect diagram can be used for strategy analysis. 

^ r 

Problem 
Identification 

> r 

Resolution 
Analysis 

> * 

Rationalization 

1 

^ * 

Validation 

Process Goal 
Identification 

^ ' 

Strategy 
Analysis 

i 

< 

Corporate 
Mission 

1 
1 
1 
1 

V 

Corporate 
Strategy 

1 
1 
1 
1 

' 

Concurrentization 

Fig. 1. Steps of process re-engineering. 
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Fig. 2. Cause-effect diagram for problem identification and resolution analysis. 

Problem identification and resolution attempts to identify the problems in the 
process and analyze their causes. The resolutions, each of which may consist of 
one or several methods, are then developed to resolve the problem. Cause-effect 
diagrams are also used in the analysis. Figure 2 illustrates an example of a cause-
effect diagram for problem identification and resolution analysis. 

Process rationalization attempts to ensure that each activity in the engineering 
process contributes to be process goals. Value analysis is conducted on each activity 
by the following: 

(1) Identifying the functions of the activity. 
(2) Clarifying whether if the function helps achieve the process goals. 
(3) Identifying the reason for the existence of each activity. 
(4) Clarifying the importance of the output of the activity to its consumer(s). 
(5) Checking if this activity can eliminated or replaced. 

Other principles of process rationalization include the following: 

(1) Shortening the duration of activities. 
(2) Eliminating redundant activities. 
(3) Discarding non-value-added activities. 
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(4) Partitioning a complicated activity into simpler and more controllable sub-
activities. 

(5) Combining two series and closely related activities, and eliminating cycles.38 

Process concurrentization is conducted by analyzing how activities based on the 
input, output, and coordination information of activities are related. The relation­
ships between activities can be classified as sequential, concurrent or collaborative. 
The sequential relationship between activities defines a strict ordering relationship 
between two activities, where an activity should be fully executed before the next 
one. Activities with concurrent relationships are both the successors of a certain 
activity and do not interact with each other and, therefore, can be performed con­
currently. Activities with collaborative relationships should be performed coopera­
tively or collaboratively through information and knowledge sharing as a result of 
their strong interactions. 

Validation checks if the to-be process is acceptable and better than the as-is pro­
cess. Theoretically, process simulation and evaluation should be performed based on 
the parameters of quality, cost and time. However, since most engineering activities 
are non-procedural and the quality, cost, and time consumed heavily depend on the 
product complexities and actors' experiences, how to develop an evaluation model 
and determine the parameter values are still relevant issues.2 Since this research 
does not address these issues, validation at this stage is done by simply comparing 
the number of activities in the to-be and as-is processes and the number of steps in 
each of their activities. 

2.3. IDEFO and business process modeling 

A suitable process modeling method is required for engineering process analysis. 
Since engineering processes are part of enterprise business processes, for process 
modeling, an integral view should be provided from the perspective of enterprise 
modeling.19 Therefore, this section first reviews the principles of enterprise modeling 
and discusses a representative approach for engineering modeling. 

2.3.1. Enterprise modeling 

Enterprise modeling focuses mainly on supporting analysis of an enterprise. An 
enterprise can be viewed as a large collection of concurrent business processes exe­
cuted by a set of functional entities that contribute to the business objectives.59 

Enterprise modeling develops interrelated models to describe various facts of an 
enterprise by performing activities with methods to address some desired mod­
eling outcome.5 '24 '25,59 Functionality, behavior, organization, and information are 
the most common aspects used in modeling enterprises.19'25'59 Functional aspects 
define what must be done, behavioral aspects describe how and when something 
must be done, informational aspects indicate what data are used or produced and 
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their relationships, and finally, organizational aspects define who must do what, 
when and where.19 

Most representative enterprise modeling works include ISO work, CEN ENV 
40 003, CIMOSA, GRAI/GIM, PERA, ARIS, GERAM.59 Although having different 
concerns in an enterprise, most of these modeling works comply with the principles of 
enterprise modeling, such as separation of concerns, functional decomposition, and 
generically. Details of this work and additional principles can be found in Ref. 59. 

2.3.2. Integrated definition functional modeling method 

IDEFO, a part of the IDEF family of methods, is a structural analysis and model­
ing technique particularly designed to model the decisions, actions, and activities 
of organizations or complex and interrelated systems.42 IDEFO is also known as a 
functional modeling method for analyzing and communicating the functional per­
spective of a system owing to its ability to effectively assist system analysis and 
communication between the analyst and the customer. 

The result of IDEFO functional modeling is a hierarchical functional decomposi­
tion, consisting of five basic elements: functional blocks and input, output, controls, 
and mechanisms of each functional block. The functional blocks represent the activi­
ties and tasks of the system and process under investigation. Inputs to a function are 
materials transformed by the function. Outputs of a function are the results trans­
formed from the inputs by the function. Controls to a function are the constraints, 
criteria, or conditions governing the performance of the function. Mechanisms are 
the means used to perform or the resources used to support the function. 

IDEFO modeling is characterized by its hierarchical decomposition. Higher level 
activities imply more general and abstract concepts, which can be exploded into 
lower level activities representing more specific and detailed concepts. 

3. Concurrent Net Shape Product and Process Development 

This section presents the development of a concurrent process for net shape prod­
uct and process development using concurrent engineering and engineering pro­
cess improvement. The conventional net shape product and process development is 
first analyzed to identify the involved activities and their interactions. The analysis 
result (s) is denoted as an "as-is" model using Integrated Definition for Functional 
modeling (IDEFO) technique. Development process re-engineering is then performed 
based on the as-is model. The result of re-engineering is a "to-be" model that shows 
the concurrent net shape product design and process development. 

3.1. Net shape product and process development 

3.1.1. Net shape design and manufacturing 

Net shape manufacturing produces the final shapes of discrete parts to finish (net) or 
near finish (near net) dimensions that are obtained by using dies or molds. Related 
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manufacturing processes can be melt processes (such as die casting, sand casting, 
injection molding), shaping from powder (powder metal forming), and forming from 
sheet and billet. Depending on the specific process, the initial material may be a 
shapeless liquid or powder, a billet of simple geometry, or a sheet material of simple 
geometry. The final part generally has a relatively complex geometry with a well-
defined shape, size, accuracy, appearance, and physical properties. In contrast to 
metal removal processes where a sequence of discrete operations are performed to 
reach the final shape, the final shape in net shape operations is achieved through 
the geometry of a die or mold. 

Basically, manufacturing engineering for net shape manufacturing consists of 
two phases: process selection and process design. Process selection for net shape 
manufacturing is based on functional requirements, the geometry (shape, size, sur­
face finish, and tolerance), and the material (composition and heat treatment) of 
a part. At process design, decisions are made regarding the overall manufacturing 
maintenance and support costs associated with a specific product. These decisions 
heavily depend on the geometric characteristics of the part. A tremendous amount 
of heuristic and empirical knowledge is available and widely used.1'26 However, a 
problem that arises when using this knowledge in computer aided systems is the 
inability to completely and appropriately represent the complex geometry in ways 
deemed appropriate for reasoning about the manufacturing process. 

3.1.2. Activities of net shape product and process development 

Figure 3 shows the as-is model of net shape product and process development. 
Activities of net shape product and process development include conceptual design, 
preliminary design, process selection, design for net shape processes, process design, 
die/mold design, and die/mold manufacturing process planning. All activities con­
tain iterative decision-making based on empirical and scientific knowledge. In con­
ceptual design, a sketch or a conceptual product model is configured based on 
the product functional requirements. Preliminary design concentrates mainly on 
constructing the preliminary product geometry. The preliminary product geometry 
includes components that meet the product functional requirements, as well as their 
relationships. 

During process selection a particular process is constrained by factors such as the 
preliminary product geometry, lot sizes, equipment availability, tolerances required, 
material requirements, and desired mechanical properties of the final product. The 
designer, according to his/her experience and knowledge, assesses the manufactur­
ing alternatives. Basically, two principles are followed for process selection: (1) the 
decision to select a net shape process should be made by simultaneously consider­
ing the part, material(s), machine to be used, and tooling; (2) the process selection 
must be closely coupled with the design process. 

After a manufacturing process is selected, a detailed design or design for net 
shape process is performed to refine the preliminary product geometry into one 
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Fig. 3. The as-is model of net shape product and process development. 

which is functionally acceptable and compatible with the selected manufacturing 
process. This involves a wide variety of design expertise, engineering knowledge and 
the selected process. In additional producibility, factors affecting the life and cost of 
dies/molds and manufacturing process optimization are also considered to achieve 
higher quality, lower product costs and a shorter manufacturing cycle time. 

During process design, the manufacturing cycle time must be reduced, and the 
overall manufacturing maintenance and support costs associated with a specific 
product must be determined as well. These decisions depend heavily on the geo­
metric characteristics of the product and the results of the die/mold and tool design. 

Producibility and the cost of dies/molds are the major considerations in 
die/mold design. However, the product shape and process design affects such 
considerations. For example, the shape of injection mold cavities nearly comple­
ments the product shape. Similarly, the forming sequence for forgoing is determined 
based on the product geometry, indirectly affecting the geometry of the forming 
dies. Die/mold design involves similar operations in product design with additional 
requirements for numerical computations and checks. In addition, several questions 
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must be resolved during die/mold design: actual die/mold geometry, accounting for 
shrinkage and warpage, placement of the parting line relative to the part, locations 
and sizes of the gates, and specification of the operating conditions. 

Process planning for die/mold fabrication can be defined as systematically deter­
mining the detailed methods by which dies/molds can be manufactured economi­
cally. In general, the inputs to process planning are design data, raw material data, 
facilities data and quality requirement data. Both design and quality requirement 
data are defined and specified during die/mold design based on the product speci­
fications and requirements. 

3.1.3. Conventional CAD/CAM applications in net shape design 
and manufacturing 

Increasing the efficiency and quality of net shape product design and manufacturing 
by utilizing and developing computer-based tools have received extensive interest. 
According to Fig. 4, the applications of computer-aided design and manufacturing 
tools in net shape design and manufacturing can be classified into the following 
areas3: 

(1) Application of CAD tools for product preliminary design, die/mold design. 
(2) Computer-aided simulation of material flow to predict the die fill, defect forma­

tion and die stresses. 
(3) Application of artificial intelligence and expert system methodology in product 

design, process design, die/mold design, and die/mold manufacturing process 
planning. 

(4) Application of CAM for die/mold manufacturing. 

However, in practice, designers and engineers, separately and with different tools, 
conduct the net shape design and manufacturing tasks. Therefore, although a prod­
uct can occasionally be designed with CAD tools, other development tools cannot 
directly use the design results. Quite frequently, the product design meets the prod­
uct functional requirements but is not manufacturable. The lack of communication 
between design and manufacturing incurs numerous inconsistency problems in man­
ufacturing enterprises. Figure 4 also illustrates the sequential nature of the conven­
tional net shape product and process development procedure. Consequently, the 
iterative development process takes a greater amount of time due to the trial and 
error of each development activity and the difficulty of compromising the concerns 
of different aspects. 

3.2. Net shape development process reengineering 

Business process reengineering, concurrent engineering, and multi-functional team­
work are adopted in process reengineering. Development process reengineering pro­
vides a uniform standard for net shape product and process development to increase 
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Fig. 4. CAD/CAM applications in conventional net shape design and manufacturing. 

development efficiency and consistency. In this section, injection molding product 
and process development are used as examples of process reengineering. 

Based on the above, a concurrent development process is developed through the 
following steps: 

(1) Analyze the net shape development activities into levels of tasks. 
(2) Evaluate each task for its contribution to the entire process. 
(3) Adjust the process sequence based on the inputs and outputs to and from each 

task. 
(4) Analyze the relationships and interactions among tasks and classifying task rela­

tionships into "concurrent", "collaborative", and "sequential" categories based 
on the task interactions. 

(5) Develop a concurrent development model on the basis of the above results. 

Before performing reengineering, each development activity is further refined 
into different levels of tasks, as shown in Fig. 5, based on the as-is model. The prod­
uct design activity includes preliminary design, moldability assessment, parting line 
specification, and detailed design for injection molding. A material can be selected 
before the moldability assessment or during process design. Mold design involves 
parting line specification, mold preliminary design, cavity and core layout, molding 
feature layout, and cooling feature layout. 
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The process design includes selecting the material, as well as analyzing the mold­
ing, molding part dimension variation, and manufacturing cost. According to the 
mold geometry characteristics, planning the mold manufacturing process is clas­
sified into the cavity process, feed system process, cooling system process, stock 
machining process, heat treatment process, post process, and process sequencing. 

Value analysis is first performed on each task to ensure its contribution to the 
entire development process. Basically, the above tasks are required for the develop­
ment process. The next step is to adjust the sequence, as performed by analyzing 
the inputs and outputs involved in each task. Linking the inputs and outputs forms 
the process sequence. Figure 5 also shows the new development sequence. 

The preliminary design is a product model, which is the input to assess the 
moldability. The parting lines are initially determined when assessing the mold-
ability and specified after confirming it. The locations of parting lines also affect 
the cavity layout, subsequently impacting the detailed design for injection molding. 
Therefore, the input to molding layout and detailed design for injection molding is 
the preliminary product model with parting lines. Designs of the feed system and 
the cooling system are based on the molding layout. Molding analysis, variation 
analysis, and cost analysis are performed on product geometry or molding geome­
try based on the selected material(s). Cavity process planning, feed system process 
planning, and cooling system process planning are performed on the mold cavities, 
feed system, and cooling system, respectively. Finally, process sequencing is applied 
to the cavities, feed system, and cooling system. 

The interactions or relationships among the development tasks are identified 
by analyzing the input, output, constraints, and knowledge to, from and employed 
in each task. Figure 6 shows an interaction matrix that indicates the interactions 
among the molding product and process development tasks. The interaction symbol 
at the upper-left corner of each column-row intersection refers to a situation in which 
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Fig. 6. Interaction matrix for some of the product and process development tasks. 

the task of this column influences the row task. The symbol at the bottom-right 
corner of each intersection refers to a situation in which the row task influences 
the task of the column. A dotted circle denotes a strong influence between tasks, a 
blank circle represents a medium one, and a triangle is a weak one. 
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The interaction matrix classifies the relationships between the tasks as either 
concurrent or collaborative. Tasks with concurrent relationships are the successors 
of a certain task and do not interact with each other, thereby allowing them to be 
performed concurrently. Tasks with collaborative relationships should be performed 
collaboratively owing to their strong interactions. Examples of concurrent tasks are 
detailed mold design, feed system design and cooling system design. Examples of col­
laborative tasks are preliminary design and moldability assessment. Figure 7 depicts 
the concurrent net shape product and process development model developed based 
on the task sequence and interaction matrix. As parting line specifications affect the 
cavity layout and moldability assessment, it should be performed collaboratively by 
the product designer and mold designer. 

One of the characteristics of this concurrent process is the possibility of reducing 
development cycle time. For example, instead of waiting for a complete mold design, 
cavity process planning, feed system process planning, and cooling system process 
planning can be performed right after their corresponding, preceding tasks are fin­
ished. The other characteristic of this concurrent process improves the development 
quality because all of the potential problems are considered, reviewed, and resolved 
during the collaborative development. 

4. Concurrent Mold Development Process Development 

This section presents the development of a concurrent process for mold development 
by applying concurrent engineering and engineering process improvements. Similar 
to that for net shape product and process development, the conventional mold design 
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The input to the mold design process is a product model. Before mold design, 
the product geometry is modified to account for material shrinkage that occurs 
during the processing operation. Shrinkage is the dimension to which a cavity and 
core should be fabricated to produce a part of desired shape and size. Basically, 
the shrinkage rate is a function of the material properties, mold temperature, part 
thickness, injection pressure, and melt temperature. 

The cavity layout process begins once the product model has been modified 
to reflect the shrinkage allowance. In developing a cavity layout, whether or not a 
single- or a multiple-cavity mold should be used must be decided. Also considered 
are factors such as period of delivery, quality control requirements, cost of the 
moldings, polymer used, shape and dimensions of molding, and injection molding 
machine capacity. 

Once the cavity layout is decided, the location and type of gating for the product 
is determined. A gate is a smaller cross section from which the molding can be easily 
separated from the runners. The positioning and dimensioning of gates are critical 
for achieving the required properties and appearance of the molding. Similarly, 
for mold construction, the gates must be located so that material fillability and 
uniformity are ensured. In principle, the gates are located at the thickest part of the 
molding, preferably at a spot where the function and appearance of the molding are 
not impaired. Furthermore, the gate must be located so that weld lines are avoided. 
Gates should always be made small at the start because they can easily be made 
larger, but cannot be easily be reduced in size. 

Designing the runner system is the next step. Designers work to design the 
smallest, adequate runner system to maximize efficiency in raw material use and 
energy consumption in molding. Runner size is generally constrained by the amount 
of pressure drop and the injection capacity of the machine. 

Forming the transition from the hot molten thermoplastic to the considerably 
cooler mold, a sprue is seen as a part of the flow length of the plastic and must be of 
such a dimension that the pressure drop is minimal and its ability to deliver material 
to the extreme out position is not impaired. The starting point for determining the 
sprue size is the main runner, and the outlet of the sprue should not be smaller 
than the runner diameter at the meeting section. 

The gates, runners, and sprue are added as molding features. During molding 
feature design, commercial software for flow analysis is available for use to (1) min­
imize molded stress in local areas, (2) help determine gate location to provide the 
desired fill pattern, or (3) facilitate the positioning of weld lines and meld lines in 
areas where they impact the product function the least.36 '48 '53 '54 

When the number of cavities and cavity layout is optimized, the minimum 
mold base size required is selected to accomplish the proposed layout. Informa­
tion such as the expected cavity insert sizes and other criteria such as the pro­
posed type of runner layout may be required. The criterion generally used to 
establish the overall size of the mold base is that the ejector plate must com­
pletely cover, or contain within its bounds, all of the part cavity area in the 
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design. The standard mold bases are now available in commercial CAD/CAM 
systems. 

Determining the parting lines is a major task in mold design. Doing so requires 
examining the following points: (1) flow pattern, overflows or gate area and location, 
(2) the presence of slides, cores, and inserts, (3) the desired shape or appearance 
at the parting line, and (4) critical dimensions, as well as trimming or machining 
operations. 

To remove molding from the mold, certain geometrical considerations must be 
made. First, the molding should have no undercut sections that would lock if it is 
pulled from the mold. Undercuts cannot always be avoided from the design. Then, 
movable cores or slides must be used. However, changes in part design should be con­
sidered to simplify the mold construction and reduce the number of slides or cores. 

All surfaces in line with the mold opening direction must have a certain draft 
to facilitate ejection of the molding from the mold. The draft required is deter­
mined primarily on the material properties, geometry, tolerance requirements, local 
shrinkage rate, and location of the parting. It also depends on whether or not a 
machining operation is performed on the part after the molding operation. 

A sharp corner in a mold causes both stress concentration and material filling 
problems. Hence, rounding external corners and filleting internal corners are neces­
sary in molding design as well as in mold design. The proper radius of the corner 
or fillet is based on the material properties and geometry. 

An important aspect of mold design is the provision of adequate cooling arrange­
ments. The cooling system, which is an essential mold feature requiring special 
attention in mold design, should ensure rapid and uniform cooling of the molding. 
In the design of mold components and the layout of guides and ejectors, allowances 
should be made for proper size and positioning of the cooling system.18'22 Tools are 
also available, in the form of cooling analysis programs, to recommend a cooling 
system design. 

Venting is done using small gapes or vents provided in the mold parting lines, 
or other small channels in the mold (i.e. around the ejector pins and cores). Vents 
must be provided at the end of the flow path(s). 

Once the cooling system has been designed, remaining components such as ejec­
tor pins, support pillars, and parting line locks, may be incorporated into the mold 
design. Libraries of mold component parts are now available to either (1) create 
components, depending on their specific dimensions, or (2) retrieve components on 
file in the database. 

4.2. Computer applications in mold design and manufacturing 

Computer-Aided Design and Manufacturing (CAD/CAM) technology has signifi­
cantly impacted mold design and manufacturing. With CAD tools, designers can 
create mold geometry much faster using corresponding product geometry. Moreover, 
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engineers can evaluate the performance and producibility of the components as well 
as the mold itself by assessing the relative images of alternative designs. 

Although initially used only for mold design, drafting, analysis, and program­
ming CNC machine tools, CAD/CAM is currently used also for mold manufacturing 
process planning, inspection, as well as quality control, machine tool control and 
monitoring. The merits of using CAD/CAM systems include productivity improve­
ment, quality enhancement, turnaround time improvement, and more effective uti­
lization of scarce resources. 

With the increasing demand for capabilities to meet the requirements of com­
plicated mold design and manufacturing activities, CAD/CAM technology has sig­
nificantly progressed. Four major applications for CAD/CAM in mold design and 
manufacturing are as follows: 

(1) Design and drafting: Most CAD tools are highly effective for part and mold 
design as well as drafting. Several modeling methods are available, including 
feature-based design, parametric design, and variation design. In feature-based 
design, a product is constructed, edited, and manipulated in terms of fea­
tures with certain spatial and functional relationships. Variation design allows 
a designer to analytically define product geometry and engineering specifi­
cations using constraints without concern for the order in which constraints 
are placed or solved. In addition to offering more geometric oriented and spe­
cialized approaches to handle constraints on the geometry, parametric design 
also allows families of components to be represented as a single parameterized 
model. 

(2) Analysis: Tools are available to determine how well the mold works in practice 
by simulating the flow of a material inside the cavity using analytical models. 
The resulting flow lines, stresses, temperatures, and forces evaluate the quality 
of the mold, possibly providing further insight into the life of the mold and/or 
reasons for failure or wear. 

(3) Inspection and verification: Conventionally, inspection was performed by skilled 
technicians. Approval for the mold, or the final part or model is generally deter­
mined by producing a finite number of parts and individually inspecting them. 
Currently, coordinate measurement machines are used to monitor the dimen­
sional quality of the part, or mold cavity, or model; otherwise, an electrode is 
used to make the mold cavity. With a connection to the CAD/CAM system, 
the planning of inspection and verification can be performed to significantly 
improve the effectiveness of product and mold quality control. 

(4) Mold making: Manufacturing functions provided by CAD/CAM systems that 
are related to mold making, include NC program generation, machine tool con­
trol (either a wire or plunge EDM, or a milling machine), and robotic control. 
Some systems may provide functions for handling material management (bills of 
material), estimating the mold fabrication cost, and communicating with other 
business functions. 
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4.3. Mold design process re-engineering 

The proposed concurrent mold design process is based on three principles: (1) a sys­
tematic development process, (2) concurrent design, and (3) computer-based design. 
A systematic development process provides uniform practices for mold development 
to increase development efficiency and consistency. Concurrent design is referred 
to herein as all mold life cycle issues are considered and reviewed throughout all 
phases of the development cycle. The merits of this practice include enhanced qual­
ity by defining the requirement earlier and operations involvement, reduced cycle 
time by minimizing development iterations, and reduced cost through improved 
producibility as well shorter schedules. Successfully implementing computer-based 
design would facilitate the practice of (1) and (2) by providing computer-based 
tools. 

Based on these principles, the concurrent mold development model is developed 
through the following steps: (1) identifying and classifying the mold development 
activities and tasks into levels of detail, (2) analyzing the relationships among these 
activities and tasks classified in the previous step, and (3) establishing a mold 
development process flow based on the interactions between activities and tasks. 

Figure 9 shows a matrix that denotes the interactions among the mold devel­
opment tasks. Tasks in the row and column headers are mold development tasks 
identified from process capture and characterization. The interactions symbols at 
the upper-left corners of column-row intersections represent the tasks influenced 
by the task of the column and are termed influencing symbols. The symbols at 
the bottom-right of intersections, which denote the tasks influencing the task in 
the column, are referred to as influenced symbols. A dot circle represents a strong 
influence, a blank circle indicates a medium influence, and a triangle indicates a 
weak influence. Weights are assigned to the interaction symbols, such as strong = 
5, medium = 3, and weak = 1. For each column, the influence factor is calculated by 
subtracting the sum of influenced value from the sum of influencing value. A task 
with a large influence factor is more decisive and thus performed earlier because 
it influences a great number of other tasks; however, it is itself less influenced by 
other tasks. According to the interaction matrix, a main process flow, consisting of 
pre-molding process activities, molding layout, feed system design, cooling system 
design, venting design and ejector selection, can be identified (see Fig. 10). 

To ensure moldability of the product, product moldability is assessed before 
mold development to check whether the wall thickness and flow length are feasible, 
whether the part runs on available molding equipment, and what is the anticipated 
production cost of the product. Product geometry must occasionally be modified 
to make it moldable. The product geometry is then reconstructed to account for 
material shrinkage. 

Molding layout consists of determining the number of cavities, parting line 
design, cavity layout, mold base selection, and detail molding design. The number 
of cavities, i.e. a decisive factor for cavity layout, is determined by the molding size 
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Fig. 9. Interaction matrix of mold development tasks. 

and weight, period of delivery, as well as molding machine capacity and budget. As 
parting line determination and cavity layout are related, they should be performed 
collaboratively. The parting line design itself includes the operations of parting 
line specification and undercut detection. Parting line specification and undercut 
detection should be performed iteratively to ensure product ejectability. Mold base 
selection is determined primarily by the result of the cavity layout, and is performed 
after cavity layout. Detailed molding design includes draft, round and fillet design. 
As they are somewhat independent of each other, they can be done concurrently. 
Mold base selection and detailed molding design are performed concurrently for the 
same reason. 

Feed system design includes sprue design, gating design and runner design. 
According to the interaction matrix, the sprue influences the gating design slightly 
and influences runner design moderately. The influence of the gating design on the 
runner design is negligible. Consequently, they are performed in the sequence of 
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Fig. 10. Concurrent mold development process. 

sprue design, gating design, and runner design. However, this sequence may not be 
necessarily followed because the influences are not strong enough. 

The cavities should be arranged around the primary sprue so that each one 
receives its full and equal share of the total pressure available through its own 
runner system. As the molding feature design depends largely on the cavity layout, 
feed system design is performed after cavity layout. 

According to the interaction matrix, sprue design, gating design, and runner 
design influence cooling system design, therefore, they are performed after feed 
system design. 

5. Design of Computer-Aided Concurrent Net Shape Product and 
Process Development Environment 

Due to the numerous and complicated interactions among the concurrent develop­
ment activities, a computer-based environment must be developed to coordinate the 
tasks in an integrated manner and to support the decision making at each develop­
ment stage. In this section, we propose a framework for a computer-aided concurrent 
engineering environment that can support the concurrent net shape product and 
process development process discussed in the previous section. 

5.1. Functional requirements identification 

With companies operating at multiple sites and with the increasing emphasis on 
internationalization, an environment must be created that allows geographically 
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dispersed team members to work on net shape product and process development 

activities both interactively and simultaneously. Satisfying this requirement neces­

sitates communication, information and knowledge sharing, managing product and 

process data, and coordinating development activities across wide-area networks. 

Therefore, such an environment should provide (1) tools for net shape product 

life cycle design and (2) the ability to empower virtual teams by enabling them 

to collaborate by sharing product da ta and process knowledge. Functional require­

ments of this environment are further discussed as follows. 

(1) Advisory tools to design a product through its life cycle: Concurrent net shape 

product and process development require simultaneously resolving many product 

life cycle issues to achieve technically and economically sound product and process 

designs. Owing to the diversity of team members ' expertise, the complexity of task 

interactions, and the involvement of creativity and intuition, not all development 

knowledge can be formalized and used in a computer-based system. Therefore, fully 

automating the practice of concurrent net shape product and process development 

would be impractical and infeasible. Consequently, it is more reasonable to facilitate 

the work of teams of professionals, and not to automate the role of some. This can 

be done by providing development systems with a bet ter net shape product life 

cycle with well-integrated, special purpose advisory tools and functions. 

(2) Communication and information sharing capabilities: Concurrent engineering 

is an integrated and collaborative process, where individuals in different disciplines 

collaborate to specify, design, and manufacture products through coordination, com­

munication, and negotiation. Ensuring the success of the collaborative process is to 

completely understand the product and process information tha t can be shared by 

all members of the product development team. 3 7 ' 5 8 Information shared in a concur­

rent engineering environment includes design and process knowledge, product data, 

and process status, which are distributed through various information repositories 

such as knowledge bases and databases, mail and message libraries, and file and 

document libraries in the form of text , graphics, images, formulas, CAD data, and 

multimedia data . 5 6 

An environment tha t allows information sharing should provide facilities for 

team members to (1) archive and exchange ideas, (2) access and send development 

s tatus , and (3) relate development results to the work of other team members. 

(3) Product data management: Product da ta involved in net shape product and 

process development include product models, tool (i.e., die and molds) models, 

process plans, product structures, engineering documents, and da ta files (e.g. IGES 

files). To facilitate information sharing and development control, product da ta man­

agement is required to provide version and access control for the product da ta as 

well as maintain the relationships between the product and related documents. 

Owing to the differences in representations, structures, and contents of da ta in dif­

ferent application systems, there is a need to provide an effective means of sharing 

and exchanging product da ta among applications and organizations by refining the 
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product models and maintaining the association between the refined models. This 
function involves the generation of application-specific geometry, propagation of 
product requirements and specifications, as well as the establishment and mainte­
nance of the association between application models. 

(4) Project management and process control: Concurrent net shape product and 
process development is conducted when a new product must be developed. Mem­
bers in the development process work collaboratively on a limited project within a 
consensus time frame, with a common goal and well-defined responsibilities. There­
fore, the development process is normally managed as a project.8 Concurrent net 
shape product and process development is itself a complicated development pro­
cess. Therefore, the ability to control and coordinate process activities is required. 
Since product data are the output of process activities, process control and product 
data management must be applied in an integrated manner. To properly control the 
process, mechanisms must be put in place to describe and manage the following: 
(1) how tasks and operations influence the product data and models, (2) how mod­
ifications on a product model affect the related process activities, (3) who should 
be notified when a product modification occurs, and (4) how to propagate changes 
to the affected product models.57 

5.2. The distributed product and process development system 
framework 

This section presents the requirements of the system framework for concurrent net 
shape product and process development. The concept of "allied concurrent engi­
neering" is discussed in detail. A collaborative model is then proposed for allied 
concurrent net shape product and process development. Based on a collaborative 
model, a distributed system framework for net shape product and process develop­
ment can be developed. 

5.2.f. Allied concurrent engineering (ACE) 

With advances in communication and computer network technologies, the "Virtual 
Corporation" concept20 has emerged as a promising business strategy to maintain 
global competitiveness. The practice of "virtual teaming"17 and "allied concurrent 
engineering"15 are also conducted in product and process development. 

Allied concurrent engineering is an effective means of integrating resources from 
different enterprises to overcome the difficulties faced by conventional engineer­
ing approaches. Allied concurrent engineering is a distributed and collaborative 
engineering process, where individuals from different disciplines and different enter­
prises cooperate to design a product and develop related processes through remote 
coordination, communication, and control. An allied concurrent engineering pro­
cess possesses the properties of product-centered and dynamic-configurability, 
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project-based, flexibility and heterogeneity, hierarchical and recursive 
structure, distributed and cooperativeness.15 

Since allied concurrent engineering is managed on a project basis, such a project 
may consist of one or more processes, each subsequently formed by one or more 
activities. 

An activity can be a real activity, collaborative activity or virtual activity. A real 
activity is conducted by a prime enterprise that owns the process. A collaborative 
activity is conducted collaboratively by the process owner with one or more allied 
enterprises. A virtual activity is conducted entirely by one or more allied enterprises. 
A real activity can be a primitive activity by an individual or a team activity if it 
is performed by an organized group of individuals. Similarly, a virtual activity can 
be a virtual primitive or virtual team activity. 

Processes are also classified into real processes, collaborative processes and vir­
tual processes. A real process consists of one or more real activities. A collaborative 
process consists of at least one real activity and at least one collaborative activity 
or virtual activity. According to the above classification, an allied concurrent engi­
neering project can be defined in terms of a hierarchical structure as depicted in 
Fig. 11, which reflects the characteristics of virtual enterprising. 

5.2.2. Collaborative system framework 

Based on the hierarchical process model, a concurrent net shape product and process 
development environment can be established in a top-down layer by layer manner. 
The system configuration shows the allocation of system components to nodes in 
a structure that reflects the physical and geographical configuration of the allied 

RP - Real process RA - Real activity TA - Team activity 
CP - Collaborative process C A - Collaborative activity VPA - Virtual primitive activity 
VP - Virtual process V A " Virtual activity VTA - Virtual team activity 

PA - Primitive activity PWA - Personal work area 

F ig . 11 . A h ierarchica l s t r u c t u r e of concu r r en t eng ineer ing process . 
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Fig. 12. System configuration for product and process development. 

concurrent engineering process. The entire system is configured as levels of a client 
server structure that reflects the hierarchical structure of the allied concurrent engi­
neering processes (Fig. 12). 

In this configuration, a server node contains the components of a data manage­
ment server, a project and system management server, and an information-sharing 
server. Each client node is equipped with a personal work area that contains modules 
for communication, entity management and information sharing as well as advisory 
tools for product life cycle activities. The outputs of the advisory tools are managed 
by the entity management module and supported by a knowledge base. 

Based on this configuration, we propose an illustrative example of the system 
framework for a computer-aided concurrent net shape product and process devel­
opment environment. Figure 13 displays the user's view of the proposed framework, 
mapped onto a functional system diagram. The diagram shows functions for com­
puter aided concurrent engineering (indicated by rectangular boxes) and two kinds 
of containers: physical containers (indicated by plain rounded rectangular boxes) 
and logical containers (indicated by bold boxes with rounded corners). A physical 
container represents a product or process item that can be viewed in the operating 
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Fig. 13. The framework for a concurrent net shapes product and process development 
environment. 

system when files are listed; a logical container represents a conceptual work area 
or location that does not appear in the operating system. 

The functional ingredients of the proposed framework include functions for 
project and system management, as well as engineering data management as dis­
cussed below: 

Project and system management 
Project and system management provides functions primarily for a project manager 
to set up and manage an engineering project and track the product and process data 
items. It includes modules for product and process item definition and management, 
project planning and management, as well as system configuration and management. 
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(1) Product and process item definition and management: The mechanisms for prod­
uct and process item definition are used to create an enhanced product structure 
by logically defining the components in a product and their related process data. 
The enhanced product structure can be managed by using management func­
tions such as data item browsing, product structure implosion and explosion, 
and status viewing. 

(2) Project planning and management: Regarding the enhanced product structure 
and using of project planning and management functions, a project leader can 
define the sequence and schedule process activities, define information flow along 
the process by associating product and process data items with process activi­
ties, and define the project team and authority of each member. 

(3) System configuration and management: The system configuration and manage­
ment module provides facilities to configure the overall engineering data man­
agement framework based on the process structure. This module also supports 
functions to specify and interface application systems with the engineering data 
management system. 

Project and system model library management 
After product definition and process configuration, a product model and a process 
configuration are created and maintained in a project and system model library 
using the Model Construction and Maintenance function. To support engineering 
data management and project management, several models can be derived from 
the associated product and process model using functions such as data dependency 
management, activity dependency management, information flow model manage­
ment, and activity-data association management. A system configuration model is 
also created and maintained in the library to support system management after 
system configuration. 

Data management 
Data management handles engineering data that are shared during engineering 
process operations. It includes activity work area service, information service, and 
library management modules. 

An activity work area service can be viewed as the activity agent for the project, 
which provides functions for information sharing, communication and entity man­
agement. Information service provides an effective means of sharing and exchanging 
product data among applications and organizations so as to meet the requirements 
of a heterogeneous environment. It may work independently of the implemented 
information repositories and collaboratively with other information management 
modules to form distributed information systems. Library management provides 
mechanisms for team library access and maintenance, which are supported by the 
underlying data access management, product structure management, as well as 
change management and notification functions. 
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Levels of logical containers 
After project planning and system configuration, a project and system model library 
and project installation are established. The former contains engineering process 
models, project activity models and system configuration models of a project. The 
latter consists of activity work areas and data repositories such as bin, workbench, 
and library as the logical work areas for the project. 

An activity work area is a logical workspace for an activity. An activity work 
area, which can be used by an individual actor or shared by a team or a virtual 
team, corresponds to an engineering process activity. Activity work areas are pri­
vate, where the data within cannot be shared unless it is released to the team 
library. 

A workbench is the logical space where a team member performs tasks as part 
of a development activity. Entity management entails controlling what is on and off 
the workbench. Bins are private storage areas for an activity of the process. A team 
member working in an activity can organize and control the work by taking things 
off the workbench and storing them in a bin. Bins allow the storage of a number 
of types of data. An engineering data library is a group storage area managed by 
library management functions to share data among the members of a development 
team. Levels of engineering data libraries can be installed to support levels of allied 
concurrent engineering activities. 

The logical containers mentioned above may also contain physical product and 
process items such as process models, system configuration models, product models, 
application models, engineering plans, engineering documents, and data files that 
are shared in concurrent product and process development. 

Advisory tools 
The environment contains four integrated advisory tools to support concurrent net 
shape product and process development. They are the product design advisory 
tool, the process design advisory tool, the mold design advisory tool, and mold 
manufacturing process planning advisory tool. Each of them can perform on-line 
design advisory or off-line design assessment concurrently with other related tasks 
through task coordination and process management. 

A knowledge server supports the advisory tools. A knowledge server focuses 
mainly on supporting the client applications and the coordination of these appli­
cations. It contains five knowledge bases: the product design knowledge base, the 
mold design knowledge base, the process design knowledge base, the process plan­
ning knowledge base, and the process coordination knowledge base. Each knowledge 
base contains several knowledge modules corresponding to the tasks of each design 
activity. These knowledge modules can work collaboratively and concurrently by 
using knowledge abstraction and conflict resolution. The function of the coordi­
nation knowledge base is two-fold: (a) coordinating the sequence of development 
activities and (b) resolving conflicts between the activities. 
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6. Computer Techniques in Development of Design Advisory Tools 

Computer-based tools and systems for information management, computer-
mediated communication, process coordination and control, and tool integration are 
commercially available to support the team-oriented product and process develop­
ment. Related investigations have developed process-specific or application-specific 
tools capable of providing application- or process-specific guidance to help meet 
product life cycle requirements. Most of the tools are analogous to design for man­
ufacturing and design for assembly.7'11'13'41 

Development of process- or application-specific tools for concurrent net shape 
product and process development utilizes product and tool design rationales, net 
shape manufacturing technologies, concurrent engineering methodologies, and com­
puting technologies in an integrated manner.12 '13 '39,40 More specifically, it involves 
activities that use design and manufacturing knowledge, data and computer-based 
tools to generate product and tool geometry, and to perform engineering analysis. 
Therefore, an environment capable of supporting computer-aided concurrent net 
shape product and process development must be able to manipulate knowledge, 
data, and geometry in an integrated manner as well. 

Developing such systems requires analyzing and modeling geometry, data and 
knowledge involved in the process- and application-specific activities of product 
and process development, as well as modeling mechanisms to manipulate these ele­
ments. This section presents the techniques for development such systems, including 
geometry modeling, data modeling, knowledge modeling, and system modeling. 

6.1. Knowledge modeling 

Most activities related to net shape product and process development are highly 
skill-intensive and require a wide variety of design expertises and knowledge of the 
manufacturing process. Owing to that automatic product and process development 
are still far beyond current technology, a more reasonable approach would be to 
provide rules or guidelines to prevent a conflict of the results of each development 
activity with the development constraints. 

Knowledge modeling includes knowledge capturing, knowledge representation, 
and knowledge abstraction. Knowledge involved in net shape product and process 
development can be obtained by refining the constraints on the tasks of the con­
current process model developed during the process reengineering stage. Most of 
the knowledge captured via constraint refinement and analysis consists of univer­
sal principles and guidelines without regard to individual shops or machines. Such 
universal knowledge is normally presented in handbooks and textbooks. However, 
in industry, design and manufacturing knowledge is largely experience-based and 
shop- or even machine-specific. Using various methods of collection, e.g. observa­
tion, and interviews, and studying factual documents allows us to identify this type 
of knowledge. 
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Herein, we use this knowledge by applying a method to transform the da ta from 

the above knowledge collection methods into design and manufacturing rules. The 

proposed method depends on a form of progressive structuring of the descriptions 

containing the things until short, factual s tatements are produced. Then, a semantic 

network is used to generalize the facts to produce the rules. The steps of this method 

are as follows: 

Step 1. Reduce the text into factual sentences in the form noun-verb-noun. 

Step 2. Draw a semantic network with the sentences created. 

Step 3. Generalize the semantic network by classifying the occurrences. 

Step 4. Transform the generalized semantic network into production rules. 

Most of the knowledge involved in product and process development can be 

represented in terms of production rules. However, to facilitate the management 

of knowledge, the knowledge is classified into a knowledge hierarchy, with knowl­

edge units corresponding to the tasks or activities of the development process. Each 

knowledge unit in the knowledge hierarchy is represented as a knowledge object, 

which is an abstraction of the rules behind the knowledge unit. The hierarchical 

relationships between the levels of knowledge objects are defined as methods in the 

upper level objects. The lower level objects are instanced by activating correspond­

ing methods in the upper level objects. 

Knowledge abstraction a t tempts to facilitate the management of a massive num­

ber of production development rules and to integrate knowledge with da ta and 

geometry. The basic idea is to group related rules and conceal the details of these 

rules by representing them in terms of a concept. The concept can be defined as an 

object consisting of an object name, at t r ibutes, and methods. The object name is 

the name of the concept, the at t r ibutes are the properties of the concept, and the 

methods define the behavior of the concepts. Objects working towards a common 

goal can be further defined in terms of a higher level concept. 

The knowledge objects in the lower level of the knowledge object hierarchy are 

used for real assessment or evaluation by running relevant production rules, while 

the knowledge objects in the higher levels are primarily for planning, monitoring, 

and controlling the lower level knowledge units via methods or planning rules. In 

the hierarchy, an activity knowledge object is responsible for planning, activating, 

and monitoring its subordinate modules. However, in addition to being responsible 

for planning and monitoring the subordinate tasks, a module object also plays a 

role in resolving conflicts between tasks. The assessments, evaluations, or planning 

are performed by the operations—search and evaluation, which activate relevant 

rules and are closely monitored by task objects. 

All rules are stored in a production rule repository and controlled by their cor­

responding knowledge objects, which can be viewed as the abstraction of those 

rules. Similarly, these knowledge objects can be grouped and represented in terms 

of higher-level knowledge objects. The characteristics and behaviors of these knowl­

edge objects are defined as the at t r ibutes and methods of these objects, respectively. 
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Fig. 14. An example of knowledge abstraction. 

Figure 14 presents an illustrative example of knowledge abstraction (Lee et al, 
1998). The knowledge for cavity process planning is a knowledge object consisting of 
an object name, attributes and methods. The attributes define the type and the class 
of the knowledge object and the methods define the pre-processes, post-processes, as 
well as the tasks of cavity process planning. The feature_maping, modeLrefinement, 
and cavity_model_construction of pre-processes are methods performed by C + + 
functions and others are performed by production rules. The C + + functions exist 
in a method library, while the production rules are in the rule repository. Each 
method of the cavity process-planning object instances a corresponding knowledge 
object of lower level tasks when it is fired during planning. In this example, a process 
selection knowledge object is instanced by the process_selection task method. The 
operation methods of the process selection object activate rules in the rule repository 
to select a specific feature process. 
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6.2. Geometry modeling 

Product and process development can be viewed as a means of creating a manufac-

turable product model and transforming the product model into a manufacturable 

mold model. The entire process involves geometry creation and modification. Most 

of the decision making in product and process development is based on an under­

standing of the product geometry or tool geometry. Therefore, capabilities to sup­

port geometric reasoning on product geometry and tool geometry are also required. 

The geometry modeling process involves (1) identifying of the geometric elements 

involved in product and process development, (2) developing a semantic geometric 

representation for high-level reasoning, and (3) converting the semantic geometric 

representation into an object-oriented model. 

The elements used to define a product or a tool include geometric entities, 

entity relationships and technical data . Geometric entities and entity relationships 

are used to describe the geometric characteristics of a product or a tool. Geometric 

entities form a hierarchical s tructure of a product or a tool. Enti ty relationships 

are binary relationships used to define the spatial and dependency relationships, or 

the connectivity between entities. The technical da ta are basically product or tool 

functional specifications. 

These elements can be identified from the inputs and outputs to and from the 

tasks of the concurrent process model. A challenge in developing a product or a 

tool model is to clarify and represent the complex relationships among the geo­

metric entities and diverse types of product and tool definition data. To support 

decision making based on high-level information about geometric entities and their 

relationships, product or tool geometric entities and their relationships must be 

defined in a semantic manner to provide the explicit and unambiguous high-level 

information required in these applications. As semantic models can explicitly and 

semantically represent the relationships among data , 2 2 ' 4 9 they are employed to con­

ceptually model a product with the following results: (1) the representation of prod­

uct or tool geometric entities, their properties, relationships, and functions, (2) a 

wide definition of da ta and entity relationships, and (3) representation of semantics 

sufficient for all levels of application. 

According to the semantic representations, an object-oriented model is developed 

using object-oriented techniques. The principles for converting a semantic structure 

into an object diagram are as follows: 

(1) The geometric entities and entity relationships in the semantic structure are 

represented as objects in the object diagram. 

(2) The "part_of" hierarchical relationships in the semantic structure become 

"aggregate" relationships in the object diagram. 

(3) The "is_a" relationships in the semantic structure become "generalization" rela­

tionships in the object diagram. 

(4) The remaining relationships in the semantic structure become associations in 

the object diagram. 
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(5) Product definition data are embedded in geometric entity objects as attributes 
based on the relationships defined in the semantic product definition data 
model. 

6.3. Data modeling 

The design of the net shape product and process is governed initially by its intended 
function and second by the specific limitations of the manufacturing process. The 
material properties to be used and the engineering aspects of the product design and 
tool design are added factors. Consequently, designing the net shape product and 
process requires not only further insight into the selected manufacturing process, 
product, and tool design, but also a thorough knowledge of material properties and 
machine capacities. For this reason, in addition to providing product design and 
process development knowledge, information must also be provided on material 
properties and machine capacities. 

The steps of data modeling include: (1) data identification, (2) data analysis, 
(3) data classification, and (4) data representation. 

Data entities and the attributes involved in product and process development 
are identified from resources of the concurrent process model and rules identified 
by knowledge modeling. Data analysis aims to identify the relationships between 
data entities. The analysis is also performed with the rules derived from knowledge 
modeling. The entities and their relationships can be represented in an Entity-
Relationship (E—R) model,14'30 where entities are represented as rectangular boxes, 
with the name of each entity inside the box. Relationships between two or more 
entities are indicated by a diamond-shaped box, labeled with the names. Lines to 
the entity boxes for the entities participating in the relationship in question connect 
each relationship box. Each line is labeled "one" or "many" to indicate whether the 
relationship is one-to-one or many-to-many. 

Most commercially available database systems are relational databases and are 
effective for storing table-type persistent data. However, they cannot adequately 
support tasks requiring dynamic reasoning. Developing the E-R model facilitates 
the implementation of a relational database as a data repository that can provide 
information for creating data objects. Moreover, the E-R model clarifies object-
oriented data model development. 

The object-oriented data model is obtained from the conversion of the E-R 
model, where the data entities in the E-R model become the classes in the object 
diagram. The entity relationships become the associations between classes. Some of 
the classes can be further categorized into a class hierarchy. 

6.4. Integration of knowledge, geometry and data 

Based on the object-oriented modeling concept, the relationships between geometric 
entities and knowledge units can be established by defining methods in geometry 
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objects for knowledge activation. When the method is activated, a corresponding 
knowledge object is instanced to perform certain operations on the geometric entity 
through running rules belonging to the knowledge object. Similarly, data can be 
closely related to knowledge objects through defining methods for activating relevant 
data objects from knowledge objects. 

A geometric object consists of product definition data attributes and methods 
for geometric model construction and knowledge object activation. A knowledge 
object consists of attributes of the knowledge unit itself and methods for data object 
activation and production rule activation. The attributes defined in data objects are 
information required by production rules belonging to knowledge objects to which 
the data object is associated. Methods in data objects are the mechanisms used to 
retrieve data attributes from database systems. 

7. Other Computer Techniques in System Development 

The object-oriented technique is widely employed in software development. This 
technique provides a novel approach to considering problems through models orga­
nized around real-world concepts. The fundamental construct is the object, in which 
data and associated operations that are normally performed on that data are encap­
sulated, in a single entity. Therefore, instead of passing data to procedures and 
having these procedures operate on the data, the objects can be invoked to perform 
operations upon themselves. 

This section presents the techniques of object-oriented system design and mod­
eling, as well as the distributed object technology. Both of these techniques are 
related to the development of a computer-aided concurrent engineering system. 

7.1. Object-oriented system design and modeling 

System modeling defines levels of system details in terms of a set of models. Var­
ious object-oriented analyses and modeling techniques are available for system 
modeling.4 '33-55 Unified Modeling Language6'32 techniques have emerged in recent 
years as the notational standard for object-oriented modeling owing to its relative 
comprehensiveness. Using standard modeling techniques may standardize and facil­
itate the development process through using common concepts, notations as well as 
support tools, ultimately increasing compatibility with other software systems. 

The system modeling phase includes steps of use case modeling, class modeling, 
and dynamic modeling as discussed below. 

Use case modeling 
Using case modeling is an attempt to (1) capture a system's functional requirements 
before detailed design work starts and (2) create a seamless transition from the 
business process to software systems. According to Refs. 33 and 34, a use case 
describes all of the details about a business process by viewing customers as users 
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and the business process as a case of how they use the business. It is therefore 
viewed as "a behaviorally related sequence of interactions performed by an actor in 
a dialogue with the system to provide some measurable value to the actor."33,34 Use 
cases represent ways of using a system in terms of sets of scenarios, while actors 
represent roles that have specific sets of responsibilities relating to use cases. 

Class modeling 
Class modeling identifies the classes involved in engineering information manage­
ment and their relationships. The results of class modeling are class diagrams that 
define the static, structural, and data aspects of the system framework in terms of 
classes and their relationships. 

Dynamic modeling 
Class modeling examines the static structure of the system by identifying the struc­
ture of the objects in the system and their relationships. Dynamic modeling, on the 
other hand, addresses the dynamic behavior of objects by examining the different 
events and associated state changes that can happen to an object through different 
time intervals. It includes the tasks of scenario analysis and state transition diagram 
development. 

A scenario is a sequence of particular events that occur during the execution of 
a system. Arranging the events shown in use case descriptions in a time sequence 
allows us to perform scenario analysis. In addition, the scenario analysis results are 
sequence diagrams that show object interactions arranged in a time sequence. 

The sequence diagram also indicates events triggering each object and events 
coming from each object. They can be identified and used to define the state tran­
sition diagram of each object class. A state which is an abstraction of the attribute 
values and links of an object specifies the response of the object to input events. The 
response to an event depends on the state of the object receiving it and can include 
a change of state or the sending of another event to the original sender or to a third 
object. A state diagram that is the link of states through events describes the behav­
ior of a single class of objects. Each event corresponds to a method of the object. 

7.2. Distributed object technology 

Distributed object technology has been used extensively to develop software sys­
tems with inter-operability and client-server or multi-tier architecture. A distributed 
object is packaged as independent pieces of code that can be accessed by remote 
clients via method invocations regardless of the language and compiler used to cre­
ate distributed objects.47 Clients who can be on the same machine or on a machine 
that sits across a network, do not need to know where the distributed objects reside 
or on what operating system it is executed. 

To develop a computer-aided concurrent net shape product and process develop­
ment environment, the distributed object technology must be applied. COM/OLE 
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from Microsoft and CORBA from the OMG (Object management Group) are the 
two "standards" recognized by the industry. In this section, the concept of CORBA 
(Common Object Request Broker Architecture) is briefly discussed. Details of dis­
tributed object technology can be found in Ref. 47. 

CORBA 
Common Object Request Broker Architecture (CORBA) not only applies the dis­
tributed object technology,47 but also extends the Client/Server architecture. Object 
Request Broker (ORB), Common Object Services, Common Facilities, and Appli­
cation/Business Objects. These are the primary components of the reference model 
architecture proposed by the Object Management Group (OMG).47 

The Object Request Broker (ORB) was the middleware that established the 
Client/Server relationships between the objects. Through an ORB, objects commu­
nicated with each other by transparently passing messages to or invoking methods 
on other objects, which could be on the same machine or across a network, with­
out concern for object locations, programming languages, operating systems, or any 
other system aspects that do not belong to an object's interface. 

Common Object Services that are a collection of system-level services packaged 
as components with predefined interfaces that can be viewed as augmenting the 
functionality of the ORB. Notable examples of the services include Naming, Events, 
Lifecycle, Transactions, and Security Services. 

Common Facilities are a collection of predefined components that applications 
can share. Common facilities can be categorized as horizontal and vertical. The for­
mers are end-user-oriented facilities applicable to most application domains. Exam­
ples include User Interface, Information Management, System management, and 
Task Management services. The latter provides predefined interfaces for vertical 
market segments such as health, retail, and finance. 

Application/Business Objects are non-standardized application-specific inter­
faces. Application objects are built on top of services provided by the ORB, Common 
Facilities, and Object Services. 

8. An Example of a Computer-Aided Concurrent Mold 
Design System 

In this section, we present an illustrative example to display a part of the functions 
of the computer-aided concurrent mold development system.39 

Step I: Assess the moldability 
The mold design process starts by retrieving a part named EXAMPLE.2 (Fig. 15) 
from a team library. The moldability assessment, which includes feature evaluation 
and global shape evaluation, is performed on the part to ensure its moldability. 
Individual feature evaluation is performed on each feature. No individual feature 
error is issued for the both features (i.e. shell and boss). The global shape evaluation 
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Fig. 15. An example part. 

is basically the assessment on part weight and volume. One design error occurs. The 
part is too heavy. An effective means of reducing the weight is to place a cored hole 
on the boss. The evaluation is performed again on the wall thickness of the cored 
hole boss (see Fig. 16). The wall thickness of the cored hole boss is too thin at this 
time, is modified to place four ribs to strengthen the wall thickness of the cored 
hold boss. 

Step II: Perform shrinkage design 
Before starting the molding process, the material shrinkage is considered. The mold 
designer uses the product model as a reference model for shrinkage design. The 
designer is allowed to set up isotropic shrinkage for the entire model, or to specify 
shrinkage coefficients for individual dimensions. With the current system, sugges­
tions are made on specified shrinkage coefficients for selected dimensions, according 
to the polymer entered by the designer. 

Step III: Determine the cavity number 
Theoretically, the cavity number depends mainly on the period of delivery, quality 
control requirements, cost of the moldings, polymer used, shape and dimensions of 
the molding, and capacity of the injection molding machine. However, in this sys­
tem, a suggestion is made based on the bounding box of the product (approximate 

http://process.bg
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Fig. 16. The example part after moldability assessment. 

to product size), the size of workpiece, and the capacity of the injection-molding 
machine. Therefore, the designer is required to select an injection-molding machine 
from the machine database and to choose a workpiece from the standard part library. 
Two-cavity molding is suggested in this example. 

Step IV: Specify the parting line 
Locations of the parting lines affect the product detail design and mold activity lay­
out, accounting for why it would be more appropriate for the product designer and 
mold designer to perform the parting line specification collaboratively. The parting 
line specification starts with the product designer assessing the preliminary product 
model from teach library. The mold designer may work with product designer to 
determine the parting lines through remote access and control. Once the parting 
lines are initially specified, the user must define the mold opening direction. Under­
cut detection is then performed to ensure the eject ability of the product. At the 
same time, the mold designer may perform preliminary cavity layout based on the 
parting lines. A parting line re-specification is required if any undercut occurs or if 
any problem occurs on cavity layout. In this example, the parting lines are specified 
along the edges of the bottom face of the shell, and the mold opening directions are 
both perpendicular to the bottom face. 
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Step V: Perform the cavity layout 
Cavity layout is performed collaboratively with parting line specification. To work 
on a cavity layout, the mold designer must retrieve a workpiece from the mold 
base library based on the number of cavities and capacity of the molding machine. 
The workpiece has standard overall dimensions to fit in a standard mold base, or 
it can be custom-made to accommodate the geometry of the design model. This 
product model is used as the reference model for cavity layout. The functions for 
cavity layout are customized primarily from the functions'of Pro/Mold™. After 
the initial cavity layout, the knowledge base evaluates the balance of the cavities. 
Warnings axe made if any unbalance occurs. Figure 17 displays the reference part 
and the cavity layout. 

Step VI: Implement the detailed design for injection molding 
Once the parting line and mold opening have been determined, the detection of 
draft faces and round edges are performed on the part. Faces that are parallel to 
the mold opening direction are considered to be drafted. The user can add drafts 
onto these faces sequentially, based on the draft angles suggested by the system or 

Fig. 17. Reference part and the layout of cavities. 
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Fig. 18. The final product geometry. 

allow the system to add drafts automatically. A round is required for a convex edge, 
while a fillet is required for a concave edge. A proper radius for the corner or fillet 
is suggested by the system based on the material used, geometry of the edge5 and 
length of the edge. The edge type and length are derived and computed from the 
product model. Similarly, the rounding and filleting operations can be performed 
manually or automatically. Figure 18 depicts the final design of the product. 

Step VII: Perform the detailed molding 
The modeling detailed design can be performed concurrently with feed system 
design and cooling system design after molding layout.'This design starts by refer­
encing the final product model from the team library and is followed by replacing the 
preliminary product geometry in the cavity layout with the final product geometry. 

After molding detailed design, the designer can split the workpiece by extruding 
the parting lines sketched on the cavities. 

Feed system design, cooling system design, mold flow analysis, and venting 
design can be performed after or before the workpiece splitting. In the current 
system, they should be performed manually, without assistance of the knowledge 
base. 
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9. Conc lus ions 

This chapter discusses how to apply computer techniques and concurrent engineer­

ing methodology in net shape product and process development. Mold design is 

used as the example for detailed discussion. 

This chapter focuses mainly on developing a procedure for a computer-aided con­

current net shape product and process development environment. It includes steps 

of domain characterization, process reengineering, functional requirement analysis, 

system design and modeling. Also discussed herein are pertinent technologies and 

methods tha t may be applicable in each step. 

It is believed tha t the development of a tool for practical applications should 

be based on a thorough understanding of the application domain. Moreover, we 

view the application of computer techniques in concurrent product and process 

development as a "unified" solution for engineering processes rather than a "point" 

of system functionality. Therefore, the activities and characteristics of net shape 

product and process development are first analyzed herein. Concurrent engineering, 

enterprise modeling and process engineering are adopted to develop a concurrent 

process for net shape product and process development prior to the design and 

development of computer-based systems. 

In addition to the system development process itself, successful development 

of a computer-based system depends on the computer technologies employed 

and methodology innovations for manipulation of the elements in the applica­

tion domain. In methodologies, the t eam da t a management, project management 

and process control, and information sharing concepts in allied concurrent engi­

neering are introduced. Methodologies of feature-based design and design for X 

are also presented to develop design advisory tools. Owing to the heavy involve­

ment of knowledge, geometry and data , the mechanisms for integrated manipu­

lation and use of knowledge, geometry and da ta form the core of a design advi­

sory tool. Therefore, techniques for knowledge modeling, geometric modeling, and 

da ta modeling are discussed as well. Since object-oriented technology has been 

widely employed in software development, UML-based system development method­

ology and distributed object concept are also discussed to facilitate the system 

development. 
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A successful manufacturing industry can make a significant contribution to the 
prosperity of a nation. For companies to consistently realize success in manufac­
turing, they must have an effective manufacturing strategy. An effective manufac­
turing strategy is realized through a formal planning process which takes proper 
account of all relevant factors. This chapter provides a uniquely broad view in 
developing a manufacturing strategy. 

Keywords: Computer modeling; manufacturing strategy; formal planning 
processes. 

A successful manufacturing industry can make a significant contribution to the 

prosperity of a nation. For a manufacturing company to consistently realize success 

invariably requires the organization to seek and achieve congruence between internal 

manufacturing capabilities and external market and financial environments. This 

approach to organization design is often expressed as a manufacturing strategy, 

and there is a close association between the existence of an intended manufacturing 

strategy within a business and prosperity. 

A manufacturing strategy can be formed by a number of methods, but a par­

ticularly successful approach is practising managers being guided through strategy 

formulation by a formal planning process. Usually, such a process is a sequence of 

activities tha t secure recognition of a company's existing manufacturing capabili­

ties, s tructure an expression of the associated financial and market environments, 

and stimulate the evolution of a sequence of actions to overcome any deficits tha t 

may exist. 
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During manufacturing strategy formulation it is usual to evaluate the effect of 
proposed actions on the capabilities of the manufacturing system under consider­
ation. Such evaluation can be made through judgement of individual personnel, 
refined through bargaining between a number of personnel, and supported by ana­
lytical methods. One such analytical method is modelling. A model can be created 
of a manufacturing system, a number of modifications can be made to the model 
to reflect the strategy under consideration, and the ensuing model behavior treated 
as a prediction of future manufacturing capabilities. 

Modelling is often used in detailed design of manufacturing systems. However, 
manufacturing strategy formulation is different from detailed manufacturing system 
design, and hence demands specific characteristics of a modelling approach. There­
fore, to promote the application of the manufacturing strategy concept, this chapter 
investigates modelling in the evaluation of a manufacturing strategy. 

This chapter provides a uniquely broad review of modelling techniques that can 
be used for manufacturing strategy evaluation. Section 1 explores the concept of 
manufacturing strategy, and hence sets the context for the modelling techniques 
discussed in this chapter. Section 2 builds on this foundation, and describes the 
modelling challenge from the perspective of an industrial practitioner. Section 3 
forms a taxonomy of models, and uses this to illustrate the wide range of modelling 
techniques available to the practitioner. Finally, Sec. 4 explores the suitability of 
these techniques to manufacturing strategy evaluation. 

1. The Challenge of Manufacturing Strategy Formulation 

This chapter is concerned with a unique challenge for computer modelling, namely 
how to help in the process of manufacturing strategy formulation. To understand 
this challenge, it is necessary to explain the meaning of manufacturing strategy, and 
to explore how it can be formed. 

1.1. The concept of manufacturing strategy 

Manufacturing strategy is a concept; it is a general notion about the organization of 
a company's manufacturing activity. The word "strategy" has a Greek origin from 
around 550 BC. Initially, the word referred to a role, for example, a General, and 
later came to mean "the art of the General".30 More recently, Chandler,16 whilst 
discussing the planning and growth of an organization, is generally accredited with 
probably the first definition of strategy in business. Chandler saw strategy as: 

". . . the determination of the basic long-term goals and the objectives of an enter­
prise, and the adoption of courses of action and the allocation of resources necessary 
for carrying out these goals." 

Later, Ansoff,3 in a business context, identified strategy as: 

Strategy guides and directs a firm's growth and change. 
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Skinner76 is seen by many as being the first to introduce the concept of manufac­
turing strategy. Skinner however, actually gives this credit to McLean in 1946, along 
with Miller and Rogers a decade later. According to Skinner, McLean observed 
that a number of companies may compete within an industry using entirely dif­
ferent approaches to manufacturing management. In this work, Skinner refers to 
strategy as: 

".. . a set of plans and policies by which a company aims to gain advantage over its 
competitors." 

The contribution of researchers such as Chandler and Skinner, amongst many oth­
ers, can be clarified through viewing strategies at three tiers in an organization. 
Hayes and Wheelwright,39 define these levels as a hierarchical structure. The roles 
that each strategy takes are summarized as: 

(1) Corporate strategy: Definition of the businesses in which a corporation will 
participate, and the acquisition and allocation of key corporate resources to 
each of those businesses. 

(2) Business strategy: The basis on which a business unit will achieve and maintain 
competitive advantage, in a way that links the strategy of the business to that 
of the corporation as a whole. 

(3) Functional strategies: Providing support to the competitive advantage being 
sought by the business strategy. 

Although the form of functional strategies other than manufacturing are outside 
the scope of this chapter, a brief insight assists in setting the context of manufactur­
ing strategy. Functional strategies can be coarsely grouped into marketing, financial 
and manufacturing. Each of these strategies will have goals associated with their 
function. For example, the goals of a financial strategy can include Return On 
Investment (ROI) and profitability measures, while marketing goals include mar­
ket share and growth. The functional strategies combine to form the basis of a 
company's business strategy. 

Since Skinner first promoted manufacturing strategy within an organization, 
there have been numerous attempts to give a fuller and more precise definition 
of this specific functional strategy. Some differences in definitions appear to be 
semantic, whilst other definitions represent a real alternative emphasis. There is 
however a general agreement in the literature that manufacturing strategy has a 
long range thrust, and that there should be some competitive advantages defined. 
Platts65 provides a useful definition of strategy, that incorporates the views of many 
authors, namely a manufacturing strategy is: 

"A pattern of decisions, both structural and infrastructural, which determine the 
capability of a manufacturing system and specify how it will operate in order to 
meet a set of manufacturing objectives which are consistent with overall business 
objectives." 
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This definition of manufacturing strategy mentions "manufacturing objectives", 

and decisions about the "structure" and "infrastructure" of a manufacturing system. 

The specifics of what a strategy contains in each of these areas is generally referred 

to as the "content". The content focuses on the specifics of what was decided, 

whereas "process" addresses how strategic decisions are reached. To develop an 

appreciation of the nature of manufacturing strategy it is necessary to explore the 

generally accepted forms of content. 

The manufacturing task, referred to by Pla t t s as the manufacturing objec­

tives, is a s tatement of what the manufacturing function must accomplish. P la t t s 

defines the manufacturing objectives in terms of "competitive criteria", as shown 

in Table 1. This is similar to New5 8 who uses "competitive edge criteria"; Hill,42 

who uses "order winning and order qualifying criteria"; and Minor et al.54 who use 

"competitive priorities". In each case these criteria are used to assess the contribu­

tion tha t a manufacturing activity makes to the saleability of a product . 

The span of changes to a company tha t a manufacturing strategy is generally 

accepted to address is broad. As Skinner7 7 points out: 

"The entire factory must be planned and renovated as a unit lest any one element 

undermine the entire structure." 

Likewise, Buffa13 considers tha t : 

"All the activities in the line of material flow — from suppliers through fabrication 

and assembly and culminating in product distribution — must be integrated for 

manufacturing strategy formulation." 

Such changes can be grouped as either structural or infrastructural. Further­

more, the notion of "policy areas" can be applied to provide a detailed categoriza­

tion of s tructural or infrastructural changes (Table 2). Decisions concerning policy 

areas and competitive criteria have mutual implications and constraints. There have 

to be trade-offs in a manufacturing strategy. Compromises are necessary in the goals 

and decision areas of a production system. 

In conclusion, the content of a manufacturing strategy can be viewed in terms of 

changes to the s tructure and infrastructure of a company, made with the intention of 

Table 1. Competitive criteria (Source: Platts, 1990). 

Criteria Function 

Product features Adding capability to the product, or choice to the customer. 
Quality Producing a product that performs well to specification. 
Delivery lead time Delivering the product within a short lead time. 
Delivery reliability Always delivering on schedule. 
Design flexibility Having the ability to produce products to customer specification. 
Volume flexibility Having the ability to supply fluctuating volumes without 

compromising lead time. 
Price Selling at the lowest price. 
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Table 2. Policy areas (Source: Platts, 1990). 

Policy Areas Description 

Facilities The factories, their number, size, location, focus. 
Capacity The maximum output of the factory. 
Span of process The degree of vertical integration. 
Processes The transformation processes (metal cutting, mixing, assembly, 

etc.) and most critically the way in which they are organized. 
Human resources All the people-related factors, including both the personal and 

the organizational level. 
Quality The means of ensuring that product, process and people operate 

to specification. 
Control policies The control policies and philosophies of manufacture. 
Suppliers The methods of obtaining input materials at the right time, price 

and quality. 
New products The mechanisms for coping with new product introduction, 

including links to design. 

fulfilling manufacturing objectives. The manufacturing objectives can be categorized 

in terms of competitive criteria, and are focused at forming links between functional 

strategies. Changes to a company's structure and infrastructure, associated with 

manufacturing strategy, can be broadly categorized into policy areas. However, there 

are inevitable trade-offs tha t have to be made in decisions about competitive criteria, 

policy areas, and t ime schedule applied to realize the associated manufacturing 

capabilities. 

1.2. Manufacturing strategy formulation process 

The objective of this section is to establish how a manufacturing strategy can be 

formed in an organization. This section explores the meaning of process. 

1.2.1. Strategy formation 

To fully appreciate the mechanisms of strategy formation it is necessary to consider 

a broad definition of strategy; as is given by Mintzberg5 5 who defines strategy as: 

". . .a pa t te rn in a stream of decisions." 

Mintzberg5 5 argues tha t such a definition enables an appreciation tha t a strategy 

maker may formulate a strategy through a conscious process before making a specific 

decision, or a strategy may form gradually, perhaps unintentionally as decisions are 

made one by one. A similar view of strategy forms is implied by authors such as 

Ansoff,3 from a business strategy perspective, who saw tha t strategic change takes 

place in most firms, with or without explicit strategy formulation by management. 

Por ter 6 7 agrees and says tha t every firm has a competitive strategy which has 

either been developed explicitly through a planning process or it may have evolved 

implicitly through the activities of various functional departments . 
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Mintzberg5 5 specifies this distinction between conscious and unintended actions 

more precisely. He identifies tha t a "realized" strategy may have "intended" or 

"emergent" origins, and tha t an emergent strategy can be observed when a non-

intentional pa t te rn can be recognized in past actions. Mintzberg 5 7 also reasons tha t 

even when a strategy is deliberately intended, the resulting real-world strategy is 

often, because of influences such as learning, a mix of intended and emergent strate­

gies. Quinn 6 9 reinforces this view and argues tha t there is likely to be a significant 

difference between an intended strategy and a realized strategy because strategy 

deals with "unknowable" factors. 

The action of consciously forming a strategy can only be associated with an 

intended strategy and is termed formulation. In this sense strategy formulation 

can be thought of as a subset of strategy formation. Likewise, Mintzberg5 7 argues 

tha t only with an intended strategy does the distinction exist between strategy 

formulation and implementation, along with the notion of tactical actions, and a 

potential for dislocation of tactical and strategic thought. Tactics are short duration, 

adaptive, action-interaction re-alignments used to accomplish limited goal. 

1.2.2. Strategy formulation 

The depth of consideration given to the content of a strategy can vary in strategy 

formulation. At one extreme, strategy formulation may be achieved through strategy 

formulators applying a relatively shallow decision making process with the resulting 

strategy content being largely adopted — this may be termed a prescriptive or 

generic strategy. Alternatively, a very detailed, full and lengthy consideration of 

strategy content may be performed. This second case is more usually associated 

with formal planning processes. 

The role of formal planning processes in strategy formulation, particularly in 

a corporate context, appears to be open to contention. Andrews2 suggests tha t a 

common form of strategy formulation is an individual executive responding to envi­

ronmental pressure, competitive threat , or environmental opportunity. Hofer and 

Schendel43 stress tha t formal planning systems are not always required for effective 

strategy formulation. Likewise, Mintzberg5 7 sees tha t most successful strategies have 

been based to a large extent on formulation through mental synthesis. He argues 

tha t the appropriate process of strategy formulation is based on forms of synthesis, 

with formal planning processes supporting this role. 

1.2.3. Formal planning process 

A process is applied through a mechanism of company based meetings of personnel, 

typically orchestrated by a number of worksheets. Similar and associated mecha­

nisms are offered by, for example, Hill,42 Fine and Hax, 3 1 Pendlebury,6 2 and DTI . 2 7 

Generally, the application of formal planning processes is intended to follow, though 

not necessarily procedurally, a number of stages. Hofer and Schendel4 3 identified 
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seven stages tha t are included implicitly or explicitly in major strategy formulation 

processes, these are: 

(1) Strategy identification: Assessment of current strategy. 

(2) Environment analysis: Identification of opportunities and threats . 

(3) Resource analysis: Assessment of principal skills and resources available. 

(4) Gap analysis: Comparison of the organization's objectives, strategy and 

resource against the environment opportunities and threats to determine the 

extent of change required in the current strategy. 

(5) Strategic alternatives: Identification of the options upon which a new strategy 

may be built. 

(6) Strategy evaluation: Evaluation of the strategic options to identify those 

tha t best meet the values and objectives of all stakeholders, taking into 

account the environmental opportunities and threats and the resources 

available. 

(7) Strategic choice: Selection of the options for implementation. 

Each of these stages may be addressed differently, depending on whether an 

internally or externally supportive process is being applied. 

Hofer and Schendel43 see tha t stages 1-4 (inclusive) are concerned with estab­

lishing the value of competitive factors external to an organization and contrast­

ing these against internal manufacturing performance. The scope of this analysis 

is extended to explore opportunities and threats tha t may drastically alter the 

environment within which a company is competing. The anticipated gap between 

external factors and internal manufacturing performance, forms a platform on which 

strategy formulation can commence. The objective of the ensuing formulation activ­

ity is to create a strategy tha t achieves congruence between internal and external 

factors. 

Hofer and Schendel associate stage 5 with the identification of strategic alterna­

tives. This activity is where formal planning and synthesis processes converge. The 

li terature generally agrees tha t strategy formulation will take into account factors 

other than those presented in formal planning. However, information from earlier 

stages, through a mechanism such as a manufacturing audit, can stimulate and 

guide this activity by providing an analytical base from which new strategies can 

be synthesized. The outcome of this stage is a number of alternative manufacturing 

strategies. 

The motive at stage 6 is seen by Hofer and Schendel as establishing a ranking in 

the suitability of strategies, such tha t stage 7, strategy choice, can take place. Stage 

6 is concerned with assessing the impact, in terms of manufacturing objectives, of 

proposed strategic alternatives. It is important to note tha t this activity seeks to 

establish how a strategy will effect a systems performance, and is distinct from 

evaluating the success of a strategy tha t has been applied. 
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Hofer and Schendel consider that stage 7 is concerned with strategy choice and 
is intertwined with the previous stage of strategy evaluation. If strategy evaluation 
is comprehensive and complete, such that all appropriate factors are considered, 
then the preferred strategy should be obvious. Mintzberg et al.5e argue that the 
evaluation-choice routine may be considered in three modes, namely: 

(1) Judgement; one individual makes a choice in his own mind with procedures that 
he does not, perhaps cannot, explain. 

(2) Bargaining; selection is made by a group of decision makers with conflicting 
goal systems, each exercising judgement. 

(3) Analysis; factual evaluation is carried out, generally by technocrats, followed 
by management choice by judgement or bargaining. 

It is possible to extend the evaluation-choice routine to feedback into the activ­
ity of generating strategic alternatives. This could occur when the new knowledge 
gained from strategy evaluation is used to stimulate idea generation or refinement 
of strategic options, analysis supporting a debate and discussion between decision 
makers through providing assessment of various alternatives, and providing a start­
ing point for the generation of new alternatives. 

1.3. The modelling challenge 

In summery, an explicit strategy could be produced by mental synthesis alone, 
but it appears that formal planning processes offer significant support in this role. 
Such processes have seven common steps. These steps span from the assessment of 
the current strategy of an organization, to choosing the most appropriate strategy 
for implementation. A crucial step in formulation is strategy evaluation prior to 
implementation. It is this assessment activity where modelling can play a valuable 
role, and hence, this is the focus of this chapter. There is a need to be clear about 
the specific form of the modelling considered here. 

There is a wide variety of work of an apparently analytical nature. Some work 
is concerned with pseudo-analysis tools that focus on providing structured enquiry, 
judgement and problem solving about a real world object or system under study. 
These tools are occasionally referred to as models, though this chapter will use 
the term "methodology". This somewhat pedantic step is necessary to enforce a 
distinction from "models" that are an abstract representation and emulation of a 
real system. 

Many tools that can be termed methodologies appear to have originated from 
corporate and business planning literature, for example, the "Boston Consult­
ing Group, growth share matrix"67; the "General Electric McKinsey, industry 
attractiveness-business strength matrix"40; and the "product/market evolution 
portfolio matrix".81 An appropriate term for these particular methods is consid­
ered to be "traditional strategy tools". Traditional strategy tools can provide assis­
tance in overall formulation as well as specific strategy evaluation. For example, 
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"product life cycle" diagrams can aid in the identification of product families and 
in focusing discussions about evolution of product sales. Other tools can directly 
assist in evaluating the effect of a manufacturing strategy, for example, "price of 
non-competitiveness matrix", "learning curve" and "product-process matrix". 

The potential value of modelling appears to be high, for example, Copacino and 
Rosenfield22 see that decision support models are useful both for measuring the 
impact of proposed plans, as well as for determining the most efficient way to support 
the corporate plan. Likewise, as previously introduced, Ansoff and Brandenburg4 

advocate a modelling approach. The preference for models appears to have occurred 
as they provide both prediction about, and insight into, the behavior of a manufac­
turing system. 

2. Understanding the Requirements of Modelling in 
Manufacturing Strategy Evaluation 

This section focuses on the role of a model and modelling tool in manufacturing 
strategy evaluation. This role is considered from a practitioners perspective, and 
four categories of requirements of modelling are identified. 

2.1. Establishing the general requirements of modelling 

An appropriate starting point is to consider how a model and modelling tool could 
operate in practice within the general concept of manufacturing strategy. A suitable 
modelling approach for manufacturing strategy evaluation would commence with a 
modelling tool that will allow a manufacturing system to be represented by a model. 
Such a model should be capable of modification to reflect the implementation of 
a manufacturing strategy. The resulting model behavior could then be assessed 
against the performance measures that are appropriate to manufacturing strategy 
formulation. 

From this description of model operation, a number of requirements of a model 
become apparent. Firstly, some model flexibility is necessary in order to accommo­
date the range of manufacturing system developments that are associated with the 
concept of manufacturing strategy. As identified in Sec. 1, these developments can 
be viewed in terms of changes to the structure and infrastructure of a manufacturing 
system. Secondly, a model should provide performance measures that are consistent 
with the manufacturing objectives associated with manufacturing strategy formu­
lation. Thirdly, the time taken to realize a strategy is an important aspect of the 
strategy concept, as time will be necessary to execute changes to a manufacturing 
system and for the associated effect to be experienced. Therefore, a model should 
enable an assessment of the transition of the capabilities of a manufacturing system 
as a strategy is implemented. Hence, three categories of requirements of modelling 
are immediately apparent. 

Absent above is a measure of the practical viability of modelling. Even if mod­
elling fulfils the three sets of requirements so far established, other issues may still 
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inhibit application, such as the ability of a model to accurately predict the effect of 
a change, along with the costs and benefits of using a model. Therefore, a fourth 
category of requirements exist, termed here the serviceability of modelling. 

On the basis of this brief analysis four initial categories of requirements of mod­
elling are established. These categories are: 

(1) Assessment of structural and infrastructural changes to a manufacturing system. 
(2) Indication of performance in terms of manufacturing objectives. 
(3) Assessment of system transition. 
(4) Serviceability. 

The following section will examine the content of each of these categories in 
more detail. 

2.2. Assessment of structural and infrastructural changes to a 
manufacturing system 

There are a number of views in the literature regarding what constitutes the struc­
tural and infrastructural changes to a manufacturing system that a strategy has the 
jurisdiction to affect. Platts65 however, has been credited for reviewing the inten­
tions of various authors and subsequently providing a platform of terminology and 
categorization in this situation. This platform has been adopted by this chapter, 
along with the term "policy areas" and the categories given in Table 2. The cate­
gories in Table 2 represent the span of changes to a manufacturing system, across 
which a strategy formulator is likely to require evaluation to be performed. 

In summary, a modelling tool is required that will enable a model to be con­
structed that allows changes to a manufacturing system to be evaluated, across the 
structure and infrastructure represented by the policy areas. 

2.3. Indication of performance in terms of 
manufacturing objectives 

There are a number of issues that need to be explored within this category, namely, 
gaining an external and internal view of model performance, along with providing 
measures of product features, design flexibility and quality. This section addresses 
each of these issues in turn. 

2.3.1. An external view of model performance 

The manufacturing objectives that are generally associated with the manufacturing 
strategy concept have been explored in Sec. 1. From this investigation, a set of 
manufacturing objectives have been adopted and these are termed the competitive 
criteria (Table 1). However, it has also been noted that this set of criteria may 
be incomplete, as an explicit link to the financial performance of a business is 



Computer Modelling to the Process of Manufacturing Strategy Formulation 103 

vague. The current set of criteria focus on the contribution that the manufacturing 
activity makes to the saleability of a product or product family. Therefore, further 
consideration is necessary as to the range of manufacturing objectives that should 
be provided by a modelling tool. 

In this case, the terms business and financial strategy are being treated as syn­
onymous, as it is a link with the financial component of business strategy that is in 
question. Platts and others, only view the financial implications of a manufacturing 
strategy in a financial justification activity, late in their strategy formulation pro­
cess. Such justification would usually be constructed using Discounted Cash Flow 
(DCF) or Internal Rate of Return (IRR).38 

These financial measures can be redefined into a more basic set of performance 
indicators. Growth in sales, if measured from a financial perspective, is a view of 
how the financial turnover of a company is changing over time. Growth in return on 
assets can similarly be viewed as a change in Return On Investment (ROI) against 
time. Likewise, growth in return on sales is a statement of profit relative to turnover. 
Therefore, a group of measures that relate the contribution of manufacturing to the 
financial performance of a business consists of turnover, ROI, profit and cash flow. 

There are, however, many other measures and financial ratios that can comple­
ment this set. However, this set is considered here to be the basic variables to assess 
consistency between financial and manufacturing strategy, and will hence be added 
to the manufacturing objectives. A model, modelling tool and modelling technique, 
are expected to support generation of these manufacturing objectives. 

2.3.2. An internal view of model performance 

The manufacturing objectives highlighted above ensure links between manufactur­
ing, financial and marketing functional strategies at an early stage in strategy 
formulation. These variables can be considered to give an external view of man­
ufacturing system performance. The practitioner, faced with formulating a manu­
facturing strategy, needs clues to the manufacturing processes or resources within 
a manufacturing system that are inhibiting overall performance. This may be the 
case particularly where a large, complex system, is being studied. 

The strategy formulator can be appeased to some extent, and without compro­
mising the argument above, if a user is allowed to explore the performance of the 
principal elements and sub-systems that make up a model. For example, a model 
should allow a strategy formulator to investigate the effect that a particular man­
ufacturing process, or department within a factory, has on product lead time or 
other manufacturing objectives. This capability is considered here to be a desir­
able characteristic of a model, and hence will be adopted as a requirement of a 
modelling technique. This chapter will use the term "contribution" when referring 
to the provision of manufacturing objectives at a sub-system level within a model. 
However, this measure will not illustrate the intensity of activity that is occurring 
at a resource or sub-system level. 
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The measure of "utilization" of a manufacturing process or resource is frequently 
dismissed within the literature as a stimulus of piecemeal development. A measure of 
utilization can however reveal important information about why a manufacturing 
system is performing in a certain manner. For example, a delay in product lead 
time may be caused by a manufacturing resource being heavily utilized. In this 
sense utilization is not used as an operational management measure, rather, it can 
be one of a set of measures to assist in the analysis of a manufacturing system. 
Therefore, to complement the contribution measure given above, utilization of a 
manufacturing processes or resources is also considered to be necessary. 

Finally, to emphasize that the internal measures of utilization and contribution 
are used to support analysis, and are not intended to be strict manufacturing objec­
tives in the operation of a facility, the term given to this category of requirements 
will be changed from manufacturing objectives to "performance measures". This 
terminology change is applied throughout the remainder of this chapter. 

2.3.3. Providing measures of product features, design flexibility and quality 

A question that has been posed is how can a model provide values for each of 
these three measures? An initial retort from some practitioners was to provide an 
"index" value for each measure. In this manner a model could generate a value for 
each product family, such as, "1" being equivalent to poor, "2" being equivalent 
to fair, and "3" being equivalent to good quality or flexibility. Such an approach is 
often applied in the strategy literature. However, this approach could in practice 
cause contention between strategy formulators when attempting to designate such 
values, and there is a preference for a more factual method. 

Investigating first the performance measures of product features and design flex­
ibility further, DTI27 gives the following definitions: 

Product features: Adding capability to the product, or choice for the customer. 
Design flexibility: Having the ability to produce products to a customer's 
specification (customization). 

It is apparent that under some conditions there is duplication in these definitions, 
as by providing a large variety of choice in product features, a product can be 
matched to customers specifications. The distinction that is believed to be intended 
above, is that there is a difference between an intended and planned variation in 
a products specification, and the capability of a manufacturing system to react to 
an unexpected and unforeseen requirement to modify the design of a product. This 
shows that strategy deals with unknowable factors. Clearly, if a strategy formulator 
has little or no conception on the products that a company will need to provide in 
the future, then a high value of design flexibility is necessary. Such is the case in a 
"jobbing" environment. 

Product modifications concerned with product features may be considered 
to reflect a proactive intention of a company to offer a variety of product 
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characteristics, whereas design flexibility can be thought of as a reactive method of 
offering such variety. Clearly, there are trade-offs associated with choosing a manu­
facturing strategy that provides high design flexibility rather than product features, 
and vice versa. For example, Hayes and Wheelwright39 see that an inflexible assem­
bly line generally promises lower costs, whereas a company that chases demand 
generally has higher production costs. On this basis, while a direct measure for 
product features and design flexibility may not be possible, the effect of a company 
choosing to pursue each of these objectives could be assessed indirectly. Product 
features and design flexibility could be treated as an input into a model, and as 
conditions under which a model should operate, with the effects being measured in 
terms of product cost, lead time, etc. 

Dealing with product features and design flexibility in this manner means that a 
model may be configured to offer a range of planned and intended product variants, 
commensurate with the intended product features, or tested against an ability to 
deal with requests made for unplanned product variants as is commensurate with 
design flexibility. The effect of the model configuration can be measured indirectly 
in terms of measures such as product cost, lead time, etc. 

Quality can be considered in a number of ways, but in particular, capability, 
reliability and conformance will be discussed here. Quality capability is a statement 
about the features of a product, whereas quality reliability is concerned with the 
reliability of a product in service. Quality capability is synonymous with product 
features, and reliability is a function of quality capability and conformance. Quality 
conformance is a measure of how well an actual product specification, as determined 
by manufacture, compares to the specification promised to a customer. Therefore, 
it is the measure of quality conformance that is of interest here. 

To assess quality conformance, some measures are needed for the number of 
products that do not attain the required specification during manufacture. In prac­
tice, a number of quality conformance indicators are available internally and exter­
nally to a manufacturing system. Internally, quality conformance can be measured in 
terms of defective components and scrapped products. This however demands some 
form of inspection activity to compare manufactured products to their required 
specification, and all products will need to be assessed in some manner for an 
absolute measure of quality conformance. If complete quality conformance does not 
occur and defective products are produced and released into a market, then external 
effects of quality conformance may manifest in the form of returned products and 
reduced customer demand. However, this external effect appears to be more difficult 
to assess than internal measures, as customer response to poor quality conformance 
may vary considerably and be difficult to measure accurately. Some form of internal 
quality conformance indicator is therefore favored within a model. 

To negate any need for external performance measures, only products that fulfil 
the desired specification, as determined by the product features and design flexibil­
ity discussed above, should be treated as valid production within a model. Quality 
conformance can be treated as a nominal specification that products must match 
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or exceed in order to be registered as production. Any substandard products are 
not recorded as viable manufacturing production, although the associated manu­
facturing costs must still be accounted for. This approach will allow, for example, 
the assessment of alternative quality assurance strategies. Furthermore, it supports 
a strategy formulator who will probably make an assessment of market poten­
tial on the basis of products being supplied to the customer at the specification 
promised. 

To summarize, this section has considered at some length how performance 
measures can be assessed by a model, and has established that product features and 
design flexibility can be dealt with as a specification input into a model. The effect 
of producing this specification can then be evaluated in terms of lead time, cost, 
volume, etc. Quality conformance can be managed by recording as output from a 
model, only the production of those products that attain an acceptable specification. 
Finally, the consequence of this reasoning is that none of the three criteria are 
treated as direct measures of manufacturing system performance. A modelling tool 
must be capable of configuring a model to manage these criteria, and these can be 
directly related to the requirements of a modelling technique. 

2.4. Assessment of system transition 

When considering the change of a system over time, a question that arises is whether 
a model ought to be based on a company's existing manufacturing system and then 
modified to reflect a strategy, or should the model be concerned with some futuristic 
manufacturing system and then a strategy sought to connects the future and current 
state. A benefit of the latter approach is that a "green field" model may help to 
stimulate creativity amongst strategy formulation. However, there is a risk that such 
an approach may threaten the credibility of a model because an association with a 
green field site may be perceived as being idealistic amongst practising managers. 
Furthermore, it does not take into account that a link between current and future 
states may not be possible within the resources available to a company. Although 
the former approach potentially inhibits creativity, it is favored here because of the 
pragmatic association. Therefore, a model should be based on the existing state of a 
manufacturing system, and then provide a prediction of manufacturing performance 
during the transition to a future state. 

To place in context what can be expected of the predictive capabilities of a 
model it is interesting to examine an ancient, but highly appropriate, view of "the 
future". Pirsig64 gives an ancient Greek perspective of the future as: 

"They saw the future as something that came upon them from behind their backs 
with the past receding away before their eyes." 

As Pirsig points out, knowledge of the future can only be established from 
a projection of the past. Hence, some authors, such as Thomas and Schwenk,80 
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recognize the implications of future predictions and emphasize that evaluation pro­
cesses should focus on a comparison of alternatives and checks on the sensitivity of 
these alternatives to error, mis-estimation and future surprises. In this chapter the 
emphasis has been moved from attempting to establish what "will" happen to what 
"could" happen, because this second approach is more realistic when discussing the 
predictive capability of a model. 

Authors such as Danzyger25 build on the transitional changes to the behavior of a 
manufacturing system and strongly associate manufacturing strategy with a detailed 
implementation schedule. This schedule is intended to orchestrate the transition 
of a manufacturing system from a current state to one that attains some desired 
manufacturing objectives. Danzyger25 and Greenhalgh38 suggest the use of Program 
Evaluation and Review Technique (PERT), a time-phased network diagram, as an 
aid in this situation. Such tools provide a time-based continuum against which the 
implementation of a strategy's content can be viewed, along with the users predicted 
effects of a strategy on the performance of a manufacturing system. It is important to 
note however, that such tools contain no analytical evaluation capabilities, and are 
totally reliant on the users estimates of the impact of a change on the performance 
of a manufacturing system. In contrast, a valid requirement of a model is felt to 
be the prediction of the transitional performance of a manufacturing system under 
such transitional situations. 

To summarize, a modelling tool is required that will enable a model to be con­
structed of the existing state of a manufacturing system, and will then predict the 
effect on manufacturing system performance as the transitional changes associated 
with manufacturing strategy content are brought about. These requirements can be 
directly related to the desired capabilities of a modelling technique. 

2.5. Serviceability 

A strategy formulator will be concerned with the viability of applying a modelling 
tool in practice. As pointed out by Banerjee and Basu,10 the selection of a modelling 
approach depends on the resources available, such as funds and human skill. This 
point is taken further by Balci9 who argues about modelling, that: 

"A technique whose solution is estimated to be too costly or is judged to be not 
sufficiently beneficial with respect to the study objectives should be disregarded. 
Among the qualified ones, the technique with the highest expected benefits/cost 
ratio should be selected." 

These statements emphasize an issue of serviceability that is related to resources, 
and the consumption of resources may be summarized as a cost for model construc­
tion. It can be argued that the primary cost of applying a modelling tool, is the 
purchase price of the modelling tool, and the cost associated with the time taken to 
apply the tool by the user. They argue that, as the number of applications increase 
within a company then, assuming no further purchases are necessary, the user's 
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application time and associated cost become dominant. Hence, the concern is with 
purchase price, application time and associated cost. 

Purchase price is dependent on the expertise and resources that have been 
invested to produce a modelling tool, and the characteristics of the market within 
which the modelling tool is sold. A high market demand may allow the vendor 
to set a purchase price that is significantly higher than the cost of producing the 
modelling tool. Likewise, the relationship between purchase price and production 
cost may vary dependent on market conditions. Therefore, to remove market factors 
from consideration, this chapter will focus on the resources invested and the cost 
associated with producing a modelling tool, rather than the price at which vendors 
choose to sell a modelling tool. 

The cost associated with the time taken to apply a modelling tool is a function of 
the expertise and resources required during this time. If a user requires a high level of 
expertise to apply a modelling tool, then typically such a user is likely to command 
a higher value on their working time, than a user who requires no particular skill or 
training. Hence, the expertise and resources associated with applying a modelling 
tool, may influence its adoption and application in practice, and should be accounted 
for in the requirement set. 

The expertise required in applying a modelling tool is a function of the com­
plexity inherent to the modelling technique. To some extent this complexity also 
affects the cost associated with producing a modelling tool. Therefore, a variable of 
application cost will be used here to represent the expertise and resources required 
in both construction and application of a modelling tool. This amalgam is based on 
an assumption that if a modelling approach exhibits a low complexity it will require 
less expertise and resources to construct and apply a modelling tool, than a more 
complex modelling technique. 

Cost is only one element of the wider issue of model serviceability, users are also 
concerned with whether models and the information derived from them can be used 
with confidence. The activities of "model verification" and "model validation" are 
then presented as mechanisms for developing confidence. Verification is concerned 
with ensuring that a model performs as intended, whilst validation ensures that the 
intended model is an accurate representation of the real system being modelled. 
In this case accuracy as an insurance of confidence, and the relevance of model 
accuracy is stressed by many authors. However, the use of accuracy can be qualified 
by also considering credibility. Credibility is concerned with how believable the 
results of a model are. Accuracy and credibility are both independent statements 
about model validity. Intriguingly, a model may be accurate and not credible, or 
more dangerously, not accurate but credible. 

On the basis of the arguments presented above it is apparent that a strategy 
formulator will require a modelling tool to provide an accurate and credible model 
quickly and inexpensively. A modelling technique should enable the construction of 
such a modelling tool. 
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3. The Modelling Techniques 

The objective of this chapter is to establish a comprehensive foundation of knowl­
edge about modelling techniques. This objective is realized, and the chapter 
structured, to first develop a taxonomy of models. This taxonomy is then used 
to expose the variety of models available, and a number of representative modelling 
techniques are chosen to illustrate each sub-class of the taxonomy. 

3.1. Foundation to model taxonomy 

A taxonomy is a framework of classification. Provision of an unambiguous frame­
work requires a clear definition of scope and consistent terminology. This section 
provides a suitable foundation for a taxonomy of models by addressing both these 
issues. 

This chapter is concerned with models that are abstract representations and 
emulations of real world objects or systems. Such models exhibit at least one distinc­
tive quality that pertains to the real object or system, for example, visual impact, 
geometric dimensions, or behavior. These are distinctly different from, and this tax­
onomy does not include "methodologies" that are approaches for structured enquiry, 
judgement and problem solving about a real world object or system. 

Unfortunately, this categorization is not definitive as some techniques can be 
applied as a model and a methodology. For example, the operation of a machine 
tool could be illustrated by an Ishikawa cause and effect diagram even though 
this technique is more usually applied to establishing relationships between specific 
factors and their respective causes. A more usual application of this technique would 
be, for example, in an investigation into causes of poor product quality. 

Furthermore, some modelling techniques, such as Soft Systems Methodology 
(SSM)18'19 incorporate both a methodology and modelling approach, in this case a 
Rich Picture (RP) as a model around which an enquiry is conducted. Indeed, within 
the field of decision support literature generally, authors often support their descrip­
tion of modelling with an application methodology. Examples of this are Carrie14 

and Law and Kelton.48 Therefore, it is important to recognize that a distinction 
between methodologies and models is not definitive and needs to be cautiously 
applied. 

Used in construction of the model taxonomy are the terms "model instance", 
"model type", "modelling technique" and "modelling tool". Each of these terms 
requires a fuller explanation. 

Banerjee and Basu10 provide a suitable definition of model instance and model 
type. They see a model instance as a specific formal representation used in address­
ing a particular problem, whereas a model type is a possibly infinite collection of 
model instances characterized by a set of rules and/or properties that distinguish 
instances of that model type from those of other model types. Hence, when the term 
"model" is used in isolation in the literature, and also within this chapter, this is 
usually an implicit reference to a model instance. 
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The properties and rules associated with defining a model type need not be 
constrained to a particular grouping of modelling instances, and can be applied 
to group together models at various levels within a hierarchical taxonomy. For 
example, physical models may be considered as one model type, within which a 
subset of analogue model type may be found. 

When discussing a model type that is directly involved in model construction 
this chapter applies the term modelling technique. This terminology enforces a 
distinction between varying definitions of model type in a hierarchical taxonomy, 
and the principal mechanism that provides a basis for actual model construction. In 
this sense a modelling tool is the means through which a modelling technique can be 
applied, and the modelling technique can be associated with a set of distinguishing 
properties and rules. 

Some modelling techniques may be applied in practice using computer based 
modelling tools, and a number of tools are seen to exist for various modelling tech­
niques. The actual modelling tools are not as important to this chapter, as it is 
the underlying technique that is seen to characterize the capabilities of a modelling 
tool. 

3.2. Forming a taxonomy of models 

In this chapter a taxonomy is required to thoroughly establish the range of mod­
elling techniques that support manufacturing strategy evaluation. Unfortunately, 
the literature does not provide a consensus on a form of model type taxonomy. For 
example, Ackoff and Sasieni1 refer to three categories of models, namely, iconic, ana­
logue, and symbolic models, whereas Mihram53 refers to replication, quasi-replica, 
analogue, descriptive, simular and formalization models. Schmidt74 has attempted 
to address this situation by identifying that models can be classified according to 
the dimensions of: 

(1) The manner in which the model describes the system. 
(2) The purpose of the model. 
(3) The description of the time dependent behavior of the system. 
(4) Description of the random behavior of elements of the system. 
(5) The description of system change as a discrete or continuous phenomena. 

Each of these dimensions offers a potential taxonomy framework. Unfortunately, 
no one taxonomy is free of limitations. Taxonomies based on both modelling medium 
or model purpose are popular, but lack a consensus on form and terminology, whilst 
distinctions based on static, dynamic, stochastic, deterministic, discrete, or contin­
uous characteristics can be imprecise. This section uses knowledge of existing model 
type taxonomies to define a framework that will provide a contemporary catego­
rization of modelling techniques. 

A taxonomy based on modelling medium is most popular in the literature and 
provides a particularly comprehensive framework. Mihram53 in particular gives a 
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detailed and comprehensive taxonomy, but incorporates some distinctions based on 
static, dynamic, stochastic, and deterministic characteristics that are considered 
to be imprecise. Moreover, the work of Mihram is not universally adopted in the 
literature by later researchers, and is relatively early and in danger of being out of 
step with current semantics. Therefore, to develop an acceptable taxonomy at this 
point, the material based classification of Mihram is taken as a coarse foundation, 
and then refined using common views and terminology in the literature. 

Consider first, the category of models that Mihram termed "physical". This ter­
minology is strongly supported in the literature, for example, Shannon,75 Carrie,14 

Law and Kelton.48 However, there are some varying opinions in the literature on 
the appropriate sub-classes of physical models. Shannon75 and Schmidt74 consider 
iconic and analogue models, whereas Carrie,14 and Law and Kelton48 see iconic and 
physical models to be synonymous. Mihram is effectively subdividing models that 
are often termed iconic, into two distinct classes, of replication and quasi-replica, 
and in doing so, enhancing the precision of the terminology. However, an amend­
ment can be made to the definition of quasi-replica models given by Mihram, in 
that a dimension need only be modified in a model rather than be missing alto­
gether. Therefore, these two sub-classes have been adopted with definitions based 
on Mihram53: 

• Replication model: A spatial transform of an original physical object in which 
the dimentionality of the modelling is retained in the replica. 

• Quasi-replica model: A physical model in which one or more of the dimensions 
of the physical object are missing or modified. 

Some authors recognize the existence of analogue models. Whilst this is not 
universal, no case is apparent to formally dismiss such models. Hence, this sub-class 
of model types has also been adopted here, with a suitable definition again taken 
from Mihram: 

• Analogue model: A model which bears no direct resemblance to the modelled 
phenomena. 

Consider now, the category of models that Mihram termed "symbolic". Whilst 
the term symbolic is popular in the literature, a few authors, such as Law and 
Kelton,48 do see mathematical models as the appropriate name for this category. 
Furthermore, opinions also vary considerably on the appropriate sub-class of sym­
bolic model types. As a foundation, Mihram considers these sub-classes to be for­
malizations, simular and descriptive. 

Consider first formalizations, which Mihram felt to be a class of symbolic models 
in which the symbols are manipulated by a well formed discipline. There is strong 
support that one subset of symbolic model types is some form of mathematical rep­
resentation of a system. Likewise, authors such as ElMaghraby and Ravi29 recognize 
models forms that use mathematical variables and explicit expressions to represent 
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the physical qualities and behavior of an actual system. Carrie14 stresses that often 
these equations can be solved to give the optimum solution for the problem encoun­
tered, and that these models are optimizing in the sense that they yield the one 
best value for the function concerned. There are however instances where, due to 
the complexity of the system involved, no optimum solutions can be found directly, 
and suitable conditions need to be established through a number of iterations. Law 
and Kelton48 point out that in this case a mathematical model can be studied by 
numerically exercising the input question to see how the output is effected. 

The association of explicit expressions with mathematical models, is also con­
sistent with the definition of formalizations given by Mihram. However, the term 
mathematical model is very popular in the literature whereas formalization is not. 
Therefore, this sub-class will adopt the term mathematical model along with an 
associated definition provided by Carrie14: 

• Mathematical model: Explicit analytical formulae describing known 
relationships. 

Consider simular models that Mihram defined as a sub-class of symbolic models 
whose component symbols are not entirely manipulated by the operations of well 
formed mathematical disciplines. Mihram introduced the term simular models as 
he recognized that the word simulation was being loosely used. Even so, it can 
still be argued that physical models are all examples of simulations in as much as 
they imitate reality. Therefore, it may be thought to be imprecise of authors such 
as Mihram to incorporate an explicit model type distinction on simulation, at one 
specific level in a hierarchical taxonomy, when simulation can be used implicitly to 
relate to other categories in the taxonomy. 

Whilst the term simulation is weak because it can be generally applied, it is also 
vague for the sub-class that it is intended to represent. As Schmidt74 points out, 
the distinction between mathematical and simulation models is not one that can be 
easily drawn. Some of this difficulty appears to have occurred because both model 
forms rely on mathematics, inherent to which, are numerical and logical expressions. 
A demonstration of this contention is provided by Pidd,63 who describes System 
Dynamics (SD) as a form of simulation that is expressed in a mathematical form. 
However, some distinction between these model forms becomes apparent when the 
process of model construction is investigated. 

Carrie14 considers simulation modelling as describing the behavior of a system 
as a whole, by defining in detail how various components interact with each other. 
For example, simulation modelling with SD consists of tracing, step-by-step, the 
actual flow of orders, goods, and information, and observing the series of new deci­
sions required. Hence, a more precise term for the simulation model sub-class would 
be "implicit mathematical models". Unfortunately, adoption of such new phraseol­
ogy risks misinterpretation of the research contribution in this chapter. Therefore, 
to reflect popular usage in the literature, this chapter will cautiously adopt the 
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Table 3. Taxonomy of model types. 

Main Class Sub-Class Definition 

Replication A spatial transform of an original physical object in which the 
dimension of the modelling is retained in the replica. 

Quasi-replica A physical model in which one or more of the dimensions of the 
physical object are missing or modified. 

Analogue A model which bears no direct resemblance to the modelled 
phenomena. 

Schematic A graphical representation of a system using symbols. 
Simulation A model of the behavior of a system as a whole by defining in 

detail how various components interact with each other. 
Mathematical Explicit analytical formulae describing known relationships. 

term simulation for the category of models that Mihram53 termed simular models. 
A suitable definition of simulation is derived from Carrie14 as: 

• Simulation model: A model of the behavior of a system as a whole by defining 
in detail how various components interact with each other. 

Finally, consider the category of models that Mihram termed descriptive. The 
term descriptive models can be confused with a model's purpose. Riggs70 and Heizer 
and Render41 use the term schematic model for a drawing or chart of reality. There­
fore, to overcome the contention associated with the word descriptive this chapter 
will use the term schematic for a symbolic model that does not contain any manip­
ulation of variables. Rather, it is a structured statement of a system's content, 
structure and interactions. A schematic model will be defined in this chapter as: 

• Schematic model: A graphical representation of a system using symbols. 

In conclusion, the work of Mihram53 has provided a foundation against which 
the views of more recent authors, and evaluations in terminology semantics, can 
be contrast. The resulting taxonomy and model type definitions are presented in 
Table 3. 

3.3. Categorization of modelling techniques 

The previous section has established a taxonomy of models, thus providing a 
basic framework through which a comprehensive range of modelling techniques for 
manufacturing strategy evaluation can be investigated. The range of models, and 
associated modelling techniques, can be illustrated by identifying one or more rep­
resentative modelling techniques for each sub-class in the model taxonomy. These 
representative techniques capture the flavor of each model type whilst respecting 
that the task in hand is to support the evaluation of a manufacturing strategy. 

A pedantic appraisal of modelling techniques would find that some approaches 
do not neatly fall into the taxonomy developed here, rather they span a number 

Physical 

Symbolic 
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Table 4. Possible modelling techniques for manufacturing strategy evaluation. 

Main Class Sub-Class Generic Modelling Technique Abbreviation 

Replication Model construction using an identical mech­
anism to that used in the real system under 
study. 
Model construction using any mechanism that 
provides a spatially identical model to the real 
system under study. 

Physical Quasi-replica Model construction using any mechanism that 
provides a fully functional scaled model. 
Model construction using any mechanism 
that provides a scaled model that lacks 
functionality. 
Model construction using any mechanism that 
provides a two dimensional scaled model that 
lacks functionality. 

Analogue Modelling using an analog computer. 
Symbolic Schematic Rich Picture 

Integrated Enterprise Modelling 
IDEFo 

Simulation Discrete Event Simulation 
System Dynamics 

Mathematical Queuing Theory 
Activity Based Costing 
Business Planning 

Replica 

Non­
functional 
replica 
Scale 

Non­
functional 
scale 
2D non­
functional 
scale 
Analog 
RP 
IEM 
IDEFo 
DES 
SD 
QT 
ABC 
BP 

of categories. For example, "Petri-nets" is a simulation technique that provides a 
graphical representation as a schematic model. These concerns have been addressed 
by identifying the principal modelling techniques involved in each case and then 
cataloguing these independently. A summary of the modelling techniques chosen in 
each case is given in Table 4. 

3.3.1. Physical replication models 

Models in this category have been defined as spatial transforms of a real world 
object or system. As these models are materially not far removed from the actual 
real system under study, they can be said to exhibit a low level of abstraction from 
reality. This close association means that there is limited opportunity for various 
forms of model to exist. A range of models is provided because a model may, or 
may not, contain the complete functionality that exists in the real system. 

One such model occurs when a spatial replica of the physical features, and 
visual aesthetics, of a system is constructed that lacks functionality. Such is the 
case with body work styling in the automotive industry. Alternatively, aesthetics 
and functionality may be combined to provide a model that is a complete replica. 
Indeed, this second case can be considered to exist when, for example, a machine tool 
is installed within a factory but is awaiting commissioning prior to being entered into 
production. The commissioning activity can be thought of as a form of modelling, 
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used to perform adjustments that ensure full operational functionality, and which 
ceases when the machine is entered into production. 

In each of these examples given above, the model form varies to suit the purpose 
of the model; likewise the modelling technique varies to suit the model form. In the 
case of automotive body work styling, the modelling technique may be sculpture. 
Whereas, with a pre-commissioned machine tool the modelling technique can be 
considered to be the machining, casting, and fabrication processes, that have been 
used to manufacture the machine tool. In the former case the modelling technique 
may be generalized as model construction using any mechanism that provides a 
spatially identical model to the real system under study. Likewise, the latter case 
can be generalized as model construction using an identical mechanism to that used 
in the real system under study. 

3.3.2. Physical quasi-replica models 

These models have been defined as physical models with one dimension modified or 
missing. Similar to physical replication models, a distinction exists based on whether 
functionality is combined with a quasi replica model. 

One form of quasi-replica model is where two dimensions are scaled up or down 
in size, the third dimension is missing, and there is a lack of functionality. An 
example of such a model is a photograph. An alternative model form occurs where 
a model is still scaled up or down in size and functionality is absent, but the third 
dimension is now present. An example of this second case is a static scale model. 
Such models are often used for factory layout planning.14 Finally, functionality may 
be retained in a physically scaled model of the real system. An actual application of 
such a model is provided by O'Reilly et al.el who describes a 1/35 scale model of an 
automotive painting process that consists of 62 position sensors, 39 stops activated 
by solenoids, 31 pneumatically operated lift tables and 46 motors. 

3.3.3. Physical analogue models 

Physical analogue models have been defined as bearing no direct visual resemblance 
to the system being modelled. There is an absence in the previous sub-classes of 
physical models that exhibit functional, but not physical, similarity to the real 
system being studied. This niche is filled by analogue models. 

Ackoff and Sasieni1 cite an example of an analogue model being a hydraulic 
system representing electrical, traffic, and economic systems. An example of an 
analogue model of a manufacturing system can be provided by an electrical circuit 
model. In this case electrical elements such as transistors, resistors and capacitors 
are connected in such a way as to represent a manufacturing process. To model 
discrete product manufacture, a digital electrical signal generator could be used as 
an input to such a model. This form of modelling technique appears to have been 
popular when analog computers are applied.53 Of the modelling techniques in this 
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category, an approach to modelling using analog electrical circuiting appears to be 
suited to manufacturing system. 

3.3.4. Symbolic schematic models 

Such models have been defined as a symbolic graphical representation. A common 
example of a schematic model is an engineering drawing. Such a drawing makes use 
of an abstract graphical representation of a component. In this example a change 
in symbolic representation, say from third to first angle projection, would effec­
tively invoke the use of a second modelling technique. Therefore, as this example 
illustrates, there is considerable opportunity for modelling technique diversity. 

This diversity has been harnessed through a process of considering the range of 
formality, in other words complexity of graphical syntax, associated with modelling 
techniques. This has been coupled with a search for techniques that are advocated 
within the literature as particularly capable, or providing a bias towards, manufac­
turing system modelling. 

The most involved modelling syntax appears to exist within systems analysis 
techniques. Within this category are such techniques as, Data Flow Diagrams (DFD) 
(Downs et al.26; Johansson et al.45); Input/Output Analysis (Olsmats et al.60; 
LUCAS50); CORE (Kehoe et al.47; LUCAS50); IDEF0 (Brovoco and Yadav11; 
LUCAS50; Williams and Pontin85; Johansson et al.45); Structured Analysis and 
Design Technique (SADT) (Marca and McGowan51; Ziya Aktas87); and Structured 
Systems Analysis and Design Methodology (SSADM) (Kehoe et al.47). 

A common approach is IDEFo (Baines and Hughes6; Brovoco and Yadav11; 
Brovoco et al.12; Baines and Colquhoun7,8). The IDEF0 technique produces a model 
which is essentially a flow diagram that illustrates the activities within a manu­
facturing system. This technique is characterized by both a specific syntax and 
decomposition of a system content to various levels of detail. 

The origins of IDEFo lie in the development of SADT by, amongst others, 
D. T. Ross (Marca and McGowan51; LUCAS50). Marca and McGowan describe 
IDEFo a s a standardized subset of SADT which has been promoted by the United 
States Department of Defence under their ICAM (Integrated Computer Aided 
Manufacturing) programme. The IDEF acronym is formed by taking the "I" from 
ICAM and "DEF" from definition (Brovoco and Yadav11). Where SADT has been 
developed to address all phases of a systems development (Ziya Aktas87), IDEF0 

is intended purely for representing the functional relationships in a manufacturing 
system (Baines and Colquhoun8). However, IDEF0 is the name given to one stan­
dard and there are at least three IDEF variants discussed in the literature.a IDEF0 

views a system as the set of functions it performs. IDEFi views a system by study­
ing information it contains. IDEF2 views the time dependent behavior of a system 

"Though not supported in the literature, discussions with other researchers and software companies 
have established the existence of fourteen IDEF standards each addressing a particular application. 
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(Brovoco and Yadav11). Due to the support given to IDEF0 in the literature, it has 
been chosen as a generic modelling technique for this study. 

As presented above, IDEFo is believed to be typical of a classical approach to 
structured system analysis and design. Such techniques are characterized by strict 
rules and considerable abstraction from the system being modelled. As an alter­
native to this classical approach, a modeller may use techniques such as "material 
flow charts" (Currie23; Johansson et al.45). These are common operational research 
data capture techniques that provide a graphically similar symbolic representation 
to a system being modelled by IDEFo-

Business Process Re-engineering (BPR) (Johansson et al.ib) appears to have 
been a recent catalyst for a number of modelling innovations. A variety of techniques 
have been constructed to bridge the features of such techniques as IDEF0 and mate­
rial flow charts to give a comprehensive model of a business. The term Integrated 
Enterprise Modelling (IEM) (Mertins et al.52) can be given to these approaches. 
IEM is an emerging topic in the literature and there are inconsistencies in the use 
of terminology. However, because IEM is closely associated with BPR, and features 
a more relaxed syntax than IDEFo, it is also chosen as a generic modelling technique. 

Finally, Rich Pictures (RP) are an integral part of Soft Systems Methodology 
(SSM) and have no strict syntax. These have been established, through the con­
tribution of authors such as Checkland,18 to illustrate the content and behavior 
of a system as a means to promote communication between individuals. Such pic­
tures are a cartoon-like illustration of the system under study. These pictures are 
intended to break down the communication barriers that are associated with written 
statements and technical diagrams. 

3.3.5. Symbolic simulation models 

Simulation has been defined as modelling the behavior of a system as a whole by 
defining in detail how various components interact with each other. A review of 
the literature has established that there are three principal forms of simulation 
modelling techniques, namely continuous, discrete event and combined. There are 
however some recent additions, or evolution's on a theme, that need to be considered 
before generic modelling techniques can be chosen. 

Consider foremost Discrete Event Simulation (DES). This modelling technique 
is defined by Roth71 as measurements made on variables which are affected by 
instantaneous changes of system state. However, a number of approaches to DES 
modelling are apparent. 

The time varying behavior of a system can be modelled using IDEF2. This 
technique is intended to complement IDEF0 and IDEFi to provide a comprehensive 
modelling approach. As IDEF2 is based on an instantaneous system change (Brovoco 
and Yadav11), it is a form of DES. 

Schmidt et al.73 discuss Object Oriented Simulation (OOS), Artificial Neural 
Network Simulation (ANNS), as well as DES. However, the distinction between 
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OOS and DES in this work is actually based on the principles of the computer 
language used. DES is considered to be applied using procedural computer pro­
gramming languages, whilst OOS is applied using object-oriented languages which 
are generally seen by authors such as Graham37 as providing improved programming 
efficiency through the use of polymorphism, abstraction, and inheritance. The prin­
ciples of DES are however independent of the computer language used, indeed DES 
can be performed without a computer using "activity cycle diagrams" as illustrated 
by Carrie14 and Williams and Pontin.85 

Schmidt et al.73 describe an ANNS model as basically a black box with a set of 
inputs that yield a set of outputs. They state that ANNS models are programmed 
by training, but the route to acquiring the output is difficult to relate to the system 
being modelled. Furthermore, they see ANNS models as the weakest in the same 
areas as the human brain; exact mathematical answers, computational logic and 
speed. Likewise, Fishwick32 concludes that ANNS models provide a less powerful 
tool than traditional simulation approaches. Other artificial intelligence applica­
tions to simulation, focus on reducing expertise required for model building and 
interpreting simulation results with expert judgement (Garzia et al.36). 

DES can be provided through the application of "Petri-nets" and "colored Petri-
nets". Cecil et al.15 cite several examples of the use of Petri-nets in the modelling, 
analysis and control of systems that can be considered to perform discrete compo­
nent manufacture. They see one of the main advantages of this approach as DES 
being a graphical system representation. Unfortunately, Petri-nets are at a relatively 
embryonic stage and extensive research and development is needed to increase the 
scope of this technique to modelling, analysis, and control of manufacturing systems 
(Cecil et al.15). 

Continuous simulation is a modelling technique that is concerned with construct­
ing a model in which the state variables change continuously with respect to time 
(Law and Kelton48). Such models involve differential equations that give relation­
ships for the rate of change of the system variables with time. Law and Kelton point 
out that if the differential equations are particularly simple, they can be solved ana­
lytically to give the values of the state variables, for all values of time, as a function 
of the values of the state variables at time zero. However, such a direct solution is 
rarely feasible where real systems are involved and a numerical approach needs to 
be adopted (Pidd63). Pidd points out that such an approach is incorporated into 
System Dynamics (SD) where the differential equations that describe the behavior 
of a real system are represented by difference equations. 

The origin of SD, as given by Wolstenholme,86 commenced with Forrester34'35 

who created a subject area originally known as "industrial dynamics". As pointed 
out by Towill,83 the subject received this name because it was focused at work in 
terms of strategies for improving industrial systems performance. He goes on to say 
that for a brief while, the methodology became known in the UK as "managerial 
dynamics", and more recently the field has been named SD due to the expanding 
range of applications considered by Forrester, often involving the social sciences. 
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Wolstenholme86 points out that SD can be considered in terms of "qualitative" 
or "quantitative" approaches. He states that qualitative SD is concerned with creat­
ing cause and effect diagrams that are known as casual loop, or influence diagrams. 
Whereas quantitative SD is denned by Wolstenholme as quantitative computer sim­
ulation modelling. 

Continuous simulation modelling in a SD guise has been applied to a variety of 
business and manufacturing applications; Forrester33 examines modelling of produc­
tion and distribution systems; Dangerfield and Roberts24 apply SD to investigate 
scenarios of the consequences of capacity requirements in the UK steel industry; 
Edghill et al.28 and Olsmats et al.60 have applied this technique to the modelling 
of production, inventory and distribution systems. The literature also describes a 
number of SD applications in financial modelling, see, for example, Ref. 82. In this 
second case, explicit financial equations are imbedded in a SD modelling tool, and 
exercised with a range of input variables. Combined simulation is a combination of 
discrete and continuous approaches. The capability of combined simulation can be 
established through a consideration of discrete and continuous approaches. 

3.3.6. Symbolic mathematical models 

Mathematical modelling has been defined as the use of explicit analytical formu­
lae to describe known relationships. From a general perspective, a wide variety of 
mathematical models have been developed to describe the effect of particular rela­
tionships. In this sense equations that relate mass, acceleration and force, or price, 
cost and profit, are all examples of mathematical models. Modelling techniques in 
this instance are developed for a specific set of applications. This association is 
often so close, that the modelling technique is inevitably a structured expression 
that only requires populating with numerical values about the system being mod­
elled. Therefore, the process chosen to review mathematical modelling techniques 
is to identify sets of applications of interest in manufacturing strategy evaluation, 
and to subsequently relate these back to identify modelling techniques. 

Cited earlier, Ansoff and Brandenburg4 summarize the task of analytical models 
as allowing alternative organization designs to be modelled, the outcome of each 
design predicted against objectives, allowing the most suitable design to be selected. 
In manufacturing strategy formulation, such objectives are market and financially 
oriented. Therefore, modelling techniques of interest are those which provide market 
and financial information of the effect of developments to a manufacturing system. 

Market criteria consist of product based information such as lead time, volume, 
etc. Modelling techniques that provide such information include "control theory 
concepts", "metamodels", and Queuing Theory (QT). 

Axsater5 gives three forms of standard control theory methods, namely "linear 
deterministic", "linear stochastic", and "non-linear deterministic". However, he 
observes in the literature a slight decline in interest in this subject. Consider­
able achievements though, have been made in the recent past by Edghill et al.,28 
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Popplewell and Bonney,66 and Cheema et al.17 Edghill et al.28 note that analytical 
control theory is labour intensive, and requires a degree of specialization not to be 
expected from potential industrial users with no previous experience. 

A metamodel is often constructed to approximate the behavior of elements 
within a simulation model. In situations where frequent model execution is nec­
essary, a metamodel is simpler and less costly than conducting many simulation 
experiments. Hence, there are a number of applications within the literature of 
metamodelling being applied to production control situations. However, to con­
struct a metamodel it is invariably necessary to carry out some simulations of 
input-parameter combinations to obtain data from which the parameters of the 
metamodel are established (Law and Kelton48). Therefore, if a system can be ade­
quately modelled with a simulation technique, then the arguments for applying 
metamodelling are significantly compromised. 

QT predicts the average behavior of a manufacturing system over a medium to 
long time horizon, and the overall insight that QT provides is appropriate for the 
design and planning stage of a manufacturing system. 

Financial criteria are addressed by Cooke and Slack20 using two forms of financial 
models. The first is mainly concerned with conventional accounting measures and 
relationships, whereas the second focuses on long time scales. 

A number of financial modelling techniques exist for accounting measures and 
relationships. These include "marginal costing", "absorption costing", Activity 
Based Costing (ABC), and "throughput accounting". Likewise, some models have 
been developed for a special purposes such as IVAN (InVestment Analysis). 

ABC has been developed to overcome limitations associated with traditional 
accounting procedures, and the main research work on ABC has been carried out 
at the Harvard Business School by Cooper, Kaplan and Johnson. Kaplan46 observed 
that reliance on traditional costing systems in the current competitive environment 
would provide an inadequate picture of manufacturing efficiency and competitive­
ness. However, Steeple and Winters,78 credit Newton59 with research that has estab­
lished that few companies have successfully implemented ABC. Likewise, Cooper21 

states that implementation of an appropriate ABC can require prohibitive effort 
and time scales. 

ABC need not however directly replace traditional accounting procedures, rather 
it can be used as a diagnostic tool to lay bare all overhead costs and to establish 
inaccuracies within an established accounting system. ABC should not be used to 
produce monthly profit statements, traditional systems can be used for that, rather 
ABC should be used for strategic decisions and profitability analysis. Furthermore, 
ABC has a close association with absorption costing suggesting that a company can 
be flexible to the extent that ABC is adopted. 

Mathematical modelling techniques that consider the long term performance of a 
business are termed Business Planning (BP) models or "financial planning systems". 
The structure of such models is based on financial conventions, some of which are 
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legally enforced, such as tax laws, therefore few variations of models exist. Variety 
is only possible where a choice in convention exists, such is the case in depreciating 
the value of a capital investment. 

4. Understanding the Limitations of Popular 
Modelling Techniques 

Table 4 has presented a comprehensive range of modelling techniques that can be 
used for manufacturing system modelling. The task in hand is to establish how well 
such techniques can, in practice, support the evaluation of a manufacturing strategy. 
To achieve this, this section provides a consideration, of each of the representative 
modelling techniques, against each of the requirements of manufacturing strategy 
evaluation. This enables the limitations of these techniques to be critically identified. 
The culmination of this section is the identification of a set of modelling techniques 
that are useful to the strategy evaluation task. 

4.1. Assessment of structural and infrastructural changes to a 
manufacturing system 

The issue here is whether concerns exist with any generic modelling technique that 
supports modelling across policy areas associated with a manufacturing strategy. 
Physical models offer some concerns, this being particularly the case with scale and 
analog models, as the following discussion reveals. 

Using a scale model, it is possible to build a dimensionally smaller or larger 
model of a modelling facility, and for the model to provide some form of func­
tionality. For example, O'Reilly et al.61 has formerly been cited for describing a 
1/35 scale model of an automotive painting process that consists of 62 position 
sensors, 39 stops activated by solenoids, 31 pneumatically operated lift tables and 
46 motors. Saunders et al.72 present a scale model of a production system, incor­
porating materials handling, based on an electric model train, to test alternative 
production and repair schedules. Law and Kelton48 cite an example of a table-top 
model of a materials handling system. 

Scale models appear to be principally restricted where human resource issues are 
concerned. Unlike machinery, a human cannot be physically scaled down, a human 
icon could be included in a model but will lack functionality. This can be overcome 
to some extent by a person interacting with a model as if working with the real 
system. If, however, such an approach is adopted, then strictly an amalgam is being 
formed with a replica model. 

It is important to mention that both non-functional scale models, and 2D non­
functional scale models are not affected by the human resource issue. This is the 
case because there is no functionality offered by each of these approaches, and 
representation of a human resource by an inert icon is acceptable. 
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Recent literature on analog computer models, or analogue13 models in general, is 

extremely scarce. Authors such as Mihram 5 3 explain tha t analog computer models 

are constructed by connecting electrical elements such as transistors, resistors and 

capacitors, in such a way so as to represent continuous process systems. Pri tsker6 8 

points out tha t during the 1950s and 1960s, analog computers were the primary 

means for performing continuous simulations. He also states tha t analog comput­

ers lack the logical control functions and da ta storage capabilities of the digital 

computer. 

As well as limitations of the analog computer hardware, there is also a concern 

tha t the user will need to be conversant in control theory to program such a machine. 

Edgehill et al.28 have been previously cited for arguing tha t analytical control theory 

is labor intensive, and requires a degree of specialization not to be expected from 

potential industrial users with no previous experience. 

Considering symbolic models, there are a number of assertions in the li terature 

as to the flexibility of mathematical models in particular. A previously referenced 

example is P idd 6 3 who states: 

". . .queuing theory models . . . cannot cope with many types of problem." 

However, such an assertion is countered by Suri and Diehl7 9 who see such 

approaches as the right tool for the planning and preliminary evaluation of a man­

ufacturing system design. Likewise, there are similar debates in the literature con­

trast ing System Dynamics (SD) and Discrete Event Simulation (DES) modelling 

techniques. An example of this case is Love and Bar ton 4 9 who argue tha t the SD 

approach introduces approximations tha t undermine the accuracy or even the util­

ity of the results generated. In a similar manner, Towill84 counters this with an 

argument tha t : 

"We feel tha t many critics of System Dynamics as a methodology have failed to 

distinguish between the general concepts and one particular approach to modelling 

and system performance." 

The contentions associated with the existence of a debate, and the particular 

nature of the flexibility required in manufacturing strategy evaluation, undermines 

confidence in discounting such techniques on the basis of this form of evidence. 

In summary, although a number of concerns exist, only scale and analog com­

puter models can be confidently dismissed when considering the span of changes to 

a manufacturing system associated with a manufacturing strategy. 

b The term "analogue" refers to a category of physical models in the model taxonomy, whilst 
an "analog" computer model is the modelling technique that has been chosen to represent the 
analogue category of models. 
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4.2. Performance measurement 

Internal and external measures of manufacturing system performance are necessary. 
The external measures allow consistency to be maintained with marketing and finan­
cial strategies, whereas the internal measures support strategy formulation through 
providing analysis of the activities within a manufacturing system. 

Unfortunately, a comparison of the required performance measures, against the 
capabilities of a generic modelling technique, is difficult to conduct through the 
literature. This is because in most articles the performance measurement capabilities 
of modelling techniques are presented implicitly, and as a consequence, there is little 
confidence that absent performance measures are true limitations rather than simply 
omissions. 

Accepting this concern, a coarse review of performance measures is still possi­
ble. Each of the required performance measures have in common the fact that some 
form of numerical capability is necessary. This is to reflect a need of modelling to 
provide both insight and prediction about the effect of a manufacturing strategy. 
On this basis, the literature is adequate to support a review on whether or not a 
modelling technique supports performance measurement, and hence, an investiga­
tion can proceed by establishing whether or not a modelling approach can provide 
numerical information. If a generic modelling technique satisfies this requirement, 
then, assuming all other requirements are satisfied, a more critical enquiry into the 
performance measures supported by a modelling technique will be conducted during 
the experimentation in the following chapter. 

On this basis, a number of both physical and symbolic models have distinct limi­
tations. The physical modelling techniques of non-functional replica, non-functional 
scale and 2D non-functional scale, by definition, do not contain the necessary func­
tionality to provide numerical capabilities. The symbolic modelling techniques, of 
Rich Pictures (RP), Integrated Enterprise Modelling (IEM) and IDEFo, are also 
limited in this instance for a similar reason. The focus of RP, for example, is on 
gaining consensus amongst personnel involved in the problem solving process. This 
view is directly supported by Checkland18 who states that no matter how the mod­
els are used for comparison with the real world, the aim is not to "improve the 
models" but to find accommodation between different interests in a situation. 

Although IEM and IDEFo are characterized by a lack of numerical capability, 
recent innovations in modelling tools are making provisions to overcome these lim­
itations. For example, DESIGN/IDEF allows numerical attributes to be assigned 
to an activity. To be strict, such functionality is actually provided by enveloping a 
mathematical modelling facility within the IDEFo modelling tool. However, such a 
combination is distinct in the manner in which an IDEFo model will allow, through 
the decomposition facility, a mathematical model to be constructed. To acknowl­
edge the numerical capabilities, both IDEF0 and IEM will be retained for further 
study. 



124 D. K. Harrison and T. S. Baines 

Finally, a potential exists to combine a non-functional replica, a 2D non­
functional scale or a non-functional scale model, with symbolic models to provide the 
required numerical capabilities. These approaches could be combined with either a 
simulation or mathematical modelling technique. The potential benefit in each case 
is an improvement in model credibility through the realism associated with physical 
models. However, combining physical and symbolic models is likely to be difficult. 
Furthermore, the nature of symbolic models is such that they can be computer 
based and provide 2D graphical animation, and this negates some of the perceived 
credibility benefits of physical models. Finally, there is a high probability that model 
construction costs will be higher with a combined modelling approach. 

4.3. Assessment of system transition 

It has formerly been established that modelling should allow both the behavior 
of a manufacturing system, along with changes to the content of the system, to 
be evaluated as time advances. The issue here is whether there are any generic 
modelling techniques unable to support the construction of such models. 

There is a concern that RP, IEM and IDEF0 forms of symbolic models are static 
illustrations of the content, interactions and structure, of a manufacturing system. 
Such static illustrations can be thought of as "snap-shots" of a manufacturing sys­
tem at an instant in time. A combination of either IEM or IDEFo, with some form 
of mathematical model, may provide a numerical capability. Furthermore, adopt­
ing such numerical capabilities may also coarsely overcome some concerns of only 
providing a snap-shot of a manufacturing systems performance. This may be accom­
plished, to some extent, by using time averaged values or linking a number of models 
to represent phases in the evaluation of a manufacturing system. 

4.4. Serviceability 

A review of the literature has revealed that both application cost and time are 
prominent concerns with some forms of physical models. For example, Hogg et al.Ai 

consider the construction of a flight simulator, the dynamic behavior of which is well 
matched to an aircraft. They state that such a model can be classed as a replica of 
the aircraft system under consideration, and in this case the cost advantage of the 
simulator compared with experimentation with the real system is given as being in 
the order of 10 to 1. However, the cost associated with experimentation with an 
aircraft is very high and thus the cost of the model is also high. This concern is 
reinforced by ElMaghraby and Ravi29 who argue that the major disadvantage of 
physical simulators is their cost. They point out that the construction of these sim­
ulators is tedious and time consuming, along with them being relatively inflexible 
after construction. Therefore, it can be deduced that a physical replica of a man­
ufacturing system will also exhibit these limitations of high cost and inflexibility 
once constructed. 
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There are, however, various generic modelling techniques within the physical 
category. Whilst the concerns highlighted above are undoubtedly true of a replica 
model, this is not the case for 2D non-functional scale models. An example of the 
latter is a photograph. Likewise, there is little confidence that non-functional replica, 
non-functional scale, and analog computer models, can be discounted on the basis 
of application cost and build time. 

A scale model, however, does include functionality and may be expensive to 
provide. Consider the form that such a model of a typical factory would take, 
containing products, materials handling, etc. Furthermore, human resources could 
be included by forming an amalgam with a replica model. On this basis, such a 
model is more closely associated with a replica than the non-functional forms of 
model given above. 

4.5. Useful modelling tools in strategy evaluation 

Initially physical models have been considered for the task of manufacturing strat­
egy evaluation, and for these models the following conclusions were drawn. Physical 
models have distinct limitations. A physical replica requires excessive resources to 
apply, and can also be expensive to modify once constructed. Non-functional replica, 
non-functional scale, and 2D non-functional scale models are limited because, by def­
inition, no numerical capabilities are available. Scale models are restricted because, 
although they contain functionality, it is not possible to directly model human 
resources. Also, embedding functionality into such a model is likely to be expensive. 
Finally, analog computer models have a limited flexibility. 

Symbolic modelling techniques are more suited to the task of manufacturing 
strategy evaluation, and though limitations do exist, the following capabilities have 
been established empirically for the representative modelling techniques of Dis­
crete Event Simulation, System Dynamics, Queuing Theory, Activity Based Cost­
ing, Business Planning, IDEF0 and Integrated Enterprise Modelling. 

Discrete Event Simulation can evaluate a wide variety of issues, to a low level of 
detail, with relatively high model accuracy, and good model credibility. However, the 
technique has a slower model build rate than System Dynamics, and the resulting 
model will take longer to execute. 

System Dynamics has the flexibility to address a wide variety of issues, it exhibits 
a relatively rapid model build rate and model execution time. However, because of 
the inherent approximation of treating a product as a flow, the depth of model 
detail, credibility, and absolute level of accuracy are less than for Discrete Event 
Simulation. 

Queuing Theory enables a reasonably accurate model to be constructed rela­
tively quickly. The predominant concerns are that performance measures are given 
for conditions of steady state system behavior, and that the inherent approximations 
restrict the depth and breadth to which a manufacturing system can be modelled. 
Credibility is weak because graphical animation cannot be provided. 
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Table A l . l . Example of a resource and some relevant 
states 

Resource 
(Entity) 

Product 

States, Levels or Stocks 
(Queue) 

Raw material, work in progress, 
finished product stock, stock in 
storage, etc. 

Rate 
Variable 
(Activity) 

Machine 

Activity Based Costing is focused at providing product cost, and has the flexibil­

ity to assess a range of strategic developments in terms of this measure. Contrary to 

some evidence in the li terature, for example in Ref. 21, this modelling technique can 

be applied in a reasonably short amount of t ime if restricted to addressing strategic 

issues within a manufacturing company. 

Business Planning provides a business perspective of manufacturing develop­

ments. The predominant weaknesses are tha t valid flexibility and credibility are 

limited because the manufacturing system characteristics are only superficially 

considered. 

IDEFo is a strong mechanism for illustrating the activities in a system, and their 

interactions, at an instance in time. The principal limitations observed were based 

on an integration with mathematical modelling within the tool DESIGN/ IDEF . 

Experimentation revealed distinct limitations with the mathematical , and hence 

predictive, capabilities of this modelling approach. 

Integrated Enterprise Modelling provides a model tha t is less abstract than 

IDEFo, as the modelling syntax was more easily related to the real system. As a 

consequence, models are bet ter understood, accepted, and model building is faster. 

However, this relaxation in syntax does mean tha t a IDEFo model provides a system 

description tha t is richer in information. 
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A manufacturing firm must be competitive as assessed by the level of profit, both 
locally and on a global basis in order to survive. About 40% of the selling price 
of a product can be manufacturing costs, and thus maintaining a high level of 
profit depends on reducing manufacturing costs. For this reason, the manufactur­
ing industry has led the revolution in production technology. This has resulted 
in the development of highly effective Computer Aided Manufacturing (CAM) 
techniques which are treated rather comprehensively in this chapter. 

Keywords: Computer aided manufacturing systems; manufacturing costs; machin­
ing operations; computer numerical controlled (CNC) machine tools. 

1. I n t r o d u c t i o n 

Manufacturing is one of the major wealth-generating activities tha t creates the eco­

nomic basis for genuine improvements in the quality of human life. A manufacturing 

firm must be competitive, as assessed by the level of profit, bo th locally and on a 

global basis in order to survive. Since about 40% or so of the selling price of a prod­

uct is manufacturing cost,10 maintaining a high level of profit depends on reducing 

manufacturing costs. For this reason, the manufacturing industry has led the rev­

olutions in production technology as represented by the low level of automation 

coined at Ford's in the 1930's and programmable automation in modern Computer 

Aided Manufacturing (CAM) systems. It is anticipated tha t the advances in manu­

facturing technology will lead to the increase in productive (machining) times from 

about 5% for manual machines to about 75% in CAM systems involving Com­

puter Numerical Controlled (CNC) machine tools .1 3 '2 2 This t rend suggests tha t 

any future economic gains will have to be achieved from optimizing the various 

manufacturing activities or processes. The efficient and economic use of the manu­

facturing facilities is also necessary to offset the high investment costs in the use of 
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the advanced technologies and the operating costs. Of the manufacturing processes, 
machining is often claimed to be the most important process since a vast majority 
of the manufactured products require machining at some stage in their production. 
Consequently, efficient machining operations with lowest possible machining costs 
and/or highest possible production rate is ultimately the key issue of competitive 
manufacturing. 

The optimization of machining operations or machining economics generally 
refers to making use of production resources most efficiently and at lowest possible 
costs. The variables that affect the economics of machining operations are numer­
ous and include materials, people and equipment. In the economics of machining 
study, it is common to assume that the materials have been properly selected in 
terms of shape, dimension and properties and purchased at the lowest possible 
price. Similarly, the people or operators have been well trained and perform in the 
most economic manner. Thus, the selection and use of machine tools, cutting tools 
and cutting conditions become the focal points in the economic optimization of 
machining operations. In fact, the notion of economics of machining was recognized 
as early as 1907 by Taylor.29 He noted that the selection of "low" cutting speeds 
in single pass turning operations resulted in undesirably low average production 
rates (and materials removal rates) while "high" cutting speeds were equally unde­
sirable due to the reduced tool-life and more frequent interruption times for tool 
replacement. As a consequence, Taylor recognized the existence of an "optimum" 
or "economic" cutting speed which maximized the average production rate and 
was highly dependent on the tool-life—cutting speed relationship. Later researchers 
realized that, in addition to the cutting speed, other cutting conditions such as 
the feed and depth of cut have to be optimized in order to gain full economic 
benefits. 

In a real manufacturing situation, a sequence of machining operations is nor­
mally required to make a component. Consequently, the traditional selection of 
economic cutting conditions for a specific operation is a sub-rather than a global 
optimization of the overall manufacturing system. It has been demonstrated by 
Ravignani,26 however, that the cutting conditions giving optima of machining time, 
cost or profit rate for each specific operation yield optima of these quantities regard­
less of the sequence of the different operations. Thus, the optimization of any partic­
ular operation, such as turning, milling and drilling, is an essential step toward the 
optimization of the manufacturing systems. Furthermore, the full optimization of 
a manufacturing system should consider process or operation mix, production rate 
at each manufacturing stage, process interaction, different values of operations at 
different production rates, inventory, and possible variation in anticipated sales etc. 
Due to the complexity associated with it, a full optimization is rarely attempted, 
although some work has been reported on multi-stage optimization involving a num­
ber of machine tools or machining operations for processing a component.25 Again, 
a procedure that is often used is to select the economic cutting conditions for each 



Economic Optimization of Machining Operations 133 

machining operation. If necessary, these conditions may be modified after reviewing 

all other factors in the system. 

Thus, this chapter will focus on only the optimization of cutt ing conditions in 

single- and multi-pass machining operations. The optimization of turning opera­

tions will be used to illustrate the development of optimization strategies, but the 

approach is generic and applicable to other operations, such as milling and drilling. 

Wi th an optimization strategy, the most appropriate machine tool and cutt ing tool 

for a selected machining job can be determined on a case-by-case basis. This will 

be shown using a numerical case study. 

2. O p t i m i z a t i o n of C u t t i n g C o n d i t i o n s in M a c h i n i n g O p e r a t i o n s 

Traditionally, the optimization of machining operations involves the selection of 

economic cutting conditions, such as the feed and cutting speed, according to a 

variety of economic criteria such as the minimum cost per component, maximum 

production rate or maximum profit rate (maximum profit per unit t ime) . 2 , 3 ' 3 9 Stud­

ies have also been undertaken to concurrently consider multiple cri teria.9 '2 0 '2 1 As 

it has been proven tha t the opt imum cutt ing conditions for one criterion are not 

normally the same as those for other criteria, a weighting factor is normally intro­

duced to each criterion to determine its relative importance and for compromising. 

A realistic optimization s tudy should also take into account the many technolog­

ical and practical constraints which limit the feasible domain for the selection of 

opt imum cutting conditions. These constraints are imposed by the elements of the 

machining system and include: 

(1) Machine tool constraints: 

- Maximum power 

- Maximum spindle torque and low speed power 

- Maximum forces 

- Maximum and minimum speeds 

- Maximum and minimum feeds 

- Speed steps (for conventional machine tools) 

- Feed steps (for conventional machine tools) 

(2) Component constraints: 

- Surface finish which in most cases can be represented by a feed limit or feed 
and speed limits 

- Dimensional accuracy (may be represented by force limit) 

(3) Cut t ing tool constraints: 

- Depth of cut limit 

- Force limit 

- Maximum feed limit 
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(4) Machining system constraints: 

- System stability 

In addition, the manufacturing system may impose constraints on the machining 

operation, such as the balance of machine loading time, and reduction of work-in 

process (WIP) inventory. To consider the constraints in the optimization of cutt ing 

conditions has proved to be surprisingly difficult. It requires intricate mathematical 

analyses and computer assistance, and depends on quantitatively reliable mathemat­

ical functions of machining performance measures (such as tool-life, cutt ing forces, 

power, surface finish) and detailed specifications of the machine tools, cutt ing tools 

and components which act as constraints on the permissible cutt ing conditions.3 3 

This difficulty has resulted in some researchers using the available computer-aided 

mathematical programming and numerical search techniques in a t tempts to provide 

the opt imum feed and speed in various practical machining operat ions . 1 1 , 1 2 , 1 5 , 1 9 , 2 3 

These computer packaged strategies neither guarantee global opt imum solutions nor 

provide clearly defined economic characteristics and solution strategies which allow 

for the ready identification of trends in the way in which the opt imum solution 

can change with alternative constraints. In addition, these purely numerical search 

approaches require excessive long computer processing time and are not suitable for 

on-line application in CAM systems. As such, a number of other approaches have 

been developed or used for the optimization of cutt ing conditions. 

The use of a cutt ing rate-tool-life characteristic function (R-T-F) for machining 

optimization was introduced by Friedman and Tipnis ,1 4 Tipnis and Friedman3 0 and 

Ravignani et al.27 They show tha t the tangent points of the constant tool-life curves 

and the constant cutt ing rate curves in the cutt ing speed-feed (or log V — log / ) 

domain represent the opt imum combination of the cutt ing rate and tool-life. The 

locus of these tangent points forms the R-T-F curve from which the opt imum feed 

and cutting speed could be obtained. 

The R-T-F approach has been successfully used to optimize the cutt ing condi­

tions for situations where practical constraints were not considered. This has limited 

its application in developing realistic optimization strategies. In addition, more cut­

ting variables, such as the feeds, cutt ing speeds and depths of cut in multipass 

machining, will have to be optimized in practice and it has not been shown how 

this approach can be applied to such complicated cases. 

Artificial neural networks (ANN) are among the many other techniques tha t have 

been employed to estimate the opt imum cutting conditions in machining.1 6 '2 4 '3 4 

However, it has been demonstrated tha t a deterministic approach which has been 

successfully applied to the various practical machining operations4 '6 '7 ,18>36~38 has 

a number of distinct advantages over the others. It can provide clearly defined 

economic characteristics and solution strategies. More importantly, the resulting 

strategies can ensure a unique global opt imum solution for a set of input conditions 

and are suitable for on line application in CAM systems. 
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Consequently, the following sections will demonstrate how the deterministic opti­
mization approach is used in developing the strategies for selecting the economic 
cutting conditions in machining operations. For this purpose, turning operations will 
be used to illustrate the procedure, but the approach is fully applicable to the other 
practical machining operations such as milling and drilling. The analysis will be 
based on economic criteria typified by the maximum production rate and minimum 
cost per component and include a number of common practical constraints relevant 
to CNC machine tools. More practical constraints can always be introduced once 
the mathematical functions and the associated data become available. The single 
pass operation will be considered first, which will form an essential step in devel­
oping the optimization strategies for multipass operations where the surface finish 
requirement will need to be considered only in the final pass. A numerical study 
will finally be given to show the use of the optimization strategies in the selection 
and design of the most appropriate machine tools for a particular operation and a 
manufacturing environment. 

3. Optimization of Single Pass Machining Operations 

3.1. Objective functions 

Based on the maximum production rate (or the minimum average production time 
per component) criterion, the objective function for a single pass machining opera­
tion can be given by the well-known equation2: 

TT = TL + TC + TR
7^ (1) 

where TL is the workpiece loading and unloading time, Tac is the actual cutting 
time, Tc is the feed engagement time including the actual cutting time and the time 
for the tool empty travel for pre- and over-run outside the workpiece, TR is the tool 
replacement time per tool failure, and T is the tool-life in time units. Thus, the third 
term in the equation represents the average tool replacement time per component. 

Similarly, the objective function for the average cost per component criterion is 

CT = x{rL+Tc + TR^>j+y^- (2) 

where x is the labour and overhead cost rate, and y is the tool cost per failure (e.g. 
the cost per cutting edge for an indexable insert). 

If a term T'R is introduced, such that 

T'R = TR + ^ (3) 

Equation 3 becomes 

CT = x{rL + Tc + T'B^Sj (4) 
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It can be noted that if the labour and overhead cost rate, x, and the tool cost 
per failure, y, are minimized and constant through good management and purchas­
ing policy, Eqs. 1 and 4 are mathematically similar. Hence, the characteristics and 
strategies for minimizing TT and CT are similar although the optimum feed and 
speed for the two criteria are not necessarily the same under the same constraint 
conditions. Thus, only the analyses for the minimum time per component TV equa­
tion will be explicitly presented based on turning operations. 

Despite the dearth of tool-life data in machining operations noted in the liter­
ature, two comprehensive machining data handbooks1 have been found to provide 
the tool-life function as well as the values of the empirical constants for a range of 
tool-workpiece material combinations suitable for economic machining studies. The 
tool-life was given in the typical extended Taylor-Type equation 

T= !£ (5) 

where V, f and d are the cutting speed, feed per revolution and depth of cut 
respectively, while K is a constant accounting for the other variables. The cutting 
time Tc for turning of a length £ can be approximately expressed as: 

Tc~Tac = Wf (6) 

where |x is the factor for conversion from rotational speed to surface speed. Substi­
tuting Eqs. 5 and 6 into Eq. 1 gives 

TT=TL + ^-- + e^V1/n-1f1/^-1d1/^ (7) 
nVf iiK 

This is the fundamental form of the objective function which has to be optimized. 
As is usual in single pass optimization studies, only the cutting speed V and feed / 
have to be optimized, since it is expected that the loading/unloading time TL and 
cutter replacement time TR have been minimized using work study techniques and 
well-designed handling devices. 

3.2. Technological constraints 

In practice, the cutting speed V and feed per revolution / must be selected to min­
imize TT in Eq. 7 without violating a number of constraints, such as those imposed 
by the machine tool, which in fact limit the feasible domain of speed V and feed / 
and result in a constrained optimum TT- For a single pass turning operation on a 
CNC machine tool, the machine tool limiting force, F p m i t t , spindle torque, T q m a x , 
maximum power, P m a x , as well as the feed and spindle speed boundaries (/min, 
/max i -Wmin) -/Vmax) are considered. The component surface roughness requirement 
will also be included in finishing operations. These constraints can be expressed 
mathematically as follows. 
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3.2.1. Machine tool speed and feed boundary constraints 

For CNC machine tools, any feed and spindle speed within the specified minimum 
and maximum limits may be considered to be available for the selection of optimum 
cutting conditions. Mathematically, these constraints are given by 

TrDNmin = Vmin <V< Vmax = TvDNmax (8) 

/min S / S /max V?) 

3.2.2. Machine tool power force constraint 

The power force limit is imposed by the machine tool mechanism, such as the spindle 
and tool post, and has to be constrained to within the machine tool maximum 
permissible loading. In addition, excessive machining forces will cause the machining 
system deformation affecting the component quality. Using the empirical power force 
equation in the handbook,1 this condition can be expressed as: 

Fp = EfadP < F p m a x (10) 

Thus, the maximum power force constraint will result in a feed limit, i.e. 

^ ^ = ( w ) 1 / Q ( U ) 

3.2.3. Machine tool maximum power and torque constraints 

The cutting conditions selected must satisfy the condition that the machining power 
is within the machine tool maximum power limit -Pmax- In the low-speed region 
of a machine tool operating range, the machine tool maximum power may not 
be permitted since this would involve an excessive spindle torque. In this region, 
the "low" speed power constraint Pa due to the limiting spindle torque must be 
considered. This lower spindle power usually increases linearly with the speed until 
a critical speed Va where the machine tool maximum power constraint P m a x becomes 
relevant. Hence the combined torque (or low speed power Pa) and the maximum 
power constraints can be expressed as: 

P = WVfadP <Pa = AXN = AV (for V < Va) (12) 

P = WVfadP < P m a x (for V > Va) (13) 

It is common that Va has a constant value (dependent on the workpiece diameter) 
between the minimum and maximum machine tool speed limits and can be found 
from the machine tool specification. At V = Va, Pa = P m a x so that Va can be found 
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to be: 

In addition, the low speed power constraint can be represented by a feed limit fa 

tha t can be found by re-arranging Eq. 12, i.e. 

/ * / - = ( W ) (15) 

In contrast, the maximum power constraint P m a x will limit both the feed and speed 

when Eq. 13 is satisfied. 

3.2.4. Component surface roughness constraint 

Although some theoretical surface roughness equations have been reported, there is 

a general lack of published da ta to support these equations so tha t this constraint 

cannot be accurately allowed for in the machining optimization until reliable sur­

face roughness equations and associated da ta become available. For the purpose of 

the present work, the theoretical or ideal peak-to-valley height equation given by 

Armarego and Brown2 will be employed and the resulting constraint expression is 

given by 

f < fm = i?tmax(tanVv + cot Kf
r) (16) 

In the above constraint equations, E, W, a and (3 are empirical constants depen­

dent on the tool-work material combination and can be found in the comprehensive 

machining da ta handbook, 1 - F p m a x , -Pm a x , Nmin, N m a x , / m i n and / m a x are constraints 

given in the machine tool specifications, -Rtmax is the maximum surface roughness 

(peak-to-valley) limit, and ipr and K'T are respectively the approach angle and minor 

cutt ing edge angle of the cutt ing tool. 

It is evident t ha t the magnitudes of these constraints limit the permissible 

domain for the optimization of the cutt ing speed V and feed / in Eq. 7. Further­

more, the machine tool low speed power (or torque) and power force constraints as 

well as the component surface roughness constraint, which only limit the permissible 

feed and are mutually exclusive, can be generalized by a feed limit fx, i.e. 

f<fx = rmn{fF,fa,fm} (17) 

For rough turning, Eq. 17 can be simplified as 

/ < / * = m i n { / F , / Q } (18) 

A detailed study of the machining performance da ta in the handbook 1 has found 

tha t the exponents in the tool-life and the constraint equations have the following 

relationships: 1/n > 1/ni > 0, 1/n > 1 and 1 > a > n/ni while 1/ni can be greater 

than, equal to or less than 1. Based on these common ranges of the machining 

performance exponents, the optimization strategy will be developed below. 
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3.3. Optimization analysis and strategy 

A global minimum time per component (maximum production rate) requires that 
the partial derivatives of the objective function in Eq. 7 with respect to the cutting 
speed and feed are zero, i.e. 

~dV riV2f 
I 

TR 

T 

'TR 

T 

1 

n 

1 
71i 

1 0 

1 1 0 

(19) 

(20) 
df \ivp 

from which the economic tool-life equations with respect to the cutting speed and 
feed can be found and are respectively given by 
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Since n 7̂  n\ for the common tool-work material combinations, Eqs. 19 and 20 (or 
Eqs. 21 and 22) cannot be simultaneously satisfied for a minimized TR. Hence a 
unique pair of V and / does not exist for a global minimum time per component 
TT- Therefore it is necessary to study the TT characteristics in order to establish a 
strategy for selecting the V and / such that the production time per component is 
minimized. 

Figure 1(a) illustrates the dTx/dV = 0 and dTr/df = 0 loci on an f-V graph. 
It has been proved33 that for the usual values of the empirical tool-life equation 
exponents 1/n > 1/rii > 1, the dT^jdf = 0 curve is above and to the right of the 
OTT/OV = 0 curve on the / — V diagram. Further, a local optimum Tr with respect 
to V always exists for a given / , since 1/n > 1, which can be found on the curve 
described by Eq. 21, i.e. the OTr/dV = 0 curve. Similarly, the optimum feed for a 
local minimum Tr can be obtained from Eq. 22 (on the dTr/df = 0 curve) for a 
given cutting speed V when 1/rii > 1. 
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Fig. 1. Diagrammatic presentation of time per component characteristics. 
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The time per component TT characteristics along the dT^/dV = 0 locus can be 
found by substituting Eq. 21 into Eq. 7 from which 

(l-n)n-1fn/ni~1dn/n2 (23) 

Thus, since n/n\ < 1, TT will decrease along the dTT/dV = 0 curve as / 
increases (or V decreases), as indicated by the arrowheads in Fig. 1(a). It can also 
be proved that TT along the dTr/df = 0 locus (when 1/m > 1) possesses similar 
characteristics to those of the dTTJdV = 0 curve, as shown in Fig. 1(a). 

However, when 1/n > 1 but \jn\ < 1, as is possible for some tool-work material 
combinations noted in the handbook,1 dTx/df in Eq. 20 is negative and Eq. 22 
does not apply. Thus the necessary condition for a local minimum with respect to / 
(i.e. dTT/df = 0) can never be satisfied and the minimum TT for a given V occurs 
when / is as high as possible, as shown in Fig. 1(b). By contrast, Eqs. 19 and 21 
still apply from which the optimum cutting speed can be found for a given / . It 
can be shown again that the TT value decreases along the dTT/dV = 0 locus as / 
increases (or V decreases). 

The above TT characteristics lead to the popular strategy of selecting V and / in 
the "high feed-low speed" region in the vicinity of the dTx/dV = 0 and dTT/df = 0 
(when 1/fii > 1) loci. However, this strategy is not always valid in selecting the 
optimum cutting speed and feed, since in practice a number of technological and 
practical constraints, such as those noted above, have to be satisfied. The effects 
of groups of related constraints on the selection of optimum cutting conditions are 
considered separately below before developing the overall strategy allowing for the 
combined effect of all the constraints. 

3.3.1. Effects of machine tool feed and speed boundary constraints 

For CNC machine tools, the minimum and maximum feed limits define an available 
feed-speed domain with the upper and lower boundaries occur at / m a x and / m i n , 
respectively. The minimum and maximum spindle speeds establish the cutting speed 
boundaries, for a given workpiece diameter, as vertical lines on the f-V diagram. 

The TT trends along the horizontal / m j n and / m a x boundaries, as well as the 
vertical Vmin and Vmax boundaries can be established readily by superimposing the 
dTT/dV = 0 and dTr/df — 0 (when \/n\ > 1) curves on an f-V diagram, as shown 
in Fig. 2. The TT value reducing direction is again shown by the arrowheads on the 
feed and speed boundaries. Based on the TT characteristics, the minimum TT value 
along a feed boundary always occurs at the its intersection with the BTT/OV = 0 
curve. Likewise, when 1/n > 1/ni > 1 the minimum TT on a cutting,speed bound­
ary can be found at its intersection with the dTT/df = 0 locus. However, when 
0 < 1/ni < 1, the d^/df = 0 locus does not exist and TT will monotonically 
decease along the constant Vm[n and Vmayi boundaries as / increases, according to 
the characteristics noted earlier. Combining these trends with the TT characteristics 

TT = TL 
nK 
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V m j n V m a x V 

Fig. 2. TT characteristics and feed and speed boundary constraints. 

along the dTT/dV = 0 and dTT/df = 0 loci will arrive at the required opt imum 

solution. 

It is apparent tha t the opt imum solution depends on the relative positions of the 

dTT/dV = 0 and dTT/df = 0 (when l / n x > 1) loci with respect to the feed and 

cutting speed boundaries, which in tu rn depends on the input conditions, i.e. the 

magnitude and relationship of the machining performance data, the values of the 

limiting boundaries and the t ime factors in the TT equation. From a detailed study 

of the TT characteristics when only feed and cutt ing speed boundary constraints 

are considered, five possible opt imum solutions have been identified and the cor­

responding limiting conditions established. Figure 2 shows one of them, where the 

dot highlights the opt imum solution. 

3.3.2. Effects of machine tool force and power and component surface 

roughness constraints 

The machine tool maximum power force, low speed power (or spindle torque) and 

the component surface roughness constraints have been generalized and represented 

by an upper feed limit / x . In the "high" cutt ing speed region of a machine tool 

operating range, the machine tool maximum power constraint will come into play 

and limit bo th the feed and cutting speed from which a constrained opt imum can 

be selected. 

In order to establish an optimization strategy, it is again necessary to s tudy the 

TT t rends on the f—V diagram while considering the effects of these constraints. As 

shown in Fig. 3, the maximum power P m a x and the OTT/OV = 0 curves intersect 

such tha t for the usual set of exponent values, 1 > a > n/n\ > 0, the slope of the 

-Pmax curve is less than tha t of the dTT/dV = 0 locus at the point of intersection 

and so the curves cross in the way shown in the figure. It can be proven tha t the 

maximum power constraint curve intersects the dTT/df = 0 curve in the same 

manner as the OTT/OV — 0 curve on the f-V graph. 
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v0 v 

Fig. 3. Ty characteristics and force and power constraints. 

The TT trend along the P m a x locus may be found by substituting V from Eq. 13 
(with P = Pm a x) into Eq. 7. This shows that for the common conditions of n/n\ < 
a < 1 and 1/n > 1/ni > 0, TT decreases along the P r a a x locus as / increases. This 
is shown by the arrowheads in Fig. 3. Thus if a feed / is below the intersection 
of Pmax and dTx/dV = 0 curves, the optimum cutting conditions will be on the 
dTx/dV = 0 locus; otherwise, the optimal solution will lie on the Pmax curve as 
the cutting conditions on the dTT/dV = 0 locus are not feasible. The portions of 
the P m a x and dTT/dV = 0 curves on which the optimum point is likely to lie are 
shown by solid lines in Fig. 3. 

When both the machine tool power P m a x and the generalized upper feed fx con­
straints are considered jointly, the TT characteristics can be found by superimposing 
the loci of these constraints on the f-V diagram as shown in Fig. 3. The resulting 
optimum solution will be on the generalized fx constraint, at its intersection with 
either the P m a x curve or the dTT/dV = 0 curve, depending on which intersection is 
at a lower cutting speed. The cutting speeds where the fx intersects with the P m a x 

curve can be found by substituting fx into Eq. 13, which gives 

Vx 
Pr 

WfSdP 
(24) 

while that at the intersection of fx and the 8TT/dV = 0 curve can be found by 
substituting fx into the following equation which is obtained by re-arranging Eq. 21: 

Vv(f) 
K 

T R ( l / n - l ) / 1 / ™ i d i / ™ 2 
(25) 

Thus there are two possible constrained optimum (/, V) solutions depending on 
the relative positions of the dTT/dV = 0 curve and the constraint loci on the f-V 
diagram. Figure 3 shows one of them. 

It should be noted in Eq. 24 that when fx=fa,Vx = Va so that Vx is between 
Vmin and Vmax due to the normal range of Va value mentioned earlier. If fx is not 
equal to fa, i.e. greater than fa, Vx is greater than Va. Consequently, Vx is greater 
than the machine tool minimum cutting speed limit Vm[n. 
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3.3.3. Optimization strategy for CNC machine tools 

The above study has separately considered small groups of constraints. In practical 
situations, the economic trends and combined effects of all the constraints have to be 
considered when machining on CNC machine tools. This results in a more complex 
strategy which benefits greatly from computer assistance for its implementation 
after the various possible constrained optimum solutions and the corresponding 
limits identifying these solutions are established. 

By applying the above analyses, the economic trends for the combined effects of 
machine tool and component surface roughness constraints can be found by superim­
posing the upper feed limit, fx, and the maximum power P m a x curve together with 
the feed and cutting speed boundaries as well as the OTx/dV = 0 and dTx/df = 0 
loci on the f-V diagram. Since the relative positions of these curves on the f-V 
diagram can vary depending on the magnitudes of the constraints, the machining 
performance data and the cut geometry (depth of cut), the active constraints on 
which the optimum conditions may lie can also vary. To establish the optimization 
strategy, it is necessary to identify the various constrained optimum solutions on 
the "active" constraints, and the associated limiting conditions for each solution. 

A detailed mathematical study of the TT trends on the f-V domain has resulted 
in 11 distinctly different solutions representing all possible relative positions of the 
dTx/dV = 0, dTr/df = 0 and the various constraints' loci. These are shown in 
Fig. 4 where the arrowheads indicate the Ty decreasing direction and the "dot" 
highlights the optimum feed and speed. The limiting conditions for identifying each 
constrained optimum / and V solution are given in the captions of each diagram, 
based on which a computer program can be written to arrive at the required con­
strained global optimum / and V solution for a minimum TT (or CT)- The inputs 
required are machine tool constraints (/min, /max, Nmin, 7Vmax, Fpmax, P m a x , and 
Va), component surface requirement (Rtmax), cut geometry (d, I), time and cost (if 
CT criterion is considered) factors (TL, TR, X, y), and machining performance infor­
mation in the force, power and tool-life equations. Despite the complexity of the con­
strained optimization strategy, the use of computers has assisted its implementation. 

It is noteworthy that among the 11 possible solutions, one represents the situa­
tion where a single pass operation is not feasible since at least one of the practical 
constraints will be violated for the "input" conditions so that multipass milling 
operations or an alternative machine tool must be considered. 

3.4. Major features of the deterministic optimization approach 

The deterministic machining optimization approach and the resulting strategies 
described above have a number of distinct advantages over the others. Firstly, 
despite the complexity of the constrained optimization analyses and strategy requir­
ing computer assistance, the approach assisted by the f-V graphical presentation 
provides a means of guaranteeing and identifying the various possible global opti­
mal solutions. For a given set of inputs, the strategy will produce a unique optimum 
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Fig. 4. Various possible optimum (V, / ) solutions in single pass turning operations. 

feed and speed solution and the corresponding minimum time (or cost) per compo­
nent. Secondly, the active constraints associated with each global solution can be 
identified. This information can be used to improve some of the constraints in the 
machine tool design for increased economic benefits. Thirdly, the resulting strategy 
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and the associated software involves only a simple sequential testing of the limiting 
conditions for identifying the appropriate global solution and thus greatly reducing 
the computer processing time. Numerical studies37'38 have shown that the computer 
processing times required are within a hundredth second on a personal computer. 
Finally, additional technological constraints can always be incorporated into the 
optimization analysis and the resulting strategies once the mathematical equations 
(preferably in the empirical form) are available. 

4. Optimization of Multipass Machining Operations 

It has been evident from the optimization studies for the various practical 
operations5 '7 '32,35 that due to the many constraints to be satisfied in practice, a 
single pass operation is not always superior to a multipass as might be intuitively 
assumed during process planning. Under certain constraint conditions, a single pass 
operation may not be feasible, as noted in the analysis for single pass operations. In 
such a case, the total depth of cut has to be removed by a number of cuts or passes 
from the workpiece, i.e. to use a multipass operation. This occurs either because of 
the severe limiting conditions from the machine tool (or the machining system) for 
the required operation, or the quality requirement of the component (e.g. surface 
roughness). In this section, the single pass analysis will be extended to the develop­
ment of optimization strategies for multipass operations. Again, turning operations 
will be used to illustrate the optimization procedure while detailed analysis can be 
found from the work by Chia,8 Kee17 and Wang.33 

4.1. Objective function and constraints 

Based on the average production time per component equation for single pass oper­
ations, the corresponding equation for a multipass turning can be obtained by sum­
ming the machining time in each pass, the non-productive time and the tool return 
time per pass, i.e. 

m / 

TT = T'L + > ] ( Tcl + TR^ ) + mTs (26) 

where Ts is the tool return time per pass, T'L is the loading/unloading and set-up 
time for the operation (excluding Ts) and the other symbols are as defined in the 
nomenclature. 

The average time per component equation can similarly given by: 

TT 

*-^ i T 
T'L + 2^(Tci+T'R^)+mTs (27) 

where T'R is given in Eq. 3. Equations 26 and 27 are mathematically similar. For 
the same reasons as for the single pass optimization, only the analysis for the time 
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per component equation will be given here. The cutting time per pass Tci and the 
Taylor-type tool-life equation for each pass T, are respectively given by 

T- ~ W, (28) 

T i = ^ l / n , l / n i , l / n 2 (29) 
vi Ji i 

It should be noted that in a multipass turning operation, the workpiece diame­
ter is not constant but reduced after each pass. However, it is expected that in 
modern near net shape manufacturing, the total depth of cut to be removed has 
been minimized and the diameter variation between passes is minimal and hence 
can be ignored. The analysis allowing for workpiece diameter variation is given by 
Armarego et al.5 

Substituting Eqs. 28 and 29 into Eq. 26 gives the fundamental form of the TT 
equation as 

^£TTD/ TR 1/n 1/n i/n2 

where 

TT = T'L + ^J ^f 1 + ^V;1 / ntf / n idVn 2 ) + mTs (30) 

dT = J2d* (31) 

It is expected that the non-productive loading and unloading time T'L, the tool 
replacement time TR and the tool return time per pass Ts have been minimized. 
Thus, the time per component TT is to be minimized by selecting the optimum 
number of passes m and the cutting conditions per pass Vi, fi and di without 
violating a variety of practical constraints, such as the maximum allowable machine 
tool power force -Fpmax: power Pmax> low speed power or torque limits, and the feed 
and speed boundary constraints. For finishing operations, the component surface 
roughness constraint needs to be considered in the last pass of the operation. With 
reference to the single pass analysis, the constraints for each pass are given as 
follows: 

Machine tool speed and feed boundary constraints 

lTDNmin = Vmin <Vi< Km* = ^£Wmax (32) 

/min S Ji S /max \^^) 

Machine tool maximum power constraint 

Pi = WVitfdf < P m a x (34) 



Economic Optimization of Machining Operations 147 

Machine tool power force constraint 

Machine tool low speed power or torque constraint 

/ , < / . , = ( ^ ) ' (30) 

Component surface roughness constraint 

fi < fnti = Rt max (tan Vv + cot n'r) (37) 

Since Eqs. 35 and 36 only limit the permissible feed and are mutually exclusive, 
they can be generalized by a feed limit fxi, i.e. 

fi < fxi = min{/ F i , fai} (38) 

If there is a surface finish requirement, Eq. 37 needs to be considered only in 
the final pass of the multipass operation and Eq. 38 becomes 

fi < fxi = min{/ F i , fai, fun} (39) 

A further study of the machining performance data from the machining data 
handbook1 has found the following relationships which will be used in the current 
analysis: 1/n > 1, 1/n > \jn\ > l /n 2 > 0 and 1 > (3 > a > n/n\ > 0. 

4.2. Optimization analyses 

The optimization of cutting conditions in multipass machining operations to allow 
for integer number of passes m and discrete limits has been found to be very com­
plicated and the use of numerical search methods is considered to be inevitable. 
Unfortunately, purely numerical search techniques suffer from some disadvantages. 
Firstly, the number of iterations required increases rapidly with the number of 
variables, which can result in excessive computer processing time; secondly, such 
methods cannot guarantee the required global optimum with the chance of the 
solution converging to a local optimum; thirdly, establishing a suitable initial point 
to start the numerical search can present difficulties; and finally, there is no evident 
termination point to the number of passes to be considered in the numerical search 
procedure. 

Therefore, a purely numerical search is undesirable for use in the optimization 
of cutting conditions in multipass machining operations in which the number of 
variables to be optimized is three times of the number of passes, i.e. the depth of cut 
per pass d, as well as the speed V* and feed fi in each pass. However, the number of 
variables involved can be reduced greatly if the explicit single pass economic trends 
and solution strategy are applied to each pass of a multipass operation so that 
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numerical search techniques are only required to determine the number of passes 
and the depth of cut for each pass. 

Thus, the optimization approach becomes one whereby a numerical search 
method in conjunction with the single pass strategy is used to find the optimum 
depth of cut di distribution for a given integer number of passes m, while the 
optimum feed fi and speed Vi in each pass are obtained by using the single pass 
optimization strategy. The procedure is then to search for the integer m which 
yields the minimum TT- Consequently, the multipass optimization problem can be 
formulated to optimize the TT function of integer m and di for each pass, i.e. 

optimize TT{di,d2, • •. ,dm) 
m 

subject to dx = /"J di (40) 
j = i 

In addition, the depth of cut di should be greater than zero and within the maxi­
mum permissible limit for that pass of operation to be feasible under the constraints 
considered. In other words, too big a depth of cut per pass may result in that pass 
to be non-feasible due to the constraints. This limit can be found by jointly con­
sidering the constraints in Eqs. 32-37.8 Other constraints are not stated here since 
they are not required explicitly in the analysis. 

Further difficulties can arise in the numerical search procedure to optimize the 
number of passes m, since the range of m values to be considered should ensure 
that a global, not a local, minimum has been found without unnecessarily increas­
ing the number of iterations and computer processing time. For this purpose, the 
economic characteristics can be established and applied to advantage to overcome 
this difficulty. 

In this optimization analysis, the global optimum number of passes m, as well 
as the optimum cutting conditions for each pass (Vi, fi, di), is initially found for 
a "continuous" m followed by a limited numerical search strategy to locate the 
"integer" m optimum solution. The continuous m optimization will provide a mini­
mum "envelope" to the integer m solution and the number of passes about which the 
global optimum integer m can be found, thus reducing the computer processing time 
while guaranteeing a global optimum solution. In addition, the consideration of sur­
face roughness constraint in only the last pass will complicate the analysis. Hence, 
this constraint will not be considered in the continuous m optimization, but in the 
numerical search stage for the integer m optimum solution. Since the additional con­
straint in the final pass should result in an increased TT, the continuous m optimiza­
tion so determined will still provide the minimum envelope to the integer m solution. 

4.2.1. Optimization with continuous number of passes 

The "continuous" m optimization analysis allowing for the constraint Eqs. 32-36 
involves four major steps to arrive at the global optimum solution. These four steps 
and the major economic trends are outlined below. 
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(i) Identification of various constrained optimum (Vi, fi) solutions 
It has been shown in the single pass analysis that under different constraint and 
other conditions, there are 11 possible solutions including one that a single pass 
operation is not feasible. It is realized that a multipass operation should always 
be feasible since the depth of cut per pass can always be reduced to satisfy the 
technological constraints. It should also be realized that in a multipass operation, 
as the depth of cut per pass varies, the dTn/dVi = 0 and dTn/dfi = 0 loci and 
the various constraint curves in the Vi~fi domain "float" with respect to each other 
depending on the values of the empirical equation constants and the constraint 
values. This floating will result in different combinations of the relative positions 
of the curves in the fi—Vi domain and the resulting optimum solution for the feed 
and speed per pass. Thus, the various constrained optimum Vi and fi, and the 
corresponding depth of cut di limits need to be identified and established. 

It is apparent that the objective function for TT in Eq. 30 includes the single 
pass case when m = 1 and di = dy where only one pair of speed Vi and feed fi has 
to be optimized for a minimum TT using the single pass strategy. In a multipass 
operation, a similar analysis to that used in the single pass optimization can be used 
to determine the speed per pass V, and feed per pass fi for a given di. A detailed 
analysis has found that for all possible input conditions and by varying the depth 
of cut per pass di, the 10 optimum feed and speed solutions identified in the single 
pass optimization still apply when the loci of dTxi/dVi = 0 and OT^i/dfi = 0 
and constraint equations float in the Vi-fi domain. It is noted that the optimum 
solutions (g) and (i) in Fig. 4 are represented by a constant cutting speed Vmax or Vx 

at its intersection with the generalized feed limit fx, and that the one with a smaller 
value is effective. To simplify the analysis, these two cases can be combined and the 
smaller cutting speed between Vx and Vmax is used in the analysis. Consequently, 
nine distinctly different and feasible constrained optimum speed Vi and feed /» per 
pass corresponding to nine depth of cut di regions have been identified.8 These nine 
possible optimum solutions for each pass are regarded as sub-optimized solutions 
and will be further analyzed in order to arrive at the global optimum including all 
the passes. 

(ii) Characteristics of the nine sub-optimized TT equations 
By substituting the nine possible pairs of the optimum (Vi, fi) solutions into Eq. 30, 
the nine sub-optimized TT equations can be established. It has been found that these 
equations have a common form, i.e. 

m m 

TTr=T'L + klrY,db
l
lr+k2rY,42r+mTs r = 1 to 9 (41) 

i = l i=l 

where k\r and k2r are constants depending on the workpiece diameter and constraint 
data, while the exponents 6 l r and b2r depend on the exponents in the tool-life, force 
and power equations, n, n\, n2, a and (3. 
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It is not clear if the optimum solutions for all the pass are subject to the same 
constraints, i.e. only one of the nine sub-optimized solutions applies, or a mixed 
constraint global optimum solution. Thus the characteristics of Eq. 41 is analyzed 
in order to arrive at the optimum number of passes m0 and the depth of cut per 
pass di distribution. 

Using Lagrangian multipliers, it has been found33 that for the relevant range 
of the constants and exponents in Eq. 41, a turning point occurs at an equal di 
distribution for each of the nine sub-optimized equations under continuous number 
of passes m. Depending on the values of the exponents b\ and b2, the turning point 
at equal di per pass results in a minimum or maximum sub-optimized TT. Thus 
if the turning point is a minimum, di is related to m by di = dx/m and Eq. 41 
becomes a function of m, i.e. 

TTr=T'L + klrd
b
1i

rm1-blr+k2rd
b^rm1-b2r+Tsm r = 1 to 9 (42) 

The local or sub-optimum mor at the turning point where a minimum TV occurs 
can be found by vanishing the first-order derivative of Eq. 42, i.e. 

— = (1 -blr)kir 
dx blr 

+ (1 - b2r)k2r 
<h 
mn 

-\b2r 

+ TS=0 r = 1 to 9 (43) 

By contrast, if the turning point is a maximum, the di for all passes have to 
be selected at the highest permissible depth of cut value corresponding to the sub-
optimum solution under consideration, dmaxr- This results in yet another equal depth 
of cut distribution but with the optimum continuous m equal to dT/dmaxl.

s'33 

Consequently, for the given constraints, each sub-optimized Tjy function for 
the respective optimal equal di distribution can exhibit the Tjy-TO characteristics 
whereby the Txr either monotonically increases with m or has a turning point 
minimum at m = m0. The TJY-TO characteristics never exhibit a monotonically 
decreasing TJY trend with m. Furthermore, by submitting the equal di per pass 
condition in to Eq. 41, it can be shown that each of the sub-optimized TJY'S is 
linearly related to total depth of cut d-r, viz. 

TTOT =T'L+ CrdT r = 1 to 9 (44) 

(iii) Possibility of mixed constraints for continuous m 
From the foregoing analysis, the depth of cut for each pass in a multipass operation 
may fall into one of the nine regions and result in one of the nine sub-optimum (Vi, 
fi) solutions. It is not obvious whether the global optimal solution occurs when all 
passes are subject to the same active constraints (with the same sub-optimized TTT 

for all passes), or a "mixed constraint" global optimum solution. In order to study 
this, it is assumed that the total depth of cut dx is divided into nine sets or sub­
total depths of cut drr, one for each of the nine sub-optimum solutions identified 
above. It is also assumed that within each sub-total depth of cut drr more than one 
passes can occur, so that the sub-optimum for each dxr can be found by using equal 
cutting conditions per pass and the sub-optimum Tyor is represented by Eq. 44. The 
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total time per component TT for the total depth of cut can be found by summing 
the times for the nine sub-total depths of cut, i.e. 

TT = T'L+ C i d n + C2dT2 + ••• + CgdT9 (45) 

where 

dT = dT\ + dT2 + • • • + dTQ (46) 

It has been proven by Wang8 that since TT in Eq. 45 is a linear function of the 
nine sub-total depths of cut dxr-'s, the global optimum TT0 occurs when one of the 
nine drr's is equal to the total depth of cut dr and the rest are zero, i.e. at a vertex 
(or a corner point) of the TV-G^TY hyperplane (i.e. a plane in the nine-dimensional 
space). Hence for a continuous number of passes m, the global optimal solution 
occurs when all passes are subject to the same constraints with the same cutting 
conditions in each pass and the possibility of "mixed constraint" conditions does 
not apply. It should be noted that this conclusion is derived when the surface finish 
constraint is not considered. The corresponding optimum number of passes m and 
the optimum cutting conditions can be found according to one of the nine TTOT 

solutions above. However, it is not known on which one of the nine sub-optimized 
solutions the overall global optimum occurs and a further study is required. 

(iv) Overall TT^HI curve and global optimum solution 
Under different combinations of the constraint values and the constants in the tool-
life, force and power equations, not all the nine sub-optimized (Vi, fi) solutions 
are relevant as the depth of cut per pass di varies. In order to establish on which 
sub-optimum solution, the overall global optimal occurs with an equal depth of cut 
di distribution (i.e. di = dx/m), it is first necessary to identify the relevant sub-
optimized solutions under different conditions and establish their sequences as the 
equal di decreases or m increases. 

For this purpose, the various combinations of the nine constrained optimum (Vi, 
fi) loci in the V.-fi domain established above have been considered from which 13 
different sequences of the sub-optimized solutions have been identified for all possible 
input conditions as di decreases (or m increases). These different sequences involve 
from as many as five to as few as two of the nine sub-optimized solutions. The nine 
sub-optimized solutions need never to be considered simultaneously. The limiting 
conditions for identifying each of the 13 sequences and the associated sub-optimum 
solutions have also been established for use in the software package. In addition, 
the nine sub-optimized TTr-m functions corresponding to the nine sub-optimized 
(Vi, fi) solutions have been established for use in the analysis. 

To establish the overall T^-m curves for each of the 13 sequences of sub-
optimized TJY functions from which the optimum continuous number of passes 
TO can be identified, the "joining relationship" of all the relevant consecutive Tjy-
777 functions at their di (and 777) junctions need to be studied. These di (and 777) 
junctions are the limits for differentiating the consecutive sub-optimized solutions 
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or Txr-m functions within each sequence. While many of the junctions are smooth 
with a common tangent for the pair of Txr^m functions (or curves), others cross each 
other with known relative slopes enabling the overall TT-ITI curves to be established 
for each sequence of the Tir-m functions. 

From the sub-optimized Txr-in functions, their sequences and the "joining rela­
tionships" between the consecutive Txr-m functions established above, it has been 
found that three types of overall "active" Tx-m curves are possible as shown in 
Fig. 5. The overall Ty-m curve may be monotonically increasing in the feasible m 
region so that the optimum m0 is the least feasible mmin as in Fig. 5(a), or the 
curve may exhibit a minimum turning point at m0 on one of the Txr-rn functions 
that have a turning point as in Fig. 5(b), and finally the active overall curve may 
exhibit a minimum at a crossing junction of two sub-optimized Trr-m functions in 
a sequence which gives the optimum m0 as in Fig. 5(c). It should be noted that 
the least feasible number of passes mmin is determined such that each pass in the 
multipass operation with equal cutting conditions per pass is feasible to perform 
and the case shown in Fig. 4(k) does not occur. 

Having established the optimum number of passes m0 for the continuous m opti­
mization, the optimum equal depth of cut per pass can be found from di = d,T/m0 

while the constrained optimum Vi and fi are found from the trends and analyses 
for the single pass optimization. As a consequence, twelve distinctly different opti­
mum solutions for continuous m have been identified and the associated cutting 
and limiting conditions have been found.3'8 

4.2.2. Optimization strategies for integer number of passes 

It has been proven33 that the overall Tx-m curve for continuous number of passes 
established above provides the minimum TT-ITI envelope to the integer m solutions, 
i.e. the global optimum solution for integer m will be either on or above the con­
tinuous m curve. Based on the trends of the continuous m overall TT-TTI curve as 
shown in Fig. 5, an immediate and simplified strategy for arriving at the integer m 
optimum solution can be proposed. In this simplified strategy, the search can start 
with the least feasible integer m > max{l, m m ; n } , and a numerical search algorithm 

>^_ x 

(a) (b) (c) 

Fig. 5. The overall T y - m functions and optimum solutions for continuous constraints. 
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can be employed to locate the optimum depth of cut d{ distribution while the opti­
mum feed and speed for each depth of cut tested can be determined by using the 
single pass optimization strategy. The surface finish requirement, if relevant, will 
need to be considered in only one pass that is used as the last pass of the operation. 
The search continues with an increment of one pass for each iteration. When the 
optimum TTo for the number of passes under consideration is greater than previ­
ously searched Tr0 ' s , the search is terminated, as TT does not decrease with m and 
any further search will only arrive at an increased TTo value. 

It can be seen that although the single pass and continuous m multipass analyses 
have been used to benefit the above procedure in determining the optimum cutting 
conditions for a multipass operation, other economic trends derived from the con­
tinuous m multipass analysis can be used to determine the starting point and locate 
the number of passes region within which the final integer optimum solution can be 
found, thus reducing the computer processing time. 

Figure 6 illustrates a more comprehensive optimization strategy for integer m 
multipass operations on CNC machines. The analysis for rough machining is con­
sidered first where the same constraints imposed by the machine tool apply for all 
passes. When the continuous m overall TT-m function is monotonically increasing, 
the optimum continuous m is equal to mm;n below which at least one constraint is 
violated. If mm i n > 1 and is an integer then the final optimal solution is at mm i n 

for a rough turning operation where all passes are subject to the same constraints. 
However if mm i n is not an integer, the next higher integer mH = int{m0 + 1} is 
considered. If mH is in the region where equal d; per pass gives a minimum turning 
point on the TT-m curve for continuous m, then the optimum TT lies on the overall 
TT-m curve for continuous m and mH is the final solution with the optimum Vi 
and fi found by using the single pass strategy. On the other hand, if mH lies in the 
region where equal di yields a maximum turning point in the sub-optimized TTr 

function, a "penalty function" method28 is used to find the optimal d, distribution 
at mH with the associated (V*, fi) found from the single pass strategy. The corre­
sponding TT, which lies above the TT-m curve as shown in Fig. 6(a), is then used 
to find the upper number of passes limit mup and the final solution is found by 
comparing the TT values for all integer m between TOH a n d mup. The numerical 

mmin=mo m» fur m ""mm "!LW=mL ma mH mUP m mlllin mLVf=mL m0 mH mUP m 

(a) (b) (c) 

Fig. 6. The region for optimum number of passes and integer m strategy. 
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search can be accelerated by updating the myp limit for each improved (smaller) 
TT found. 

When the overall TV-m curve for continuous m exhibits a minimum point at m0 

as in Figs. 6(b) and (c), the optimum TV at the next lower integer m i = int{m0}, if 
feasible, will lie on the overall TV curve. Any integer number of passes m < mi need 
not to be considered and mi is used as the lower number of passes limit rriLw- The 
optimum TV at mi, which is obtained by applying equal di for all passes and the 
single pass strategy for the optimum Vi and fi, is used to establish the up number 
of passes limit, m-up, which may be needed to obtain the final solution. If the next 
higher integer TOR = [mi + 1] lies in the region where an equal di distribution gives 
a minimum turning point, the TV at mn will lie on the overall Tx~m curve and the 
final solution is found by comparing the TV values at mi and m-ft. However, if the mu 
lies in the region where an equal di distribution gives a maximum turning point to 
the corresponding TVr function, then numerical search is used to find and compare 
the TV values for all integer number of passes between TTILW a n d TOUP , whereby the 
penalty function method is used to search for the optimum d, distribution for each 
m with the optimum Vi and / , for each di found from the single pass strategy. The 
least TV found is the required final global optimum solution. It should be noted 
that if the next lower number of passes is not feasible, i.e. mi < max{l, mm i n}, the 
strategy discussed above for the situation where TV monotonically increases with 
m as shown in Fig. 6(a) is used to find the optimal solutions. 

The strategy for the case where the surface roughness constraint is considered in 
the final pass of a multipass operation, though similar to that outlined above, is more 
complex due to the additional constraint in one pass and the fact that the optimum 
TV for any m is unlikely to lie on the TV-m curve for continuous m established 
above. A rigorous strategy may be to use the penalty function method to optimize 
the di distribution for each m, with the optimum Vi and fi in each pass determined 
by the single pass strategy. To simplify the analysis, an approximate and practical 
strategy is proposed, whereby the optimum number of passes m0, the depth of cut 
per pass di distribution and the feed and speed per pass are first determined for a 
rough machining operation. The smallest di (or any di for equal cutting conditions) 
from the rough machining optimization is then used to determine the optimum (Vi, 
fi) solution for the final pass allowing for the surface finish requirement with the 
single pass strategy. Based on the above analysis, a computer program has been 
written to implement the strategy. 

5. Application of Machining Optimization Strategies to the 
Selection and Design of Machine Tools 

While the single pass and multipass optimization strategies have been developed to 
select the economic cutting conditions for the minimum time or cost per component 
for individual machining operations, these strategies may be used on a case by case 
basis to select the most appropriate available machine tool in a production facility in 
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process planning or to deal with the machine loading problem in shop floor control. 
A broader approach may also be adopted, whereby the optimization strategies are 
used to evaluate and select appropriate machine tools for the expected population 
of components to be machined. 

Taking the latter approach, a numerical simulation study is given here for end-
milling operations using the single pass optimization strategy.36 The reason for 
using end-milling in the simulation is the availability of the data. In this study, 
three modern CNC machining centers have been evaluated for end-milling of a 
plain carbon steel (< 0.6% C) of ultimate tensile strength of 657 MPa with high 
speed steel (HSS) cutters (30° helix angle and 15° normal rake angle). The machine 
tool specifications are given in Table 1, where differences in power, torque, feed 
force as well as feed speed and spindle speed ranges are evident. In particular, 
the torque constraint in the SABRE-750 is considerably larger than those for the 
standard ANCA-MMC800 and the modified ANCA-MMC800-1 machines, while the 
feed force constraint for the SABRE-750 is considerably smaller than that for the 
two ANCA machines. 

Based on the 108 end-milling cases described in Table 2 and the maximum pro­
duction rate criterion, the results of applying the single pass optimization strategy 
for each machine tool are summarized in Table 3. It is interesting to note that 
the average optimum time per component TT0 for the ANCA-MMC800 machine is 
5.68 min, which is very similar to that for the SABRE-750 of 5.73 min, while a higher 
average TTo of 8.52 min applies for the modified ANCA-MMC800-1 machine. A fur­
ther study of these results has shown that although the standard ANCA-MMC800 
and SABRE-750 machines gave comparable average TT0, the "active" constraints in 
the optimization were different with the former machine being limited by its lower 
torque of 48 NM and the latter machine being constrained by the lower feed force 

Table 1. Specifications for the three CNC machining centers. 

SABRE-750 ANCA-MMC800 ANCA-MMC800-1 

Feed speed (mm/min) 3-1,200 0-5,000 0-5,000 
Spindle speed (rpm) 60-8,000 0-5,000 0-10,000 
Max. power (KW) 11.2 7.5 7.5 
Max. torque (NM) 143 48 24 
Feed force (N) 3,100 8,000 8,000 

Table 2. Cutting conditions for simulation study. 

Radial depth of cut ar (mm) 3, 5, 8 12 16, 20 
Cutter diameter D (mm) 16 25 40 
Number of teeth z 3 3 4 
Axial depth of cut aa (mm) 20 30 40 
Length of cut I (mm) 150, 300, 450, 600, 750, 900 
Non-productive time 7/, = 1 min. Cutter change time T R = 0.2 min. 
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Table 3. Summary of optimum T? (in minutes) for CNC machining 
centre simulation. 

SABRE-750 ANCA-MMC800 ANCA-MMC800-1 

Average TTo 5.73 5.68 8.52 
Maximum TTo 20.18 23.84 37.69 
Minimum TTo 1.26 1.17 1.27 
TTo range 18.92 22.67 36.42 

of 3100 N. The differences in performance of these two machines are noted in the 
range of TT0 values in Table 3. The even lower torque of 24 NM for the "high-speed" 
modified ANCA-MMC800-1 machine was found to be the "active" constraint again. 
This explains why the average TT0 increased to 8.52 min for this machine. It is also 
interesting to note that none of the machines utilized the available maximum power 
for the range of conditions tested. 

In general, it appears that the SABRE-750 could be improved by increasing the 
feed force limit, while the two ANCA machines require considerably more torque. 
The latter is particularly so if face milling with generally larger cutter diameters 
(resulting in larger machining torque) than those of end-mills is conducted on the 
two machines, whereby the torque limits will severely restrict the selection of cutting 
conditions while the force constraint may never come into play. Thus, the use of 
the optimization strategy for assessing and improving the design specification and 
capabilities of machine tools has been demonstrated in this simulation study. 

6. Conclusions 

Owing to the use of Hi-Tech, high cost equipment and system and the increased pro­
portion of available production time spent on machining in computer aided manu­
facturing systems, the efficient and economic use of machining operations is becom­
ing increasingly important. A number of earlier studies.6 '33 '36,37 have shown the 
substantial benefits in production time and cost per components incurred when 
using optimization strategies rather than handbook recommended cutting condi­
tions. These studies have also highlighted the increased benefits of using optimiza­
tion strategies in process planning in modern computer aided manufacture, where 
the proportions of non-productive times are low and continually being improved. 

While a number of approaches have been used or developed to optimize the cut­
ting conditions in the various machining operations, the deterministic optimization 
approach, though time consuming in developing the relevant optimization strategies, 
has a number of distinct advantages over the others. Using turning as an example, 
the procedures of developing realistic and clearly defined optimization strategies for 
single pass machining operations with the deterministic approach have been demon­
strated based on the criteria typified by the minimum production time per compo­
nent and allowing for the many practical constraints. Despite the complexity, the 
detailed optimization analysis assisted by the feed-speed diagrams has provided an 
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in depth understanding of the economic characteristics and the influence of the con­
straints and machining performance data, and a means of guaranteeing the global 
optimum solution. The resulting optimization strategies and software are suitable 
for on-line CAM applications. 

It is now evident5'7'33'35 that single pass machining operations are not always 
superior to multipass and under certain constraint conditions, a single pass oper­
ation may not even be feasible, recourse to the development and use of multipass 
optimization strategies. The procedures in developing the multipass machining opti­
mization strategies have been demonstrated and outlined for turning operations. 
The multipass optimization analysis with continuous number of passes has been 
shown to be essential to establish the lower-bound sub-optimized T^-m function, 
the starting point for numerical search for the optimum integer number of passes, 
and the region within which the global optimum solution for integer number of 
passes can be found. The combination of optimization analyses and limited use 
of numerical search techniques has again provided clearly defined strategies which 
guarantee the global optimum solution. 

The numerical simulation study has demonstrated the importance and use of 
the optimization strategies in assessing and selecting machine tools in production 
as well as in improving the machine tool capabilities and specifications at the design 
stage for economic and efficient production. 
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Nomenclat ure 

A constant 
aa, ar axial and radial depths of cut in milling, respectively 

CT average cost (excluding material) per component 
d depth of cut 

D workpiece or cutter diameter 
dx total depth of cut 

E, W, a, P constants in cutting force and power equations 
/ feed per revolution 

fa f limit due to low speed power constraint 
/ F / limit due to power force constraint 

/mim /max min. and max. / available from machine tool 
-Fpi -Fpmax power force, machine tool maximum power force limit 

/JU feed limit due to surface roughness constraint 
fx f limit due to combined Fpmax, Pa and Rtmax constraints 
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tool-life equation constants 

number of passes 

spindle speed 

machine tool min. and max. spindle speed limits 

machining power 

machine tool low speed power 

machine tool maximum power constraint 

max. surface roughness (peak-to-valley) constraint 

tool-life in time units 

actual cutt ing t ime 

cutt ing (feed engagement) t ime 

loading/unloading and idle t ime per component 

TL excluding Ts 

tool or cutter replacement t ime per failure 

cutter re turn t ime per pass 

average tota l production t ime per component 

cutt ing speed ( = irDN) 

cutting speed above which P m a x is effective 

machine tool max. and min. speed limits for a given D 

V on 8TT/dV = 0 for a given / 

V at P m a x and fx intersection 

labour and overhead cost rate 

tool cost per failure 

number of teeth on a milling cutter 

constant of proportionality (= 1/TT) 

length of cut 

i th pass in a multipass operation 

opt imum value 
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As design and manufacturing processes have been automated through CAD (Com­
puter Aided Design), CAM (Computer Aided Manufacturing), and CAPP (Com­
puter Aided Process Planning), there are two kinds of interest in orthographic 
projections for the construction of solid models in CAD. One is in devising meth­
ods that manage CAD drawings efficiently and enables their reuse in the design 
of other products. The other is to find an efficient internal representation that 
can be utilized throughout the whole process from design to manufacturing. This 
chapter is a rather comprehensive treatment of the issues and techniques involved 
and their substantive significance in the manufacturing process. 

Keywords: Orthographic projections; construction of solid models; computer 
aided design (CAD); automatic drawing recognition system. 

1. I n t r o d u c t i o n 

The human perception system is familiar with acquiring information from three-

dimensional (3D) shape of objects. We can transmit some information more rapidly 

and more efficiently when using visual expression of the objects to be represented. 

As the computer technology advances, visualization — generating 3D view of real 

objects or imaginary ones — becomes the most important part of information pro­

cessing in these days. 

In order to visualize some information in computer systems, we should make an 

internal representation tha t can be easily manipulated by the computer, which is 

called modeling. In particular, describing 3D geometry and topology of an object in 

computer system is called Solid Modeling.36'37 This refers to an internal represen­

tat ion of an object defined in 3D space as well as all sorts of operations including 

insertion, deletion and modification of a part of the object. Several methods have 

161 

mailto:bsshin@computer.org


162 Byeong-Seok Shin 

been devised for solid modeling such as boundary representation (B-rep), construc­
tive solid geometry (CSG), sweep representation, and spatial partitioning. 

Boundary representation describes an object in terms of its surface boundary — 
a finite set of vertices, edges and faces based on the fact that an object is bounded 
by some closed faces.27 A closed face is represented as a series of edges and an edge 
is defined as a pair of vertices. When we use B-reps, the internal representation 
of the object is composed of geometric information such as coordinates of vertices, 
mathematical equation of edges, and surface normal vectors of faces. 

In constructive solid geometry, an object is described as a set of simple geometric 
primitives as well as geometric transformation and regularized Boolean set operation 
for the primitives.35 Geometric primitives are simple solids that can be used as basic 
building blocks of the object such as cubes, pyramids, and cylinders. Geometric 
transformations such as translation, scaling, and rotation are used for altering the 
position and shape of the primitives. Boolean set operations make it possible to 
construct a complicated object by combining the transformed primitives. An object 
is stored as a tree-like structure with Boolean set operators at the internal nodes 
and information of geometric primitives at the leaf nodes of the tree, which is called 
CSG tree. 

Sweeping an object along a trajectory through space defines a new object. Sweep 
representation is categorized into translational sweep (extrusion) and rotational 
sweep.47 In translational sweeping, we should define contour lines and trajectory 
of the cross-section of an object. In rotational sweeping, contour lines and rotation 
axis should be described. Sweeping is adequate for representing highly symmetrical 
objects. 

In spatial partition representations, a solid is decomposed into a collection of 
adjoining, non-intersecting solids that are more primitive than the original solid.11 

Although this method has the disadvantage of being able to represent an object 
approximately, it requires a small amount of storage for describing an object. 
Cell decomposition, spatial occupancy enumeration, octree,20 and binary space-
partitioning tree7,14 '43 are regarded as spatial partitioning methods. 

A variety of input device and input methods are used for describing and manip­
ulating geometric models both in solid modeling softwares and in applications that 
require solid models as their input. Also, they provide some facilities for manipulat­
ing the models and show the result with display devices and hardcopy devices. We 
call these interactive modeling techniques. Interactive modeling has some advan­
tages in that it can directly describe a model in 3D space, and it enables us to 
manipulate the shape of the model with visual feedback. However, it also has some 
serious problems. Firstly, it is not easy to describe and manipulate the model 
database. Except for some special hardwares such as three-dimensional digitizers 
and laser range scanners,21 most of the graphics input and the output hardwares 
are two dimensional (2D) devices. It is difficult to describe 3D geometric elements 
such as 3D lines, 3D curves, and 3D surfaces using only the 2D devices. The next 



Orthographic Projections for the Construction of Solid Models in CAD 163 

problem is tha t interactive modeling requires a large amount of da ta to describe 

a model. This means tha t it needs more storage for maintaining input da ta and 

intermediate results. Several works have been done to devise an efficient internal 

representation.4 8 '5 1 However, it trades-off complexity of internal representation for 

processing time. Although detailed internal representation reduces model manipu­

lation and rendering time, it takes more t ime to input da ta and more storage to 

maintain the model. On the contrary, brief representation does not require much 

effort but may take a long processing time. 

We can solve the problems of interactive 3D modeling by using projection 

methods. Projection is one of the most popular and simplest methods to describe 

an object. In particular, it has been common convention in engineering drawings 

even before computers were invented. Most CAD systems represent objects based 

on the projection method. In the projection method, an object is described as 2D 

geometric primitives such as points, line segments, and arcs generated by applying 

parallel and perspective projection to the object defined in 3D world coordinates.5 '3 3 

The perspective projection gives us depth cues, so it is used for making a bird-eye 

view with which we can see the overall shape of the object at a glance. The most 

serious problem of the perspective view is tha t it cannot preserve the size, shape, 

and parallelism of geometric elements. We can solve the problem with parallel pro­

jections. Even though parallel projection does not provide depth cue effectively, it 

has the advantage of describing the shape of the object exactly, since it preserves 

the parallelism of geometric primitives. Orthographic projection which projects an 

object onto the planes tha t are perpendicular to principle axes is widely used. 

We can get six views — front, rear, left, right, top, and bot tom view — by 

projecting an object orthographically onto planes perpendicular to principle axes. 

Symmetric objects can be represented using only two views. Normal objects require 

three or more views according to their complexity. Three-view method tha t repre­

sents an object using front view, top view and side view has been a convention in 

engineering drawings. Figure 1 shows how three views are made by orthographic 

projections, and Fig. 2 depicts an example of engineering drawing represented by 

three-view method on a CAD software. 

It is very easy to input geometric information in the case of using the projection 

method. We can easily describe an object with 2D input devices such as mouse, 

tablet, and joystick since each view is composed only of 2D geometric primitives. 

Also its internal representation is so simple since it requires a small amount of 

storage. 

However, the projection method has some problems. Since orthographic views 

are not solid representation, we need considerable experience and domain knowledge 

for inferring the 3D shape of the object from the views. Thus, it is very difficult for 

non-experts to interpret the meaning of views except for simple objects. The most 

serious problem is loss of geometric information. Some geometric information may 

be lost during the projection. In addition, designers would omit some geometric 



164 Byeong-Seok Shin 

top view 

an oqji 

side view 

front view 

Fig. 1. Orthographic projection for an object. 
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Fig. 2. An example of engineering drawing generated by using a CAD software. 

primitives intentionally as convention. As a result, a set of orthographic views may 
be interpreted as two or more different objects. In case of overlapping a variety 
of shapes inside of a complex object, we may mis-interpret or fail to interpret the 
meaning of projections. Figure 3 shows an example of orthographic projections that 
can be interpreted as two different objects. 
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top view 

mi 
front view side view 

(a) Three orthographic views (b) Solution 1 (c) Solution 2 
Fig. 3. An example of orthographic projections that can be interpreted as several objects. 

If we take the advantages of interactive 3D modeling and projection methods, we 
can get the 3D representation of an object with less cost and effort. One solution is 
to devise an algorithm that reconstructs solid model from a set of projections. This 
is an inverse process of projection of a 3D object. Three-dimensional geometric ele­
ments such as vertices and edges of an object are represented as specific patterns of 
2D geometric elements on each view. Therefore we can find candidate elements that 
may be original 3D vertices and edges by doing combinatorial search for 2D geomet­
ric elements. Some of the candidate elements can be 3D geometric primitives while 
others may not be. In order to distinguish the 3D primitives from invalid ones, we 
should reproject 3D candidate elements and check whether the images of them are 
represented as the same 2D geometric primitives on each view. Restoring 3D struc­
tures from 2D geometric elements is called three-dimensional model reconstruction. 

Three dimensional model reconstruction systems require orthographic projection 
files composed of 2D geometric elements as their input. Projection files can be 
drawings from CAD softwares, free-hand drawings or hardcopies of CAD drawings. 
If we digitize the drawings by a scanner, and then apply some types of image 
processing techniques and vectorization, we can get the same results as the modeling 
data generated by CAD software.22'30 Figure 4 shows the generic block diagram of 
solid model reconstruction system. 

Reconstructed 3D models are stored in computer storage in a solid model rep­
resentation form such as boundary representation or CSG, and they can be applied 
to a variety of areas. For example, designers can verify the robustness of draw­
ings by visualizing reconstructed 3D models with several rendering techniques. Also 
3D models can assist normal users who cannot interpret engineering drawings to 
recognize the shape of objects that are represented. 

2. Application Areas 

Three-dimensional model reconstruction methods can be utilized in a variety of 
applications. We can apply it to create and manipulate virtual environments in 
virtual reality systems. If we design a virtual environment using orthographic 
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Fig. 4. Block diagram of solid model reconstruction system. 

projection, then reconstruct 3D models from the views, it is possible to construct 
the virtual environment with a low cost. One of these approaches is to reconstruct 
a virtual building from architectural drawings and to walk-through or fly-through 
along the reconstructed virtual space. 

However, there are a lot of limitations in the shape of objects that can be 
reconstructed. It is very hard, or even impossible to reconstruct the 3D model for 
a complex object since key information may be lost during the projection. Too 
much loss of information makes it impossible to reconstruct a valid model from the 
projections. For these reasons, this 3D model reconstruction has been applied to 
several production areas such as CAD and CAM (computer-aided manufacturing) 
in which relatively simple objects are manipulated. Here we introduce an automatic 
drawing recognition system as a typical example. This system generates the high-
level representation of an object from 2D drawing, and provides the results to CAM 
or CAPP (computer-aided process planning) system for efficient process planning 
and production. 

2 .1 . Automatic drawing recognition system 

As computer technology advances, conventional production processes become grad­
ually replaced by computerized processes. Creation and management techniques 
of engineering drawings for product design have progressed in CAD area. Auto­
mated manufacturing techniques have been improved in CAM using computerized 
numeric controlled machining devices and CAM softwares. In CAPP area, much 
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work had concentrated on devising an optimal tool selection and tool path gener­
ation methods which enable us to manufacture products more efficiently with less 
raw materials.4'6 Researches on CAD, CAM and CAPP have focused on comput­
erizing only one step of whole production process. In these days, CIM (computer 
integrated manufacturing) that computerize whole processes — from design to man­
ufacturing — systemically is highlighted.13 

As the design and manufacturing process has been automated, we are interested 
in two kinds of applications. One is to devise a method that manages CAD drawings 
efficiently and enables us to reuse them for designing other products. The other is to 
find out an efficient internal representation that can be used throughout the whole 
process from design to manufacturing. Automatic drawing recognition system satis­
fies these requirements. This system reconstructs 3D solid models from 2D drawings 
made by designers, and then transforms them into high-level representations that 
describe the shape of the objects to be produced. The high-level representations 
of drawing information might be stored in an engineering database,8 which then 
can be used for drawing information retrieval with a simple query statement when 
we want to design another product. High-level representation can be utilized as an 
input of the manufacturing or process planning step without any transformation. 

Automatic drawing recognition system is composed of four modules. One is for 
acquiring engineering drawings. The second is 3D solid model reconstruction from 
2D drawings. The third extracts high-level representation from the solid model. The 
last is for processing query statements and retrieving the drawing information that 
user wants to find. Figure 5 depicts the conceptual diagram of automatic drawing 
recognition system. 
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Fig. 5. Conceptual diagram of automatic drawing recognition system. 
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Automatic drawing recognition system offers several advantages. Firstly, we can 
implement efficient drawing management and process automation. CAD software 
has been common in product design, and most designers make tens or hundreds of 
drawings for the design of a product or a system since the complexity of the products 
has increased. Even though the number of drawings to be managed has dramatically 
increased, drawings are managed using primitive methods like tagging the date to 
be generated or by some annotation. In this environment, drawing retrieval time 
becomes too long, and sometimes the required drawing cannot even be found. The 
problem is more serious in hand-made drawings or hardcopies of CAD drawings. 
Consequently, designers have to repeat the same work since they cannot reuse the 
drawings that they have already made. Also it is impossible to refer to the meaning 
of drawings without designer's help when they cannot interpret the drawings. With 
the automatic drawing recognition system, designers can concentrate on the design 
process since it automatically classifies and retrieves the drawing that they want. 
Even when the number of drawings used for product manufacturing increases and 
the designers work on the distributed environment that makes them share a drawing 
database, it is very easy to work in that environment. Also, it reduces design time 
considerably since it enables us to reuse the drawings created by themselves or other 
designers. It helps us to construct computer supported cooperative work (CSCW) 
environment.15'34 

Automatic drawing recognition system changes the basic scheme of conventional 
product manufacturing systems. As can be seen in Fig. 6, the conventional produc­
tion process is composed of two steps. In the first step, designers make drawings for 
a product that they want to produce. In the next step, manufacturers interpret the 
meaning of drawings, and then make the product by manipulating some machining 
devices. In this process a mis-interpretation of the designers' drawings may result 
in a wrong object being produced; or production efficiency might be compromised 
when an inappropriate tool path is chosen. 

Figure 7 shows the automated production process based on the drawing recog­
nition system. It reduces the possibility of errors and improves the efficiency of the 
production process since it performs the reconstruction of 3D solid model automat­
ically, extraction of high-level representation from the model, and determination of 
optimal tool path without human intervention. 

The most important part of the drawing recognition system is 3D model recon­
struction from input drawings. 
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Fig. 6. Conventional product manufacturing process. 
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Fig. 7. Automated production process. 

2.2 . Researches on 3D reconstruction using projections 

Research for reconstructing three-dimensional models from projections has been 

conducted in computer vision, image processing, and the computer graphics area 

since the 1960's.3 1 '4 6 However, it is not easy to reconstruct complete models except 

those tha t involve simple objects since a lot of geometric information may be lost 

during the projection. Some researchers have tried to reconstruct the lost informa­

tion using heuristic search and pa t te rn matching techniques. However these are not 

regarded as good solutions since they require severe restriction for input data, and 

they might produce wrong solutions. 

As for orthographic projection, it is known tha t its loss of information is less than 

tha t of any other projection method. While perspective projection and oblique pro­

jection cannot preserve parallelism, shapes, and measures of geometric elements, 

orthographic projection maintains most geometric information except for depth 

information. However, even though we exploit orthographic projections, it is impos­

sible to reconstruct all sorts of solid models perfectly using orthographic views since 

orthographic projections do not contain depth information. So its reconstruction 

process is not simple and it may cause some errors. It is impossible to reconstruct 

solid models for all kinds of objects with any reconstruction method tha t has ever 

been devised. Therefore, most research focused on developing methods tha t can 

reconstruct solid models for more various objects, and solve more pathological cases 

with greater speed. 

Projection-based 3D model reconstruction methods are classified into single view 

methods and multiple view methods according to the number of projections to be 

used as their input. Also they can be categorized into the B-rep based method 

and CSG based method according to the type of resulting solid model. Since it is 

possible to transform a type of solid model into another one , 2 9 , 3 8 , 4 4 the type of 

representation for the result of reconstruction system does not mat ter . Boundary 

representation is mainly used in most reconstruction algorithms since it guarantees 
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maximum compatibility for representation of models and it can be applied to a 
variety of areas. 

2.2.1. Single view methods 

The single view method extracts the shape information of 3D objects using only 
one perspective projection or an oblique projection. It finds out the patterns of 
two dimensional geometric elements on the view that can be projected from three-
dimensional geometric elements by applying some heuristics. Single view meth­
ods are mainly used in computer vision and pattern recognition. The labeling 
method25 '26 and gradient space method are the most popular of single view methods. 
In the labeling method, patterns are defined by three edges sharing a vertex that 
can be interpreted as valid 3D information, and then classified into four categories. 
Appropriate labels are tagged to an edge according to the shape of connection to 
the other edges on the view. We can infer the 3D shapes on that point by observing 
a pattern of labeled edges sharing a point. In the gradient space method, we infer 
the 3D shape of object using the gradients of two lines when those lines converge to 
a vanishing point in a perspective view. In addition, linear programming method,42 

perceptual method,24 and primitive identification method45 are classified as sin­
gle view methods. These methods are used for inferring the shape of objects or 
visual inspection of products based on the scanned-data from hand-made drawings 
or photographs captured by a camera. 

The single view method has advantages in that the amount of input data is 
relatively small and it can reconstruct 3D geometric information even when drawings 
have some erroneous elements. Also it can process hand-made sketches. However, 
since it can reconstruct the limited range of objects, it requires severe restrictions, 
and it may cause ambiguities. Therefore it cannot be adopted to applications that 
require accurate 3D model. Although the single view approach is very useful in solid 
model reconstruction and shape understanding, we will not describe the details since 
it is out of the scope of this chapter. 

2.2.2. Multiple view approach 

Multiple view methods generate 3D solid models using two or more views. Ortho­
graphic projection which projects an object onto the planes that are perpendicular 
to principle axes is mainly used rather than oblique projection or perspective pro­
jection. However, in some cases, cross-sectional views and detailed views of some 
parts may be used for more accurate solid model reconstruction. 

Idesawa was the first to suggest a method of reconstructing a 3D model from 
multiple orthographic views.18,19 He devised an algorithm that constructs limited 
polyhedral objects from three views. It consists of the following steps: 

• Generate 3D vertices from 2D vertices on three orthographic views. 
• Generate 3D edges by connecting the 3D vertices. 
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• Construct the closed faces from 3D edges on the same plane. 
• Eliminate a ghost element that cannot be a part of three-dimensional model by 

applying some criteria. 
• Construct 3D solid models from faces. 

Although this method has some problems in that it can only reconstruct rectilin­
ear polyhedras and may generate invalid solid models, this bottom-up approach 
becomes the basis of the methods proposed thereafter. 

Wesley and Markowsky proposed an algorithm for reconstructing arbitrary poly­
hedral objects.44 Their method is an extension of Idesawa's algorithm. Unlike the 
previously proposed methods that depend on heuristics and pattern matching, this 
method reconstructs solid models based on mathematical approach. It uses detailed 
views and cross-sectional views as well as two or more orthographic views to con­
struct a more precise model. As a result, it can produce the solid model for an 
object composed of non-rectilinear edges and faces, and it solves problems of recon­
structing invalid solid models. Also, it provides good results in pathological cases 
that could not be solved in the previous methods and produces all possible solu­
tions in case that the orthographic views can be interpreted as several objects. 
However, this algorithm requires considerable processing time because it performs 
tremendous reprojections and complicated geometric operations. It is also limited 
to reconstructing polyhedral objects. 

Aldefeld presented a method to interpret 3D models by using a pattern recogni­
tion technique based on heuristic search rather than mathematical approach such 
as Idesawa's method.2'3 The key idea of the method is to find the heuristic rules 
that determine the type of patterns of geometric primitives found in views. The 
rules are applied to 2D primitives in each view and they are classified into different 
patterns in order to determine the shape of a 3D model. Although it is faster than 
Idesawa's and Wesley's methods, it can only deal with restricted objects and cannot 
interpret the views when parts of an object overlap each other for information loss 
in projection phase. 

As an extension of Wesley's method, Sakurai proposed an algorithm to recon­
struct objects composed of cylindrical, conical, spherical and toroidal surfaces that 
are parallel to one of principle axes by using the vertex type classification method.39 

In this method, vertices defined at junctions of straight lines and curved lines are 
classified into three categories — silhouette, tangency, and standard. Then standard 
vertices and edges connected to those vertices are used for reconstructing polyhedras 
by adapting Wesley's method, and silhouette and tangency vertices and edges con­
nected to those vertices are used for generating curved surfaces by exploiting their 
own algorithm. However, because it is based on Wesley's method, it is not simple 
and requires as much processing time as Wesley's. Gu et al. provided a method 
to reconstruct more various curved faces by combining Wesley's and Aldefeld's 
methods.16 
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While some methods are not concerned about reducing the processing time, 
several works have been continued to reduce the processing time for solid model 
reconstruction. Yan et al. presented an algorithm for reconstructing a polyhedral 
object from orthographic projections based on Wesley's bottom-up approach.52 In 
order to accelerate the processing speed of 3D edge generation step, the frontal-
projection-based decision-tree search technique is used in this method. It uses the 
decision tree that represents the kind of patterns that can be a 3D edge. It enables us 
to generate 3D edges more rapidly than the existing method by examining patterns 
of geometric elements on three orthographic views that correspond to a node of 
decision tree. This method can also handle broken lines in the projections to get the 
accurate solution in case a set of views can be interpreted as several different objects. 
However, it does not accelerate overall speed sufficiently, since it considers 3D edge 
generation step. There have been some works on reducing 3D model reconstruction 
time using special data structures representing correlation between 2D geometric 
elements and three dimensional geometric elements.40'41 In addition, there was some 
research for determining all possible solutions from orthographic projections that 
have some ambiguity using heuristic rules.23'32 After constructing a wireframe model 
from three orthographic views, all solutions can be found one after the other in face 
generation step by applying some heuristics. 

Instead of using three orthographic views, research that reconstruct solid model 
from two orthographic views have been continued. Wilde first attempted to recon­
struct 3D model from only two views.50 Dutta extended Wilde's work.10 Although 
we can represent a symmetric object using only two views, it commonly causes 
much more ambiguity than when three views are used. It calculates the multiplicity 
of 2D vertices and edges, then reconstructs all possible solids from two views using 
combinatorial search. However, it is slow and it cannot generate a solid model if the 
third view that are not used as input has an intersection of two edges. 

2.2.3. Wireframe methods 

Several works for reconstructing 3D solid model from wireframe — an intermediate 
form between projections and solid models — are also interesting. Even though it 
does not use orthographic views as input, it can be classified as a kind of recon­
struction method. Wireframe-based methods are important since a lot of CAD soft­
ware provide wireframe generation facilities, and most projection-based methods 
can generate wireframes as an intermediate result. Markowsky proposed a method 
to reconstruct solid models from wireframes.28 It became the basis of Wesley's 
bottom-up method that reconstructs solid models from orthographic projections. 
If we already have 3D vertices and 3D edges, no further processing is required for 
generating a wireframe. In this method, the conversion process from wireframe to 
solid model is very similar to that from pseudo wireframe to solid model in Wesley's 
method. The only difference is that Markowsky's method is easier to reconstruct 
solid models, since the wireframe does not have ghost elements. Agarwal proposed 
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another method to reconstruct solid models from wireframes. It decomposes input 
wireframes into atomic tetrahedras that cannot be divided any more. Then it exam­
ines whether a tetrahedral can be a part of an object or not by combining some 
tetrahedras one after the other. After determining the valid tetrahedras, we can 
reconstruct a 3D solid model by combining them.1 

3. 3D Solid Model Reconstruction from Orthographic Views 

In this section, we present the typical 3D model reconstruction method. It is based 
on Wesley's method and Yan's method that reconstruct polyhedral object49'52 and 
Sakurai's method that produce a solid model containing curved surfaces.39 

3.1. Preliminary definitions 

In this section, we define the basic concept used in the 3D solid model reconstruction. 

• Definition 1: A vertex v is a point in R3 , and it is represented as a Cartesian 
coordinates (x, y, z) in R 3 space. 

• Definition 2: An edge e is a line segment defined by two endpoints viyVj in R3 . 
• Definition 3: A face / is the closure of a nonempty, bounded, connected, coplanar 

subset of R3 . The boundary of a face is the union of a finite number of line 
segments e i , . . . , en and it is denoted by df. Two adjacent edges that belong to 
df do not share intersections except for their endpoints. 

• Definition 4: An object O is the closure of a nonempty, bounded, connected 
subset of R 3 . It is defined as the union of a finite number of faces f \ , . . . , fn and 
inside of them. The boundary of an object is the union of fi, • • •, fn and it is 
denoted by dO. The inside and outside of the object are represented as iO and 
cO respectively. 

• Definition 5: A set of vertices of a face / , V(f), is defined by intersections of each 
pair of edges comprising df. That is, V(f) = {v\v G e* fl ej, ei,ej G df}. 

• Definition 6: A set of edges of a face / , E{f), is defined by all edges which belong 
to df. The endpoints of an edge e G E(f) belong to V(f). No interior point of 
the edge e belongs to V(f) except for the endpoints. 

• Definition 7: A set of vertices of an object O, V(O), is defined by all vertices 
shared by three or more non-coplanar faces. That is, V(0) = {v\v G ft fl fj n fk, 
fufjJkQdO}. 

• Definition 8: A set of edges of an object O, E(0), is defined by all edges which 
belongs to dO. The endpoints of an edge e G E(O) that are contained in V(0) 
and no interior point of e belongs to V(0) except for the endpoints. The edge 
should be shared by only two non-coplanar faces. 

• Definition 9: A wireframe of an object O, WF(0), is defined by the union of 
V(0) and E(O), that is, (V(0),E(0)). 

• Definition 10: Let O be an object and P represent a plane in R 3 space. The 
orthographic projection n : R 3 —> P is denoted by 0\P. The images under the 
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projection 0\P are a set of points and line segments on P tha t are denoted by 

V(0\P),E(0\P) respectively. An edge tha t is not perpendicular to P is projected 

as a line segment according to 0\P. A set of those line segments is denoted by Ep. 

All points p e V(0\P) are endpoints of edges contained in EP and they are shared 

by two non-collinear line segments. E(0\P) is a set of line segments s defined by 

two points pi,p2 6 V(0\P) and no interior point of s belongs to V(0\P) except 

for the endpoints. 

3.2 . Solid model reconstruction algorithm 

Figure 8 shows the block diagram of the typical 3D model reconstruction algorithm. 

Three orthographic views are transferred to 3D vertex and 3D edge generation step 

after preprocessing. In these stages, the algorithm classifies the type of edges and 

vertices for reconstructing curved surfaces, and then constructs wireframe by seg­

menting intersecting and overlapping edges. It generates planar and curved faces 

from the wireframe constructed in the previous steps. In case of intersecting two 

faces in R 3 space, it segments them into four non-intersecting, non-overlapping 

faces by inserting cutt ing edges. It constructs virtual blocks which are small com­

ponents comprising the solid model of the object by connecting the curved and 

planar faces. It eliminates ghost elements tha t cannot be used for constructing final 

2D vertex type classification 

3D candidate vertex generation 

3D vertex type determination 

3D candidate edge generation 

Edge segmentation 

Wireframe 

Curved face construction 

Planar face construction 

Cutting edge insertion 

Virtual block construction 

Block combining and decision making 

3D solid model 

Fig. 8. Block diagram of the solid model reconstruction algorithm. 
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model. Finally, it completes the 3D solid model of the object by combining the 
remaining virtual blocks. 

Among the 11 steps in Fig. 8, the major steps are 3D candidate vertex generation 
from 2D vertices, 3D candidate edge generation from 3D vertices, face construction 
by connecting 3D edges, and solid model reconstruction by connecting the faces. 
Whole process can be represented mathematically as follows. 

Let / be the mapping function from a 3D object O and its projections P, then 
we can get the relationship P = f(0). Three-dimensional model reconstruction is 
to find an inverse mapping / _ 1 such that 0 = f~1(P), where O is a 3D solid model 
of the object. Inverse mapping / _ 1 can be decomposed into several functions as 
follows: 

f~\P) = fsL(fBL(fpL(fLN(fpN(P))))) (3-1) 

where fpM is the mapping function from 2D vertices to 3D vertices, JLN is mapping 
function from 3D vertices to 3D edges. JPL is the mapping between 3D edges and 
faces and JBL is the function from faces to virtual blocks. Lastly, JSL is the function 
for generating final solid model by combining candidate blocks. 

Consequently, we can simplify the problem by dividing the whole reconstruction 
process into small independent sub-steps. Also we can get more accurate solution 
by eliminating ghost elements efficiently in each step. Now we present the detailed 
description for each step of the whole reconstruction process. 

3.2.1. Input data checking 

Three orthographic views are commonly used as the input of 3D solid model recon­
struction algorithms. Orthographic projection uses principle planes XY(z = 0), 
YZ(x = 0), ZX(y = 0) defined in world coordinates as projection planes. We 
assume that each view is composed only of 2D geometric primitives such as points 
and line segments. Since drawings have some non-geometric elements including 
annotations, comments, dimensions, and measures, it is required to extract those 
elements from geometric primitives.9 

When the position of endpoints of two connected line segments does not match 
in a view, we should let them be the same points by adjusting coordinate values for 
the endpoints. If the distance between two points is less than predefined threshold 
value, those points are regarded as the same ones. 

As described in Definition 10, any 2D vertex in each view must be an endpoint 
of two or more line segments that do not lie on the same straight line. Otherwise 
the vertex and edges connected to it are regarded as ghost elements and they should 
be eliminated. 

After preprocessing step, 2D vertices and edges in each view are stored in 2D 
vertex lists and 2D edge lists for each view respectively. Each item of 2D vertex list 
has 2D coordinates for each vertex, and each item of 2D edge list holds indices of 
its two endpoints. 
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3.2.2. 2D vertex type classification 

2D vertices on each view have one of the following attributes according to the shape 
of 2D edges sharing the vertex — straight line or curved line — and the topological 
relation of the edges. 

• Definition 11: 

(1) A silhouette vertex is an endpoint of an artificial line segment generated by 
projection. It is located on the point where an arc is tangent to a straight 
line segment parallel to a principle axis. 

(2) If two arcs or a line and an arc are tangent to each other, then tangency type 
is assigned to their common endpoint. 

(3) Vertices in other views corresponding to silhouette vertex are silhouette-
generated. 

(4) Vertices in other views corresponding to tangency vertex are tangency-
generated. 

(5) Remaining vertices have standard type. 

It is necessary to classify the type of vertices in order to reconstruct curved faces 
in the following step. Standard vertices are used for constructing planar faces, sil­
houette and tangency vertices are used for generating curved-faces. Figure 9 depicts 
types of 2D vertices on each view. 

Standard and tangency vertices appear on orthographic views, but the other 
types of vertices cannot be found on input views since they are artificial points. So 
they must be appended to 2D vertex list in this step. 

Top view 

Front view 

J 

i 

• 

Y 

z 

Side view 

Y 

• Standard type • Tangency type • Silhouette type 

• Tangency-generated type A Silhouette-generated type 

Fig. 9. Types of 2D vertices. 
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3.2.3. 3D candidate vertex generation 

Arbitrary plane in R 3 space can be used as projection plane. There exists a pro­
jection with which we can correspond each 3D vertex and 3D edge to a unique 2D 
point and a 2D line segment, where the mapping is called distinguishing projection. 
When a 3D vertex is projected on three non-coplanar planes using distinguishing 
projection, we have only to find intersection of three lines that are perpendicular to 
those planes and pass through the 2D points which are the images of that vertex. 

Non-distinguishing projection corresponds two or more vertices and edges to a 
single 2D geometric primitive. If a projection ray fired from the center of projection 
meet with two or more 3D geometric elements before it reaches projection plane, 
it is regarded as non-distinguishing projection. In that case, an ambiguity problem 
may occur. That is, we cannot recognize the correspondence between a 2D geomet­
ric primitive and 3D geometric primitives. In Fig. 10, since two 3D vertices v±,V2 
intersect with projection ray Zi, and a 3D edge e\ is parallel to li, images for those 
primitives are overlapped on a 2D point p%. 

Most orthographic projection is non-distinguishing, since objects are aligned so 
that their edge and face might be parallel or perpendicular to projection plain. 
Therefore, we should consider the ambiguity problem in 3D vertex generation step. 

If a 3D vertex is projected onto three views, its image should be an intersection 
point of two or more non-collinear line segments in at least one view. So we can 
generate a 3D vertex from a pattern of 2D geometric elements that satisfy the above 
property. 

A 3D vertex can be classified into two categories. One is represented as an 
intersection point of two non-collinear line segments in two or more views, and 
it is called class I vertex. The other is represented as intersection point of two line 
segments in only one view, and it is called class II vertex. The reason why we consider 
class II vertices is that there are some collinear edges that share the endpoint of 
edges contained to a set of edges E(f). Since the set of class I vertices and class II 

• Pi 

mS e, 

Projection ray h 

Center of projection 

Fig. 10. Ambiguity problem in non-distinguishing projection. 

Projection plane 
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vertices are disjoint, a set of 3D vertices is the sum of class I vertices and class II 

vertices. Figure 11 shows an example of a class I vertex and a class II vertex. In this 

figure, v\ is class I vertex since it appears on three views as intersection points of 

two non-collinear line segments, and i>2 belongs to class II since it is represented as 

an intersection point of two lines only in a side view. Class I vertices are generated 

in this step, and class II vertices are reconstructed in edge segmentation step. 

An intersection point of two non-collinear line segments on a view may be an 

image of a 3D vertex. Points on the remaining views tha t correspond to tha t point 

have the same coordinate value in spares coordinates. For example, when we com­

pare the points on top view parallel to XY plane, and front view parallel to XZ 

plane, points tha t have the same ^-coordinates can be corresponding points. In case 

of using three projection planes P1, P2, P3, it selects a pair of corresponding points 

(p1 (x, y),p2(x, z)) in two views and reprojects it onto the third view. If an image 

on the third view, p3(y, z), is contained in V(0\P3) or if it is an interior point of an 

edge e € E(0\P3) the generated vertex v*(x,y,z) may be a 3D vertex. Figure 12 

shows how 3D vertices are generated from 2D vertices. 

class I vertex v. top 

( 

( 

view 

class II vertex v2 

front view side view 

Fig. 11. An example of a class I vertex and a class II vertex. 

top view 
top view 

a 2D point 

a 3D vertex. 

side view 

front view Z side view 
front view 

Fig. 12. An example of generating 3D candidate vertices from three orthographic views. 
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Ghost element v 

Front view 

Fig. 13. Mis-interpretation of three views for information loss during the projection. 

Points that are not part of an object can be interpreted as vertices of the object 
for information loss. In Fig. 13, even though a vertex v is not contained in V(0), 
it looks like a real vertex when we examine the 2D geometric primitives on a view. 
Since the depth information may be lost during projection, a set of 3D vertices 
generated by the above criterion, V*(0), may contain ghost elements that are not 
part of an object. So we can get V*(0) ~D V(0). V*(0) is called the set of candidate 
vertices or c-vertices hereafter. 

3.2.4. 3D vertex type determination 

After coordinate values of c-vertices are determined, their types are assigned accord­
ing to the types of the corresponding 2D vertices. These are essential to constructing 
curved faces. Types of 3D vertices are determined by the following definition. 

• Definition 12: 

(1) If the corresponding vertex in one view has silhouette type and the other two 
vertices have silhouette-generated type, then the c-vertex is silhouette type 
vertex. 

(2) If the corresponding vertex in one view has tangency type and the other two 
vertices have tangency-generated type, then the c-vertex has tangency type 
vertex. 

(3) If three corresponding vertices have standard type, then the c-vertex becomes 
a standard vertex. 

Figure 14 shows the relationship between types of c-vertices and types of their 
corresponding 2D vertices. 

3.2.5. 3D candidate edge generation 

In this section, we explain the process of generating all types of 3D edges by means 
of the types of their endpoints. 3D candidate edges from c-vertices are classified 
into standard edges, silhouette edges and tangency edges. 
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© Standard c-vertex 

m Tangency c-vertex • Standard • tangency • silhouette 

A Silhouette c-vertex D T a n g e n c y . g e n e r a t e d A Silhouette-generated 

Fig. 14. Determination of types of c-vertices using the types of 2D vertices. 

(1) Generating standard candidate edges 
When 3D edges are projected on three views, those perpendicular to the projec­
tion plane are represented as 2D vertices, and the others are projected as 2D line 
segments. So, all vertices and edges on a view can be the images of 3D edges. We 
can reconstruct 3D edges based on the following property. Firstly, it selects a pair 
of c-vertices in candidate vertex list, and then reprojects the edge e generated by 
connecting the pair onto the three views. If its images are contained in V(0\P) and 
E(0\P) in each view, then e may be a 3D edge. Because the set of c-vertices may 
contain ghost elements, edges that cannot be contained in E(0) may be generated. 
All the edges generated by the above criterion are called candidate edges or c-edges 
and their set is denoted by E*{0). Figure 15 shows an example of reprojecting a 
line segment e obtained from connecting a pair of c-vertices (^1,^2)- e is projected 
as two line segments si and S2 in two views and a point ps in the third view, so it 
is a c-edge. 

(2) Generating silhouette candidate edges 
A silhouette edge is an artificial one corresponding to a silhouette line of a curved 
face. As shown in Fig. 16, it appears when a curved face is tangential to an artificial 
face perpendicular to a principle axis. 

The following property is used to generate a silhouette edge from the information 
of 2D primitives on orthographic views and c-vertices generated in the previous step. 
A silhouette edge parallel to a principle axis is projected as a line segment of which 
endpoints have silhouette-generated type in one view, a silhouette type vertex in 
another view, and is not projected at all in the third view. 
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Fig. 15. An example of reprojection for candidate edge generation. 

A silhouette edge 

An artificial face perpendicular 
to principle axis 

Fig. 16. An example of silhouette edge. 

As shown in Fig. 17, a silhouette edge is generated when a curved face is tangent 
to an artificial plane parallel to principle axis. When the face and the plane are 
projected onto the three planes, the face is projected as an arc s and two faces 
/ i , / 2 . The artificial plane is projected as two straight lines l\,l2- The silhouette 
edge is projected as a 2D vertex p that is an intersection point of the arc s and one 
of h,h- And it is also projected as a line segment s' that is an intersection of one 
of / i , / 2 and the other line, p has silhouette type since it is an intersection of an 
arc and a line tangent to each other, s' has the same coordinate as the endpoints 
of p in the shared coordinates, since p and s' are the images of the same 3D edge. 
So the endpoints of s' have silhouette-generated type. 

To generate a silhouette edge, a 2D edge whose endpoints have silhouette-
generated type is selected. If there exists a pair of c-vertices which have silhouette 
type and the same coordinate value in shared coordinates, then the line segment 
obtained from connecting this pair of c-vertices may be a silhouette c-edge. 
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Fig. 17. Projection of a silhouette edge. 

7V( / 1 , e 1 ) = 7V( / 2 , e I ) TV(fl,e2) = TV(f3,e2) 

Fig. 18. Tangency edge: TV(f, e) stands for a tangent vector of a face / on a edge e. 

(3) Generating tangency candidate edge 
A tangency edge is shared by two curved faces which are tangent to each other as 
shown in Fig. 18. Two faces sharing a tangency edge have C 1 continuity. 
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Fig. 19. An example of corresponding two or more tangency-generated vertices in a view to a 
tangency vertex in another view. 

A tangency edge is projected as a tangency vertex in only one view. At first, 
it selects a tangency vertex in a view and finds tangency-generated vertices that 
correspond to the vertex in the other views. It should find all tangency-generated 
vertices that have the same coordinate values in shared coordinates in the other 
two views. If there exists a pair of c-vertices which has tangency type and the 
same coordinate value in shared coordinates, then the line segment obtained from 
connecting this pair may be a tangency c-edge. As shown in Fig. 19, two or more 
tangency-generated vertices that meet with the above condition can appear on a 
view. Since two parallel curved faces cannot be adjacent, the number of tangency-
generated vertices corresponding to the edge is always 2n (n = 1, 2, 3 . . . ) . We have 
only to examine 2D edges defined by a pair of vertices (2n — l,2n). Since edges 
generated by pairs of vertices (2n, 2n + 1) cannot generate a tangency edge, they 
are ignored. 

3.2.6. Edge segmentation 

Two non-collinear edges may intersect in R 3 space and several collinear edges can 
be overlapped. In case of intersecting two non-collinear edges, those are segmented 
into four edges and a c-vertex is generated as shown in Fig. 20(c). Since overlapped 
edges may cause ambiguity problem, they should be segmented into smaller non-
overlapped edges and duplicated edges should be eliminated as shown in Fig. 20(d). 

Since class I vertices have been generated in the previous step, we can get all 
the vertices if we generate class II vertices. A class II vertex is an intersection point 
of two non-collinear c-edges except for their endpoints. 

A class II vertex is projected as an intersection of non-collinear 2D line segments 
in only one view and interior points of line segments in the other two views. Let 
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(a) intersection of two edges (b) overlapping of several edges 

(c) segmentaton of (d) segmentation of 
intersecting edges overlapped edges 

Fig. 20. Segmentation of intersecting and overlapped edges. 

Si and s2 be the 2D line segments. A vertex is a class II vertex if and only if 
all edges projected to s\ and S2 lie on a plane P perpendicular to the two views 
simultaneously. The edges should intersect at a point on P because its image on the 
third view should be an intersection point of non-collinear line segments. Therefore 
a class II vertex is an intersection point of two non-collinear c-edges. 

When a class II vertex is generated by intersecting two candidate edges, the 
edges are segmented into four edges. The edges connected to the intersection point 
should be shared by only two faces which should not be coplanar. Thus a class II 
vertex is generated when the vertex is shared by at least four faces and two adjacent 
faces are not coplanar as depicted in Fig. 21. In this figure, two candidate edges 
ej, e2 of a face / are located on the same collinear line I. 

If we find all class II vertices and store them into the set of candidate vertices 
V*(0), and segment candidate edges, and then store them into the set of candidate 
edges E*{0), the union of these sets (V*(0), E*(0)) contains all vertices and edges 
comprising pseudo-wireframe of the object. 

3.2.7. Curved face construction 

In this step, we construct quadric surfaces such as cylinders, tapers, torus, and fillet. 
These faces can be reconstructed by using the type of candidate vertices and edges, 
and 2D geometric primitives on orthographic views since those faces are parallel to 
a principle axis. The construction method for each curved surface depends on the 
shape of the faces. 
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A class II vertex 

Fig. 21. Generating a class II vertex. 

An arc c-edge connecting 
two end points of linear 

c-edges 

Two parallel c-edges that 
have silhouette type 

Fig. 22. Construction of a cylindrical face. 

(1) Constructing cylindrical face 
If there exists an arc candidate edge that connects endpoints of two linear c-edges 
whose types are silhouette, the face which contains these three edges becomes a 
cylindrical face. In order to construct cylindrical faces, it selects a pair of parallel 
edges (ei, e^) that have silhouette type, and then examines whether an arc connect­
ing endpoints of the two edges on a view or not. Figure 22 shows an example of 
constructing a cylindrical face. 

(2) Construction of fillet face 
If there exists an arc candidate edge that connects endpoints of two linear c-edges 
whose types are tangency, the face that contains these three edges becomes a fillet 
face. Figure 23 shows an example of constructing a fillet face. 

(3) Constructing a toroidal face 
To find a toroidal face, patterns of 2D edges in each view are used. As shown in 
Fig. 24, a toroidal face is constructed if two arcs in different views have the same 
radius, the center points of the two arcs have the same coordinate value in the shared 
coordinates, and the distance from center points of the two arcs to the center point 
of an arc in the other views are equal. When a toroidal face is projected onto each 
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An arc c-edge connecting 
two endpoints of linear 

c-edges 

Two parallel edges that 
have tangency type 

Fig. 23. Construction of a fillet face. 
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Fig. 24. Conditions to be a toroidal face. 

view, arcs are presented in all views. Therefore in at least one view, two endpoints 
of the arc have both silhouette and silhouette-generated type. For the construction 
of a torus, vertices whose types are silhouette and silhouette-generated are selected, 
and only the related vertices and the corresponding arcs are examined. 

As depicted in Fig. 25, the internal representation of a curved face is the same 
as that of a planar face, but the external shape of a curved face is approximated by 
polygon meshes. Since the main goal of this research is not the rendering of the shape 
of an object, an accurate surface approximation is not required. A curved surface 
is decomposed to same-sized polygons along with a principle axis. For example, 
a cylindrical face is represented as four rectangles, and a torus is represented as 
sixteen quadrilaterals. 

3.2.8. Planar face construction 

A set of faces that can be constructed from candidate vertices and edges of pseudo-
wireframe WF*{0) is composed of real faces dO as well as ghost faces that do not 
belong to dO. In this step, we should reconstruct all possible faces since we cannot 
distinguish real faces from ghost ones. All the faces that belong to sets of real faces 
and ghost faces are called virtual faces. Ghost faces may appear when two faces 
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Original shapes Internal representation approximation 

Fig. 25. Internal representation and external shapes for each curved face. 

that are not actually adjacent are interpreted as adjacent faces, or a real face is 
regarded as an empty space for the information loss during the projection. 

A 3D edge is shared by two non-coplanar faces according to Definition 8. Since 
two planes Pi , P2 on which the faces fa, fa are located are not parallel to each 
other, the 3D edge can be used for constructing only one face to which it belongs. 
However, an edge is regarded as if it is shared by two distinct faces on the same 
plane for information loss during the projection. After generating the wireframe 
model for an object in Fig. 26(a), only a face ABED can be a real face in Fig. 26(c). 
However, since we cannot find real faces, we have only to generate all possible faces. 
In this example, three virtual faces ACFD, ABED, and BCFE can be constructed 
from candidate edges locatgd on a plane P. Although a candidate edge BE belongs 
to a real face ABED, it is interpreted as a part of faces ABED and BCEF. For 
this reason, an edge should be referred twice to the opposite direction in a face 
construction step. 

Constructing a virtual face is to find a loop of edges comprising the boundary of 
a virtual face. An edge loop is a set of edges on the same plane, and it is denoted as 
L = {ei, e2,. . •, en}, where an intersection point of two edges ej, ej € L is contained 
in the set of vertices of that face, and endpoints of each edge can be shared by only 
two edges. 

After selecting a plane P to which the edges belong, it finds all edge loops on 
the plane. Then it selects another plane that is not coplanar to the plane P and 
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V—I—i 
D E F 

(a) an object (b) wireframe (c) an edge that belongs to two faces 

Fig. 26. An example that an edge is interpreted as shared edge of two faces. 

ei 

e2 

an edge to be contained in 
the current edge loop 

Fig. 27. Selecting an edge to be contained in the current edge loop. 

contains edges of already constructed edge loops. All edge loops on a plane can be 
constructed by using the following procedure. 

(1) Select an edge ei(vi,Vj) not referred twice or referred once, and set it as the 
starting edge. 

(2) Select a direction of traverse, it may be clockwise or counterclockwise. 
(3) If the number of edges connected to Vj is 1, insert the adjacent edge ê  into the 

current edge loop Le. 
(4) If the number of edges connected to Vj is greater than 1, choose an edge ej 

among them and store it into Le. 
(5) Repeat step (3)-(4) until the starting edge appears again in the current direction 

of traverse. 
(6) Repeat step (l)-(4) until all edges are referred twice. 

As shown in Fig. 27, if there are several edges connected to an endpoint Vj of an 
edge e^ choose an edge e^ which has the largest angle to ei in the current traveling 
direction as a component of the current edge loop. 

Figures 28 and 29 depict the process for constructing edge loops on a plane. 
Bridges may occur in the edge loop construction process. A bridge is a kind 

of anomaly caused by information loss during the projection and occurs when an 
edge belongs to an edge loop twice. So, we must check whether an edge is already 
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F ig . 28. P r o c e d u r e of t h e edge loop c o n s t r u c t i o n . 

selected edge selected e selected edge 

Fig . 29. T h e p r o c e d u r e for c o n s t r u c t i n g L\ in F ig . 27. E d g e s t o b e e x a m i n e d a re d r a w n in d o t t e d 

l ines. 

contained in the current edge loop whenever the edge is inserted. A bridge should 
be eliminated from the candidate edge list. 

3.2.9. Cutting edge insertion 

After generating all virtual faces, two non-coplanar faces may intersect as depicted 
in Fig. 31. In this case, one is a real face, and the other is a ghost one. Since it is 
impossible to know which one is real in this step, we segment them into four distinct 
faces by inserting a cutting edge. The segmented faces are tentatively regarded as 
valid ones until virtual blocks are constructed. 
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(a) (b) 

Fig. 30. Bridge problems, (a) An example of bridges; (b) elimination of the bridges. 

(a) two intersecting faces (b) segmentation of 
virtual faces 

Fig. 31. Inserting a cutting edge and segmentation of faces. 

3.2.10. Virtual block construction 

Because of ghost faces, an object may be decomposed into smaller sub-objects called 
virtual blocks in solid model reconstruction. A virtual block B is defined as non-
coplanar faces fi, f2, • • •, fn and with its interior surrounded by them. If two distinct 
faces fi, fj are adjacent, there must exist an edge that belongs to dfi ndfj, and an 
edge is shared by only two virtual faces. 

In most lot of ghost faces may appear because of information loss. As 
a result, a single solid may be decomposed into several blocks, and some virtual 
blocks that cannot be a part of the object are generated. As shown in Fig. 32, an 
object is divided into six blocks and two of them cannot be used to reconstruct the 
object. 

To construct a virtual block, a face loop that comprises the boundary of the 
block must be generated. The list of virtual faces is used as input of this step. An 
item for each virtual face / holds a list of edges e, G df. Edges are stored in the edge 
loop according to their order, and their direction vectors are aligned in a clockwise 
direction with respect to the normal of the face that contains them. 
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a ghost face 

(a) (b) 

Fig. 32. An example of candidate blocks of an object, (a) A ghost face; (b) reconstructed virtual 
faces. 

D , 

Fig. 33. Order of edges and their direction vectors in a cube. 

While a real face belongs to a single block, a ghost face is shared by two virtual 

blocks as shown in Fig. 31. If we regard the open space surrounding an object as a 

block, all virtual faces belong to two adjacent virtual blocks. So a virtual face must 

be referred twice to construct a face loop as in edge loop construction. 

In order to make a virtual block, we should construct a loop of faces tha t sur­

round the block. At first, an arbitrary face / is selected. Then we find faces adjacent 

to the face / for each edge ej 6 df and insert them into the current face loop. After 

finding all adjacent faces for all edges e^, select another face / ' in the face loop, and 

then repeat the same process for each edge e[ £ df. A virtual face is generated 

when all faces in the loop are examined. 

The most important thing is to find adjacent faces for each edge t ha t comprises 

the boundary of a face. If there exists a shared edge between two faces, those two 

faces are regarded as connected. If two faces are connected and belong to the same 

block, they are called adjacent. If only one face is connected to a face, tha t is an 

adjacent face at the same time. If the number of connected faces is greater than 

one, the face whose direction vector D makes the smallest counterclockwise angle 
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(a) (b) 

Fig. 34. Selecting an adjacent face for constructing a face loop, (a) Number of adjacent face = 1; 
(b) number of adjacent faces > 1. 

with the currently examined face becomes an adjacent face. Procedures for a virtual 
block construction is summarized as follows: 

(1) Select a face in the virtual face list, and insert a face in the virtual face list into 
the current face loop Lf. 

(2) Select a face that is not referred twice and find adjacent faces for each edge 
according to the following condition. 

(3) (a) If the number of connected faces is only one as shown in Fig. 34(a), store 
that face into the current face loop since it must be the adjacent one. 
(b) As shown in Fig. 34(b), if the number of connected faces is greater than one, 
the face whose direction vector D makes the smallest counterclockwise angle 
with the currently examined face becomes an adjacent face. 

(4) Repeat step (3) until we examine all edges twice, we can get all the faces adjacent 
to the face. 

Figure 35 shows an example of the construction of c-blocks for an object. 

3.2.11. Virtual block combining and decision making 

Since an object can be represented as the union of virtual blocks, the last step is to 
construct a B-rep model by assembling valid blocks with a gluing operation. A set 
of virtual blocks generated in the previous step may contain ghost elements that 
cannot be a part of the object, we should decide whether a block is a part of an 
object or not. To decide the state of a specific block Bi, we project O* = U\.=1Bk to 
three views, which is the union of valid blocks B\,..., f?i-i and Bi to be examined. 
If V(0*\P) C V(0\P), E{0*\P) C E(0\P), Bi is a part of the object. If there exists 
a vertex p e V(0*\P),p $ V(0\P) or an edge s G E(0*\P), s £ E{0\P), Bi cannot 
be a part of the object. It assigns accept state to a valid block and remaining blocks 
have reject state. A solid model can be reconstructed by assembling accepted blocks. 

Figure 36 shows an example of determining the state of a virtual block. When 
B\ is selected as an initially accepted block, three intermediate solids S\,S2,S^ 
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(i) (j) (k) 

Fig. 35. Construction of virtual blocks, (a)-(f) Steps for constructing a block; (g)-(k) steps for 
constructing all blocks. 

can be generated by gluing neighbors B2, B3, B4. When £2 and S3 are reprojected 
onto three views, s2 G E{S2\P),s2 <fr E(0\P) and s3 G E(S3\P),s3 <£ E{0\P) 
are generated. Therefore B3 and B4 cannot be valid blocks and only B2 is 
accepted. 

When two valid blocks are assembled, a face shared by them is removed, and an 
edge shared by coplanar faces of two blocks is also eliminated as shown in Fig. 37(b). 
Since a cutting edge is inserted when two virtual faces that can be faces of an object 
are segmented, two of four segmented faces must be ghost faces. Therefore, when a 
block is rejected and a face of the block is segmented by a cutting edge, the blocks 
that have the faces coplanar to the face are also rejected. 

Broken lines in the views are used to get the accurate solution in case that a set 
of views can be interpreted as several difference objects. Blocks containing edges 
projected as broken lines are regarded as being located at the back of the blocks 
that have edges projected as solid lines. In Fig. 38, three orthographic views can 
be interpreted as two objects. However, a solution in Fig. 38(b) is selected as final 
solid using broken line information. 

When the final model is selected, ghost elements are removed from sets of candi­
date vertices, candidate edges, and virtual faces. Final solid model for an object is 
completed by means of the sets of vertices, edges, and faces. Figure 39 shows some 
examples of three orthographic views and solid models reconstructed from them. 
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Fig. 36. Determination of state of a c-block. (a) Virtual blocks; (b) intermediate solids; (c) repro-
jection. 

coplanar 
faces 

cutting 
edge 

shared 
edge 

(a) (b) (c) 

Fig. 37. Assembling two blocks: (a) two valid blocks; (b) eliminate an edge shared by two coplanar 
faces; (c) a merged block. 

top view 

direction of projection 

front view side view 

(a) (b) (c) 

Fig. 38. Determination of final model using broken line information, (a) Three views; (b) solution 
I; (c) solution II. 
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y ffi 

(a) (b) 

Fig. 39. Examples of three orthographic views and solid models reconstructed from them, (a 
Three orthographic views; (b) solid model. 



196 Byeong-Seok Shin 

Fig. 39. 
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Computer Aided and Integrated Manufacturing Systems rely heavily on the tech­
niques of Mechatronics System. These systems consist of three main physical 
components — viz., mechanical, electrical and computer subsystems. The latter 
are often called embedded computer control systems. By definition they operate 
in the hard real-time domain, i.e., they must be permanently ready to respond 
to the requests from the operating environment in pre-determined time frames; 
hence their other names: responsive or reactive systems. In this chapter, first 
the basic properties of real-time systems will be examined. Then, an outline of 
an architecture for a consistent embedded control will be given. Further, some 
domain explicitly involved in embedded systems will be dealt with like hardware 
architectures operating system issues, languages, computers and worst case exec­
utive time analysis. 

Keywords: Mechatronics; real time systems; embedded computer control systems. 

1. I n t r o d u c t i o n 

Mechatronic systems are increasingly being used for a large variety of purposes 

and, accordingly, draw great at tention of engineering science. These "systems for 

perception and action" consist of three main physical components, viz., mechanical, 

electrical and computer subsystems. The latter are often called embedded computer 

control systems. By definition they operate in the hard real-time domain, i.e., they 

must be permanently ready to respond to the requests from the environment in pre­

determined time frames; hence their other names: responsive or reactive systems. 
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Some twenty years ago the discipline of real-time systems began to increasingly 
attract more and more interest. All domains involved received considerable attention 
from computer scientists all over the world, and from most major fields of computer 
science and engineering. 

Apparently the most characteristic misconception on the domain of hard real­
time systems26 was that real-time computing was often considered as fast comput­
ing. It is obvious that computer speed itself cannot guarantee that specified timing 
requirements will be met. Thus, ultimate guidelines for their design have changed 
from fast to fast enough: it is of utmost importance that systems meet their pre-set 
deadlines. 

To be able to achieve this, determinism and predictability of the temporal behav­
ior of computing processes is necessary: these properties essentially imply all other 
requirements. 

Unfortunately, although there is no dispute on that among scientists, the state-
of-the-art in practical applications is still far away from meeting (or even proving 
to meet) these requirements: in general, program execution and system response 
times are usually unpredictable and not consistently analyzed. Hence, flawless per­
formance of control systems cannot be guaranteed. 

The reason for this is that common hardware and software as employed in control 
applications are optimized for average performance, whereas in order to guarantee 
that deadlines are met, it is necessary to consider the worst-case behavior. In exe­
cution time analysis, necessarily there is a certain amount of pessimism involved, 
considerably diminishing the estimated average performance. 

In order to avoid having to use more powerful hardware platforms because of 
these pessimistic estimations, designers tend to develop and test control applications 
in the usual ways of non-real-time computing, at risk of not meeting deadlines. The 
consequences, however, could be severe in certain cases, like massive material losses 
or even endangerment of human lifes. This situation must be overcome soon. The 
gap between academic research and practical implementations must be narrowed to 
provide for much more consistent and safer computer control systems. 

Following the ultimate objective of mechatronic design, we carried out a research 
project systematically addressing all crucial layers of hardware and software com­
ponents in a holistic manner to provide for practically usable hard real-time control 
system design techniques. Our objective was not to generate novel approaches or 
methods, but to select and consistently use concepts from our and other groups' 
previous research. 

In this sense, we used off-the-shelf processors and other hardware components. 
They were carefully selected according to their temporal determinism. To achieve 
temporal predictability and to optimize performance, hardware and software were 
co-designed in the large and in the small scale, so that their features mutually 
support each other. 

In this chapter, first the basic properties of real-time systems will be briefly 
revisited. Then, an outline of the architecture for a consistent embedded control 
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system will be given. Furthermore, some domains explicitly involved in embedded 
systems design will be dealt with, like hardware architectures, operating system 
issues, languages, compilers, and worst case execution time analysis. 

A special section is dedicated to safety-critical systems, bearing in mind that 
most control systems are safety-critical to a certain extent. 

Although interesting and relevant to some more sophisticated computer control 
systems, higher-level issues such as advanced software engineering topics, real-time 
databases or artificial intelligence will not be covered here. 

2. Basic Properties of Embedded Real-Time Systems 

Real-time operation is the operating mode of a computer system in which programs 
for the processing of data arriving from the outside are permanently ready, so that 
their results will be available within predetermined periods of time. The arrival times 
of the data can be randomly distributed, or already determined a priori depending 
on different applications.5 Although functionally correct, results produced beyond 
pre-determined time frames are wrong. 

For computer control systems, one distinguishes between hard and soft real­
time requirements. Whereas in cases of soft real-time, the penalty for missing a 
deadline increases with time; in hard real-time cases, late results are useless with 
any consequences that may imply. The general optimization criterion in soft real­
time environments is average performance; while for hard real-time applications, it 
is necessary to consider worst case behavior. Most systems, however, are hybrids: 
hard and soft real-time tasks usually co-exist in applications, where hard real-time 
tasks execute with higher priority as a rule, and the soft real-time tasks run within 
the performance reserve of the hard real-time ones. 

To guarantee specified temporal behavior of control systems, predictability of 
temporal behavior was set as the ultimate objective. Being able to assure that a 
process will be serviced within a predefined time frame is of utmost importance. In 
multiprogramming environments, this condition can be expressed as schedulability: 
the ability to find, a priori, a schedule such that each task will meet its deadline.29 

For schedulability analysis, the execution times of the hard real-time tasks, 
whose deadlines must be met in order to preserve the integrity of a system, must be 
known in advance. These, however, can only be determined if the system functions 
in a deterministic and predictable way in the time domain. 

There are two different comprehensions of the predictability of temporal behav­
ior: layer-by-layer (microscopic) and top-layer (macroscopic) predictability.27 

Layer-by-layer predictability requires each of the layers in a real-time computing 
system to behave deterministically and predictably, thus providing the necessary 
basis for the next layer. This approach is suitable for embedded control systems with 
moderate complexity. It was shown that their temporal behavior can be guaranteed 
a priori.7 
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Top-layer predictability only considers the behavior on the highest (application) 
layer and provides handlers to deal with missing deadlines. This concept is suit­
able for sophisticated and complex applications where it is impossible to deal with 
time in detail. However, in embedded systems, especially those with high integrity 
requirements for safety-critical applications, it is necessary to strive for microscopic 
predictability. 

Beside timeliness and predictability, an important property of control systems is 
dependability. The hardware part of these systems has already reached a high degree 
of dependability; methods and techniques for their verification are well established. 
Also, some extremely dependable hardware platforms have been developed, e.g., the 
VIPER-1A15 processor. 

On the other hand, the dependability of software is still lagging far behind. 
The reason for this is its inherent complexity. Unfortunately, software engineering 
has not sufficiently progressed in this specific field yet. For the time being, the most 
important principle to be followed when designing systems with severe dependability 
requirements is simplicity. 

Simple solutions, however, are the most difficult ones; they require high innova­
tion and complete intellectual penetration of issues: 

Progress is the road from the primitive via the complicated to the simple. 
Easy understandability is the most important precondition to ensure the 

correctness of a system. 

3. Architecture of a Consistent Real-Time Control System 

As it is common in engineering, there are always many possible system designs 
fulfilling a given set of demands—provided the problem is solvable with available 
technology. To derive an architecture appropriate for real-time control systems, we 
start off by considering an analogy from another field, where systems coping with 
real-time conditions have long been developed and used. 

The example system comprises a manager and his or her secretary. The duties 
of the secretary are the reception of mail and telephone calls, the elimination of 
unimportant chores, and the minimization of interruptions to the manager's work 
by visitors and callers. Furthermore, the secretary schedules the manager's work 
by arranging the files in the sequence in which they are to be treated and through 
the administration of his or her meeting appointments. Thus, the manager's work 
becomes less hectic—i.e., the work's "real-time conditions" are eased—and more 
productive, because he or she can perform the tasks with less frequent interruptions 
in a more sequential and organized manner. 

By taking pattern from this and related models, we now define the overall struc­
ture of a computer designed to meet the requirements of real-time operation. 

The asymmetrical concept is depicted in Fig. 1. The system consists of two dis­
similar processors, a task processor and an operating system kernel processor. The 
task processor is a classical processor as commonly used in process control, which is 
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Fig. 1. The basic architectural concept 

executing user application tasks. It acquires data from the controlled environment, 
and controls it by the control output generated. It also executes those operating 
system tasks that interface the user tasks. Being the creative component, the task 
processor corresponds to the manager in the above analogy. 

The operating system kernel routines run on the second dedicated proces­
sor which is clearly and physically separated from the outer layer tasks. This 
co-processor houses the system functions, event, time and task management, com­
munication and synchronization. Although important and actually controlling the 
operation of task processor, these functions are routine and would impose unneces­
sary burden to the latter. Thus, the kernel processor corresponds to the manager's 
secretary. 

This concept was elaborated in detail in Refs. 2 and 7. If necessary, it can easily 
be extended to multiple task processors, each executing its own task set, being 
controlled by a single operating system kernel co-processor. 

3.1. Implications of employing earliest deadline first scheduling 

The fundamental requirement expected to be fulfilled by a process control system 
employed in a hard real-time environment is to carry out all tasks within predefined 
time frames (assuming this is actually possible). Algorithms generating appropriate 
schedules for all possible task sets, such that each task would conclude its execution 
before its given due date (deadline) are referred to as feasible. A number of such 
algorithms have been identified in the literature; for example, Ref. 7. 

On the other hand, neither of the two scheduling policies supported most fre­
quently in commercially available programming languages and real-time operat­
ing systems, namely the first-come-first-served and the fixed priority algorithm, is 
feasible. 
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It is well established tha t for scheduling independent tasks on a single processor, 

the earliest deadline first algorithm is feasible.1 0 '1 2 '2 0 '2 5 According to it, among all 

tasks waiting for execution, the one with the closest deadline will be scheduled. 

When applied to multiprocessors, however, the earliest deadline first scheme 

becomes unfeasible. An extension of the policy tha t re-establishes feasibility on 

homogeneous multiprocessors is the throw-forward algori thm.1 1 '1 2 '1 4 However, the 

lat ter leads to more pre-emptions and is more complex. 

Another algorithm which is feasible for both single and multiprocessor systems is 

the least laxity first algori thm.1 0 '1 1 '2 1 Unfortunately, it is only of theoretical interest, 

as it is pre-emptive and requires processor sharing when several tasks have the same 

laxity. Tha t , in turn , calls for counter-productive context switching overhead. 

In contrast to least laxity first, the earliest deadline first algorithm does not 

require context switches, unless a new task with an earlier deadline arrives or an 

executing task terminates. In fact, if the number of pre-emptions enforced by a 

scheduling procedure is considered as selection criterion, the earliest deadline first 

algorithm is optimal.1 0 Even when tasks arrive dynamically, this policy maintains 

its properties and then generates optimal pre-emptive schedules.17 

The above discussion suggests structuring real-time computer systems as sin­

gle processors. The idea can be extended to distributed systems by structuring 

them as sets of interconnected uniprocessors, each dedicated to controlling a par t 

of an external environment. The earliest deadline first scheduling algorithm is to be 

applied, independent of considerations of the overall system load, on each node in 

a distributed system. The implementation of this scheme is facilitated by the fact 

tha t industrial process control systems are already typically designed in the form 

of co-operating, possibly heterogeneous, single processor systems, even though the 

processors' operating systems do not schedule by deadlines yet. 

This scheduling strategy establishes the direction in which the architecture 

should be developed. The objective ought to be to maintain, as much as possible, 

a strictly sequential execution of task sets. The processor(s) need(s) to be relieved 

of frequent interruptions caused by external and internal events in the sequential 

program flow. These interruptions are counter-productive in the sense tha t they 

seldom result in an immediate (re-)activation of a corresponding task. 

To summarize, earliest deadline first task scheduling on a single processor system 

has the following advantages: 

• scheduling on the basis of task deadlines is problem oriented; 

• It allows the formulation of tasks and the extension and modification of existing 

software without the knowledge of the global task system; 

• All tasks can be t reated by a common scheduling strategy, regardless of whether 

they are sporadically or periodically activated, or have any precedence relations; 

• Feasibility; 

• Upon a dynamic arrival of a ready task, the task's response t ime can be guaran­

teed (or a future overload can be detected); 
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• The cost of running the algorithm is almost negligible (its complexity is linear in 
the number of tasks in the ready queue); 

• Ease of implementation; 
• The cost of checking for feasible schedulability of a task set is almost negligible 

(again, linear in the number of tasks in the ready queue), and the check itself is 
trivial, i.e., the operating system is enabled to supervise the observance of the 
fundamental timeliness condition; 

• Facilitation of early overload detection and handling by dynamic load adaptation, 
thus allowing system performance to degrade gracefully; 

• Achieving the minimum number of task pre-emptions required to execute a fea­
sible schedule; 

• Achieving maximum processor utilization while maintaining feasible schedulabil­
ity of a task set; 

• It is essentially non-pre-emptive, i.e., task pre-emptions may only be caused when 
dormant tasks are activated or suspended ones are resumed; 

• The sequence of task executions is determined at the instants of task 
(re-)activations and remains constant afterwards, i.e., when a new task turns 
ready, the order among the others remains constant; 

• The order of task processing is essentially sequential; 
• Resource access conflicts and deadlocks are inherently prevented; 
• Unproductive overhead is inherently minimized; 
• The priority inversion problem, which received much attention in the literature, 

does not arise at all; and 
• Pre-emptable and (partially) non-pre-emptable tasks can be scheduled in a com­

mon way. 

3.2. Architectural concept 

The asymmetric multiprocessor architecture as shown in Fig. 1 can be employed as 
either a stand-alone device or a node in a distributed system. Each node consists 
of one co-processor and one or more general task processors. It is assumed that the 
latter cannot be interchanged, because process control computers are usually con­
nected to a specific part of a technical process (an external environment). Hence, the 
functions of the general processors are determined by their respective subprocesses 
and cannot be migrated. Thus, the tasks on each general processor can be scheduled 
independently of the tasks on other general processors. The data transmission lines 
to and from all input/output devices in the system are connected to the task (i.e., 
general) processors, whereas all interrupt lines are wired to the co-processor. 

Real-time data processing systems are expected to recognize and react to occur­
ring events as soon as possible, or even, in the ideal case, instantaneously. In conven­
tional hardware, prompt recognition and reaction are accomplished by interrupting 
the running task, determining the source of the event, and switching to an appro­
priate interrupt handling task. The running task is thus pre-empted, even though 
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Table 1. Function assignment in the co-processor. 

1. Hardware layer 
Accurate real time management based on a high resolution clock. 
Exact timing of operations (optional). 
Separate programmable interrupt generator for software simulation. 
Event representation by storage element, latch for time of occurrence, and counter of over-run 
arrivals of events. 
Synchroniser representation. 
Shared variable representation. 

2. Primary reaction layer 
Recognition of events, i.e., interrupts, signals, time events, status transfers of synchronizers, and 
value changes of shared variables. 
Commencement of secondary reactions. 
Recording of events for error tracking. 
Management of time schedules and critical instants. 

3. Secondary reaction layer 
Deadline driven processor scheduling with overload handling. 
Task oriented hierarchical storage management. 
Execution of (secondary) event reactions, esp. tasking operations. 
Synchronizer management. 
Shared variable management. 
Acceptance of requests. 
Initiation of processor activities. 

it is likely that the interrupt does not relate to it. Furthermore, the task which 
is handling the newly arrived interrupt will not necessarily be executed before the 
pre-empted one, once the interrupt has been identified and acknowledged. 

Owing to this inherent independence, the possibility to apply parallel 
processing—task execution and event recognition and administration—is given here. 
In order to preserve data integrity in the conventional architecture, tasks may 
inhibit to be interrupted during the execution of critical regions. Hence, there may 
be a considerable delay between the occurrence of an event and its recognition, 
for which no upper bound can be guaranteed. This situation is further impaired 
when several events occur (almost) simultaneously, thus resulting in both contin­
uous pre-emptions of their corresponding handler tasks, and delay of some of the 
lower priority reactions. 

To address these problems, our co-processor should provide a separate, indepen­
dently working event recognition mechanism capable of commencing a primary reac­
tion to an event within a predefined, guaranteed and short time frame. In order to 
provide this capability, the co-processor is structured into three layers, whose func­
tions are compiled in Table 1. In short, the co-processor unit executes the kernel of an 
operating system developed according to the needs of real-time application software. 

4. Hardware Architectures 

In contemporary state-of-the-art control computers, conventional microprocessors 
are used, which are optimized for high throughput in the average case. This, 
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however, is in contradiction with the hard real-time optimization criterion, viz., 
worst-case performance. 

Processor utilization itself is a thinking category of the 1940's, which became 
obsolete by the achievements in solid-state technology and, consequently, the high 
availability and low prices of hardware components. Sub-optimal utilization is a 
very cheap price to be paid for improvement in simplicity and dependability. 

4.1. Undesirable properties of conventional architectures 

Undesirable properties of conventional architectures are those which make a sys­
tem's temporal behavior (1) unpredictable or/and (2) difficult to estimate. A com­
mon counter-productive characteristic of their design is excessive complexity, which 
makes their verification difficult or impossible. 

The increase in microprocessor performance through the years was mainly influ­
enced by two factors, viz., technological advances and new ideas employed in archi­
tectural design. These new ideas are, e.g., the RISC philosophy, parallel processing 
(pipelining), caching, and others. While RISC ideas are very suitable also for archi­
tectures employed in hard real-time systems for the simplicity and verifiability 
achieved, the other two features (although always present also in RISC processors) 
present a hazard to determinism and predictability of their temporal behavior. 

4.1.1. Independent parallel operation of internal components 

In order to fully exploit inherent parallelism of operations, the internal units of 
processors were becoming more and more autonomous resulting in highly asyn­
chronous operation. Due to this development the average performance of processors 
is increased. However, it is a complex task to analyze corresponding sequences of 
machine code instructions in order to determine their execution times. For the time 
being, verification of such complex processors is practically impossible. 

The most common way to improve the throughput of a processor by exploiting 
instruction level parallelism is pipelining. Various techniques are used to cope with 
the well-known pipeline breaking problem due to the dependence of instruction flow 
control on the results generated by previous instructions. All of them, however, try 
to optimize average performance. 

To predict execution times, complex machine code analyzers would be necessary, 
based on detailed information about instruction execution, which is often propri­
etary and, thus, inaccessible. Owing to its complexity, a processor with pipelined 
operation is also very difficult to verify. 

4.1.2. Caching 

Fetching data from off-processor sources represents a common bottle-neck, espe­
cially in the von Neumann processor concept. To avoid it, cache memories were 
introduced. Since instruction fetching from memory takes a considerable amount of 
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execution time, the latter thus depends highly on whether an instruction is found 
in a cache or not. To predict this, complex analyzers would be necessary, emulat­
ing the caching operation. Even the most sophisticated ones would fail in the case 
of multiprogramming, where caches are filled with new contents on every context 
switch. 

Based on considerations similar to the ones on processor architecture, classical 
system architectures contain features to improve average performance. Again, these 
features may lead to undesirable consequences rendering the prediction of process 
execution times difficult or even impossible. Some of them are listed in the sequel. 

4.1.3. Direct memory access 

Since processors are ineffective in transferring larger blocks of data, direct memory 
access (DMA) techniques were designed. With respect to the delays caused by DMA 
transfers, there are two general modes of DMA operation, viz., the cycle stealing 
and the burst mode. A DMA controller operating in the cycle stealing mode is 
literally stealing bus cycles from the processor, while in the other mode the processor 
is stopped until the DMA transfer is completed. Although the processor has no 
control over its system during such a delay, this mode is more appropriate when 
predictability is the main issue. If block length and data transfer initiation instant 
are known at compile time, the delay can be calculated and considered in program 
execution time estimation. Furthermore, block transfer is also faster, because bus 
arbitration needs only to be done once. 

4.1.4. Data transfer protocols 

Data transfer via microcomputer busses also deserves some consideration. Syn­
chronous data transfer protocols by definition ensure predictable data transfer times. 
Asynchronous ones are more flexible, however, their behavior is very difficult to 
control, especially in shared-bus systems. The best way to guarantee realistic data 
transfer times seems to be synchronous operation of all potential bus masters. 

Similar conclusions hold for local area networks as well. For distributed control 
systems, appropriate network protocols with deterministic and predictable behavior 
must be chosen. The widely used CSMA/CD (Ethernet) protocol is inappropriate 
because of non-deterministic resolution of collisions. A frequent problem is also 
the complexity of protocols: the standard document DIN 19245 on the field bus 
Profibus, e.g., has 750 pages. 

4.1.5. Exception and interrupt handling 

The problems discussed in the previous paragraphs could either be prevented, or 
the measures potentially causing non-deterministic or unpredictable behavior could 
be renounced. However, in process control computers operating in dynamic mode, 
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i.e., immediately responding to the events in their environments, some kinds of 
exceptions and especially interrupts are unavoidable. Since these events occur asyn­
chronously to program executions, the latter are necessarily delayed. This problem 
cannot be solved in classical single processor architectures. 

4.2. Prototype of an appropriate hardware platform 

Above it was considered as disadvantageous that in the single processor architecture 
the operating system is running on the same processor(s) as the application software. 
In response to any event occurring, the context is switched, system services are 
performed, and scheduling decisions are made. Although it is very likely that the 
same process will be resumed, temporal determinism of process execution is violated 
and a large amount of performance is wasted by superfluous overhead. 

Following the general architectural outline as given in Sec. 3, employing a second, 
parallel processor to carry out the operating system services is suggested. Similar 
concepts were independently considered in a number of research projects and imple­
mented in several successful prototypes (e.g., Refs. 4, 19, 24 and 28). Compared to 
Ref. 4, our approach is more complex and supports multiprocessing as well, and to 
a certain extent, distributed processing. However, it is still targeted at embedded 
applications and is thus, less sophisticated than Ref. 28. The latter supports local 
area networking and features flow control filters, reflective memories, and a VLSI 
implemented scheduling controller. 

In Fig. 2 our experimental hardware platform is shown, consisting of task pro­
cessors (TPs) and a kernel processor (KP), which are fully separated from each 
other. Loose coupling is achieved by serial links and a few additional signals. This 
promises easy local distribution of process control (task) processors, and migration 
of processing power close to where it is needed. 

The kernel processor (KP) is responsible for all operating system services. It 
maintains the real-time clock, and observes and handles all events related to it, to 
the external signals and to the accesses to the common variables and synchronizers, 
each of these conditions invoking assigned tasks into the ready state. It performs 
earliest deadline first scheduling on them and offers any other necessary system 
services. 

The external process is controlled by tasks running in the task processors (TP) 
without being interrupted by the operating system functions. A running task is only 
pre-empted if, after re-scheduling caused by newly invoked tasks as a consequence 
of events, it is absolutely necessary to assign the highest priority to it in order to 
ensure that all tasks will meet their deadlines. 

Although the real-time clock is really necessary only in the kernel processor 
(and optionally in peripheral controllers to allow for exactly timed and jitter-free 
I/O operations as described in Ref. 8), it may be available as relative Julian time 
throughout the system: in any of the interested units it can be implemented in 
hardware or in software as a counter of standard time unit ticks (RT clock signal), 
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Fig. 2. General model of the hardware architecture. 

generated by the kernel processor and beginning at system initialization. Absolute 

t ime can easily be calculated from the counter value and the absolute t ime recorded 

for the system initialization instant. 

In process control it is often necessary to perform certain operations at exactly 

defined instants. As a rule, this cannot be achieved with high accuracy by means of 

scheduling tasks to be activated at those times because of operating system over­

head and non-deterministic precedence relations holding between the active tasks 

at those very moments—particularly not in dynamic environments. This option 

is implemented by halting task processing in a certain s tate and re-activated by 

continuation signals generated by the kernel processors. 

The presented concept prevents non-deterministic interruptions from the envi­

ronment to reach the task processors by (1) careful avoidance of sources of unpre­

dictable processor and system behavior; (2) by loose coupling of task processors; 

and (3) by synchronous operation of the kernel processor. The predictability of tem­

poral system behavior achieved through this concept is expected to be sufficient to 

provide the necessary basis for the higher levels of system design. 
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In the following paragraphs the implementation of the hardware units will be 

detailed. 

4.2.1. Operating system kernel processor 

To support determinism and in order to achieve better performance, the operat­
ing system kernel processor is divided into two layers, a higher-level part called 
secondary reaction layer (SRL), and a lower-level part or primary reaction layer 
(PRL) (see Fig. 3). 

Since their functions are tightly coupled, the processors implementing the two 
layers communicate via a dual-port memory {DPRAM), where their interfaces 
reside in form of operating system data structures and the real-time clock storage 
element. Conflicts of simultaneous access are resolved by an arbiter built inside the 
dual-port memory. However, accesses are exclusively performed in carefully defined 
time slots; this way conflicts are avoided. 

Differing slightly from the general model as shown in Fig. 1, the hardware layer is 
implemented inside the primary reaction layer microcontroller for practical reasons. 

In short, the PRL is performing elementary hardware functions like external 
event recognition, time and time event management etc., while the SRL serves as 
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Fig. 3. Operating system kernel processor. 
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interface to the task processors, manages their operating system service requests 
and carries out the actual task scheduling on the basis of information on events 
provided by the PRL. 

There are several reasons for structuring the operating system processor into two 
parts. An important one is the natural parallelism between the lower-level (signal 
sensing, administration of real-time clock, time schedules etc.) and the higher-level 
functions (scheduling, operating system routines); exploiting that, the performance 
of the kernel processor is improved and, hence, the response times are shortened. 
Further, the primary reaction layer is intended to be implemented in an FPGA in 
the forthcoming versions of the prototype. Finally, in our particular implementation, 
the transputer does not provide useful interrupt handling capabilities and its two 
level scheduling was found inappropriate for this purpose; thus, we decided to add 
the lower-level processor. 

In the sequel, functions and implementation of the PRL and the SRL will be 
detailed. 

Primary Reaction Layer is implemented using a Motorola MC68306 micro­
controller. Its basic functions are: 

• Generation of the RT clock signal. RT ticks are generated by the MC68306 built-in 
timer/counter. For every tick a preset value is loaded into the counter and decre­
mented with every clock cycle; upon expiration, the RT clock tick is generated at 
the timer's external output and the internal interrupt is signalled. 
• Administration of the real-time clock in form of Julian time. Time is maintained 
by software: on every RT clock tick the time is incremented. The 32 bits long word 
allows for relative times of 49 days with a resolution of 1 msec. During power-on, 
all real-time counters throughout the system are reset and the RT clock signal is 
disabled. In the initialization sequence the kernel processor acquires precise actual 
absolute time (either from a host computer or via some other means—e.g., the 
Global Positioning System), adds the necessary (constant and known) overhead 
until the counters are started, and distributes it among all interested parties. Then, 
the RT clock signal is enabled and all counters begin to count the same ticks. 
Hence, the relative times will be the same, and the constant offset to the absolute 
time known all over the system. 
• Administration of time events introduced by time-related schedules (either for 
tasking operations or for continuation of their execution). SRL provides a vector 
of activities which are scheduled to be activated at certain times. PRL adminis­
ters this vector, selects the closest time event and, upon its occurrence, provides 
information accordingly so that the associated actions can be taken over by SRL. 

• Reception and handling of signals from the process environment (and monitoring 
whether overruns occur). Events from the environment are received by a specially 
designed external event recognition interface implemented by an FPGA. It provides 
32 parallel digital I/O ports; active (negative) transition on each of these ports 
sets a bit in a register which is periodically polled; any bits set are cleared and 
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registered in the operating system data structures together with time stamps. If an 
event appears more than once during the same polling cycle, an overrun bit is set 
indicating that at least one event was not serviced. 
• Provision for exact timing and/or synchronous operation of task processors. The 
already mentioned exact timing feature offers the possibility to schedule a part of 
a task to be executed at an exactly defined instant which, in principle, cannot be 
accomplished by usual task-level scheduling on a time event. To achieve this, a task 
running in a task processor can halt its own execution using an operating system 
call. In the call, a time schedule is associated with this action; when it is fulfilled, 
the continuation signal re-enables the program in the task processor by releasing 
the wait state. The continuation signals for all task processors are driven by the 
microcontroller's I/O lines and can be triggered individually or simultaneously by 
disjunctive combination of the I/O port data register. 
• Providing information on the actual events in the current system cycle to SRL by 
putting them into the common data structures, to be available for actual scheduling 
of the associated tasks. 

Secondary reaction layer communicates with the task processors, from which 
it receives calls for operating system service. These calls may require certain infor­
mation about the state of the system or the tasks. Tasks may access the synchro­
nizers and the common global variables residing in the SRL; a change in status of 
these structures triggers an event to which a task activation may be associated. 
Important types of service calls are tasking requests; a task running in a task pro­
cessor may request time-related and/or event-related scheduling of different tasking 
operations. The conditions are passed to the PRL which triggers events upon their 
fulfillment. 

When such events occur, the SRL invokes the tasks assigned to them, performs 
schedulability analysis, and actually places the ready tasks into the processor queue 
according to their deadlines. 

The SRL is, from the viewpoint of hardware designers, a standard transputer 
system with an external bus access to the dual-port RAM. It has three bi-directional 
links to task processors and one to a host for purposes of monitoring and program 
down-loading. The latter can also be used as a link to a fourth task processor once 
an application is operational and its programs are placed in ROMs. These serial 
point-to-point communication paths are, apart from adequate processing power, 
the main motivation for using transputers. 

Although not very practical, the system can also be scaled to slightly larger 
applications by adding an additional transputer to one link of the secondary reac­
tion layer. Thus, six task processors can be supported, and a further two with 
each additional transputer. However, this would influence the response times of the 
system due to the additional load. To this point, a number of three or four task 
processors supported in the basic configuration was found to be most reasonable 
with regard to overall system performance. 
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4.2.2. Application task processors 

The actual process control programs are executed in task processors. Only a small 

part of the operating system resides here performing communication with the SRL 

and context-switching upon the lat ter 's request. In a task processor's memory the 

program code of each task mapped to it is kept. Also, parts of these tasks ' control 

blocks are residing there, holding the contexts of eventually pre-empted tasks. 

Basically, a task processor can be implemented using a wide variety of processing 

devices, such as microcontrollers, digital signal processors, or au tomata based on 

F P G A s or special-purpose VLSI components. Important selection criteria are the 

envisaged purpose in the application domain, and determinism and predictability of 

the temporal program execution behavior. To support run-time analysis for such a 

diversity of processors, we introduce a configurable compiler with a built-in run-time 

estimator using different methods and techniques, which will briefly be outlined in 

Sec. 6.3. 

In Fig. 4, the task processor architecture is shown as implemented in our proto­

type with the Motorola MC68307 microcontroller. The temporal execution behavior 

of the MC68000 microprocessor kernel is not excessively complicated; analyses have 

shown tha t it is predictable with ease. 

Every message received on the t ransputer link interrupts task program execu­

tion. It can either be a call for pre-emption of the running task, or a response to an 

operating system service request. In bo th cases the delay in task execution caused 

can be considered in the context-switch t ime, or in the operating system response 

time, respectively. 

The microcontroller's internal timer can be used as a counter of RT clock ticks. 

Although conceptually the task processor does not need a real-time clock, its pres­

ence may save service calls to the kernel processor. 

Below, some features of the task processor are presented. 

• Intelligent Process Interfaces (IPIs) serve as interfaces between task processors and 

controlled environments. They are based on microcontroller or FPGA-suppor ted 

peripheral devices connected to task processors via I2C serial buses. Their services 

are available by calling pre-defined peripheral device drivers and providing param­

eters and data . IPIs provide higher-level peripheral interface services. By moving 

intelligence towards peripheral devices, task processors are relieved from tha t work, 

peripheral services are much more flexible and fault-tolerant, and system safety is 

enhanced. 

Optionally, in simple implementations, instead of peripheral interfaces on an I2C 

bus, peripheral devices may be directly implemented on task processor modules. 

For this purpose the MC68307 microcontroller's remaining peripheral interfaces 

may be used. Then, alternative peripheral device drivers must be prepared. On the 

other hand, in more demanding environments, peripheral interfaces may be linked 

to application task processors by sensor/actuator buses or, generally, field buses. 

Under the aspect of real-time capabilities, viz., bounded end-to-end communication 
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continuation 

Fig. 4. Application task processor. 

delay and deterministically guaranteed access time to the transmission medium, the 
best performance among field buses is then offered by InterBus-S.1 

Peripheral devices must be carefully selected and implemented in such a way that 
their timing behavior is deterministic and can be predicted. For instance, analogue-
to-digital conversion can take different time in certain implementations depending 
on the input level. A consistent implementation of such a peripheral device is to per­
manently sample and convert the analogue value; upon request the value acquired 
last is always returned without any delay. Assuming that the sampling interval is 
sufficiently small, the result is acceptable. 

• Exact timing of operations. This feature already mentioned in the discussion of 
the kernel processor requires a counter-part in the task processors. After a task, 
reaching a point from where continuation at a certain time instant is requested, has 
issued the corresponding service call to the kernel processor, it enters the wait state 
sending a wait signal to a simple circuit triggered by an I/O line. When the instant 
for resuming the task processor's operation and the execution of the task is reached 
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(which is indicated by a time event), the PRL generates a continuation signal which 
resets the wait signal to the inactive state thus resuming operation. 

While providing the most precise timing of process execution, e.g., for purposes 
of temporal synchronization, this implementation seems to have the drawback of 
halting the processor, preventing other ready tasks from executing during the idle 
time until the moment of continuation. In practice, however, there is no blocking 
of other tasks, since the waiting times are kept short and are considered in the 
estimation of the corresponding tasks' run-times. As an alternative to this solution, 
and to prevent idle waiting, an exact timing feature is also implemented on the level 
of intelligent peripheral interfaces. Along with an I/O command, the time when the 
operation is to be performed is transmitted to an IPI, which has access to the real­
time clock. The calling task is suspended, waiting for the requested instant when 
the data are sent out or, respectively, latched into a buffer, ready to be read by 
the task processor. Which method is utilized depends on whether only peripheral 
operation or task execution as a whole is requested to be timed precisely. 

With exact timing of input/output operations as introduced in8 application 
designers can cope with the jitter problem: with a slight remaining jitter only 
depending on the real-time clock, they can precisely prescribe when certain sen­
sors are read or actuators set in closed regulatory loops. 

• Distributed processing. Process control and embedded applications are often imple­
mented as distributed control systems in rather natural ways. Our architecture 
matches this approach on two levels, viz., on the level of task processors and on the 
level of intelligent peripheral interfaces. 

Task processors are connected to the kernel processor via transputer links which 
are limited in length; however, it is possible to implement them in fibre optics, thus 
allowing distribution over longer distances. The serial bus connecting peripheral 
interfaces with task processors works with lower transfer rates and is, thus, less 
problematic; commercial drivers allow transfer over sufficiently long distances. Since 
in both communication protocols only master-slave and single-master options are 
implemented, overhead is extremely low in data transfer. 

5. Operating System Support and Tasking 

According to their nature, scale, purpose, implementation etc., in embedded real­
time control systems different options are realized with respect to system software 
functions. In some larger scale and complex control applications, complete oper­
ating systems can be employed. In smaller applications, real-time executives are 
sufficient, providing typical basic components of a process control computer operat­
ing systems as described in Ref. 30, such as interrupt handling, task management, 
communication, and synchronization, as well as time administration, input/output 
routines, and an operator interface. Often, these functions are custom-designed and 
integrally included into the application program code. 
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One distinguishes between the nucleus and the shell of a supervisor. Operating 
system nucleus processes are called to be of the first kind, are activated by interrupts, 
and handle events which require attention of the operating system. The shell of the 
supervisor consists of processes of the second kind; these are handled in the same 
way as user tasks, i.e., under control of the task management. 

The co-processor introduced in this chapter is dedicated to the execution of 
processes of the first kind. Hence, the co-processor is home to event and time man­
agement, as well as task management, communication, and synchronization. Since 
there is no intrinsic difference between user and system processes of the second 
kind in real-time environments, the functions of the supervisor shell, such as data 
exchange with peripherals and file management, can be provided in the form of 
tasks or subroutines running on the general processor(s). Thus, our approach con­
stitutes a physical implementation of the layered model for real-time operating 
systems, involving a clear, physical separation between operating system nucleus on 
one side, and operating system shell and application software on the other. 

Basic and theoretical information about the operating system and its rationale 
was presented in Ref. 2. Here, we only mention that in our prototype implementation 
the earliest deadline first scheduling policy is implemented. To prevent unnecessary 
context-switches, a simple modification was introduced. Even if a newly arrived task 
has an earlier deadline than the executing one, the running task is not pre-empted, 
unless the situation caused by the latest event requires immediate task re-scheduling. 
Apart from better performance due to considerably less pre-emptions, the problem 
of resource contention resulting from mutual exclusion of tasks using critical regions 
is thus minimized. 

An application task, which exists inside, and is intended to be executed by, a 
task processor, is in one of the following states (see Fig. 5): 

Dormant: Being in the dormant state means that a task's code exists, and the task 
control block (TCB) holds its parameters. Actually, the TCB is split into two 
parts which hold the system information about the tasks and the tasks' current 
variable values, and reside in the SRL and in the task processor, respectively. 

Scheduled on event: A task is assigned to an event; as soon as the latter occurs the 
task will be activated. 

Ready: If a task's condition to be run is fulfilled, it is moved into the ready state. 
Each time a task enters this state, a schedulability analysis is dynamically per­
formed to check whether its deadline is closer than the one of the executing task 
and, further, whether its laxity allows the execution of the latter to be continued 
and, thus, a pre-emption avoided without violating any deadlines. 

Buffered activation: Only one instance of a task may be active at the same time. If 
an already active task is to be activated anew due to fulfillment of some schedule, 
its activation is buffered, i.e., postponed until the already active instance is either 
completed or terminated. 
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Legend: 

AE - assigning task to an event 
A - task activation 
T- task termination 
E - normal task end 
S - task suspension 
C - task continuation 
P - prevent, cancelation of a 
schedule 
L - LOCK, WAIT operation 
U- UNLOCK, SEND operation 
Sch - EDF scheduling 

Fig . 5. T a s k s t a t e s a n d the i r t r an s i t i ons . 

Running: A task can only be put from the ready into the running state by the 
scheduler, which is part of the operating system being executed by the SRL. 

Suspended: A task activation may be suspended. In this state a task retains its 
internal logical state; however, since suspension is not temporally bounded, timing 
circumstances become invalid and must be restored upon continuation of task 
execution by defining a new deadline. 

Waiting for synchronization and critical regions: To synchronize with another one, 
a task may send, or wait for a signal. Also, to protect a part of a program, it may 
be enclosed into a critical region. If a certain signal is not present on "wait", or a 
task cannot enter an already occupied critical region, its state changes to waiting 
for synchronization. 

Tasks change their states upon operations such as activate, terminate, end, sus­
pend, continue (see Table 2) etc., which are included in the syntax of the program­
ming language used to write application software as described in Sec. 6.3. These 
operations can be scheduled to be executed upon fulfillment of a condition, called 
event, or a combination of several thereof. 
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Table 2. Syntax of the programming language features supported by the operating system. 

Scheduling support 
<non_time_schedule > ::= WHEN <non_time_event> { OR <non_time_event> } 
<non_time_event> ::= <interrupt_id> | <shared_variable> [<rel_op> <exp>] 
<simple_time_schedule > ::= AT <time_exp> | AFTER <dur_exp> 
<periodicaLtime_schedule>::=[<simple_time_schedule>]EVERY<dur_exp>[DURING<dur_exp>] 
<time_schedule> ::= <simple_time_schedule > | <periodical_time_schedule> 
<combined_schedule > ::= <non_time_schedule> OR <time_schedule> 
<schedule> ::= <non_time_schedule> | <time_schedule> | <combined_schedule> 

Task activation 
<task_activation> ::= [<schedule>] <task_activation_statement> 
<task_activation_statement> ::= ACTIVATE <task_id> DEADLINE IN <dur_exp> 

Task termination 
<task_termination> ::= [<schedule>] <task_termination_statement> 
<task_termination_statement> ::= TERMINATE [<task_id>] 

Task prevention 
<task_prevention> ::= [<schedule>] <task_prevention_statement> 
<task_prevention_statement> ::= PREVENT [<task_id>] 

Task suspension 
<task_suspension> ::= [<schedule>] <task_suspension_statement> 
<task_suspension_statement> ::= SUSPEND [<task_id>] 

Task continuation and resumption 
<task_continuation> ::= [<schedule>] <task_continuation_statement> 
<task_continuation_statement> ::= CONTINUE <task_id> DEADLINE IN <dur_exp> 
<task_resume > ::= [EXACTLY] <schedule> <task_resume_statement> 
<task_resume_statement> ::= RESUME [<task_id>] [DEADLINE IN <dur_exp>] 

TIMEOUT <dur_exp> [ONTIMEOUT <statement>] 

Normal task end 
<task_end> ::= <task_end_statement> 
<task_end_statement> ::= END 

Synchronization constructs and critical region concept 

<send_statement> ::= SEND <signal_id> 
<wait_statement> ::= WAIT <signal_id> TIMEOUT <dur_exp> [ONTIMEOUT <statement>] 
ENTER <semaphore_id> [NP] TIMEOUT <dur_exp> <s ta tement>{<sta tement>} 

[ONTIMEOUT <statement>{<statement>}] LEAVE 

Explicit assertion of execution time 
DURING <dur_exp> [NP] DO <sta tement>{<sta tement>} 

[ONTIMEOUT <statement>{<statement>}] FIN 

Status or value acquisition constructs 
<task_state_statement> ::= TSTATE <task_id> 
<sync_state_statement> ::= SSTATE <sema_id> 
<get_RTC_statement> ::= NOW 

Interrupt enabling and disabling constructs 
<interrupt_enable_statement> ::= ENABLE <interrupt_id> 
<interrupt_disable_statement> ::= DISABLE <interrupt_id> 
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Events can be time-related, and if of sporadic or periodic nature, they may 
occur at certain instants or after specified time intervals. Non-time-related events 
are interrupts from the environment and value changes of shared variables. Time-
related and non-time-related schedules may be combined. This way, temporally 
bounded waiting for events from the environment is enabled. 

When a schedule is fulfilled, an associated task may be: 

activated: the task is put into the ready state and consequently, actually run. 
terminated: the task is prematurely terminated and put into the dormant state; 

also, all schedules related to the task are cancelled. 
suspended: the task's activation is suspended, but its internal logical state is pre­

served, temporal circumstances are disregarded, and thus, invalid. 
continued: after a suspension the task can be re-activated; a new deadline must be 

supplied. 
resumed: in general, "resume" is a combination of "suspend" and "continue", i.e., 

the task is immediately suspended and resumed when the associated schedule 
is fulfilled. The actual execution of this function is dependent on the option 
"exactly": if it is not selected, the task changes its states from "running" to 
"suspended" and again to "ready", as it would if the functions "suspend" and 
"continue" were called explicitly. However, when "exact" timing is requested, the 
task does not leave the "running" state. Upon such a function, call execution is 
halted, and continued immediately after occurrence of the scheduling event, which 
may be time-related or not, without any delays for scheduling, context switching 
and similar overhead. Waiting in the suspended state is temporally bounded by 
a "timeout" clause, which is necessary to retain temporal predictability of task 
execution. If the timeout expires before the event has occurred, a given "ontime-
out" sequence is executed. It is also possible to disregard temporal circumstances 
and set another deadline, which is reasonable when the "exactly" option is not 
chosen and the task must be re-scheduled for continuation. 

Apart from the above, there are some other related actions, such as: 

end: normal task end when execution is completed. 
prevent: cancellation of certain schedules. 
tstate, sstate, now: monadic operators to acquire task or semaphore states, or time. 
enable, disable: external signal masking. 

For consistent inter-task synchronization, send and wait functions are provided 
using signals. Further, mutual exclusion of tasks can be achieved using temporally 
bounded critical regions; they may be pre-emptable or not as indicated by an "np" 
option. If any non-pre-emptable critical region exists in a task set, the longest one 
must be considered in schedulability analyses (for details, refer to Ref. 2). Both 
features are implemented using semaphores and "lock" and "unlock" functions, 
which are also shown in the state transition diagram of Fig. 5. 
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Both waiting for a signal and waiting to enter a critical region are temporally 
bounded by "timeout" clauses; corresponding "ontimeout" sequences need to be 
provided. Thus, synchronization delays become predictable and can be considered 
in task run-time estimation and in schedulability analysis. 

Similarly, it is possible to temporally bound any part of a program using a "dur­
ing" construct. This has two functions: to protect any temporally non-deterministic 
features (e.g., peripheral operations); and to assert explicit estimation of a certain 
program part's run-time, whose automatically obtained estimate is expected to be 
imprecise and pessimistic. Automatic estimation of the run-time is overridden by 
this assertion. 

6. Programming Languages and Worst Case Execution 
Time Analysis 

In process control, two categories of control computers are generally used: generic 
computer systems and industrial programmable controllers. For programming the 
former, universal high-level programming languages are used; unfortunately, many 
applications are still programmed in assembly languages which means much more 
error-prone programs and less productive application program development. The 
latter are programmed using a variety of vendor-specific programming means. 

6.1. Industrial controller programming 

Vendors of programmable logic controllers usually provide their own programming 
tools. Most of their properties have been included in the standard IEC 61131-313 

with the goal of harmonizing program design. In this section it will be shown that 
they actually provide a modern, simple, graphical means of programming which can 
also be employed for programming generic systems. 

The programming tools can be grouped into five categories: 

• instruction list: a low-level assembly-like language. 
• ladder diagram: logic functions expressed in a form of relay-logic. 
• function block diagram: standard and commonly used routines that are graphi­

cally represented by blocks which are then "wired" together. 
• structured text: structured high-level-like language. 
• sequential function chart: graphical representation of program structures on the 

task level, including parallel and alternative execution, etc. 

While the first two are merely meant for compatibility with some older systems, the 
latter three represent powerful tools for application design. 

Function blocks are graphical means for representing program units on different 
levels and structuring them into nested entities. At the outside, they show their 
input and output variables; the functions implemented by them can be defined with 
the structured text. With sequential function charts, it is possible to define relations 
at the task level. 
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Although it is beyond the scope of this chapter, it is obvious that this means 
could be used for programming generic control computers as well: standard proce­
dures are programmed, analyzed and verified, and put into ROMs. The application 
programmer merely needs to "wire" them together into specific applications. This 
way, the complexity of designs can be greatly reduced, and the verification of pro­
grams composed out of standard program blocks becomes rather easy. 

6.2. High-level real-time programming languages 

A high-level programming language to be employed for conventional programming 
of applications in real-time environments should fulfill the following properties: 

• it should support predictability of temporal behavior of programs: most of the 
commercially available and broadly used languages do not meet this requirement. 
It is thus left to the programmer to use for sensitive parts of applications only 
constructs which do not jeopardies predictability, and to analyze, and at run-time 
supervise, the temporal behavior of program execution. 

• it should be safe to allow for reliable programs: it should support strong type 
checking and make provisions for exception handling. 

• support for multiprogramming: it should include task support and good synchro­
nization means. 

• it should provide good hardware access: peripheral device drivers are a very com­
mon and important part of real-time applications. 

• support for programming-in-the-large: it should be modular and allow separate 
compilation. 

• it should be maintainable: real-time software has a long life expectancy; programs 
should be easy to read, understand, and modify. 

High-level programming languages for programming generic computer systems 
used in control applications can be further divided into two categories: implemen­
tation languages and real-time languages. 

Implementation languages do not provide much support for real-time program­
ming. Application programmers have to call certain library or operating system 
kernel routines which deal with the real-time requirements to a certain extent. By 
far the most common one among implementation languages is C or C++. Its advan­
tages are good availability, connectivity with, and support for program development 
tools; most programmers are familiar with it; the disadvantages are poor readability 
and maintainability, and the inability to meet almost all of the above mentioned 
requirements of real-time programming. 

For programming real-time applications, proper real-time programming lan­
guages should be used which should fulfill the above enumerated requirements. 
There are not many such languages commercially available; many of them were 
either academic prototypes or proprietary languages of certain large companies or 
institutions. 
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Two well established and broadly used real-time languages should be mentioned 
here, Ada and PEARL. 

Ada is probably the most widely used language for real-time applications. It 
has a number of good properties including most of the ones mentioned above. One 
major disadvantage, however, is that it is very large and complex. It includes almost 
any feature of any other modern language and is, thus, hard to learn and use, and 
it is difficult to produce efficient code. 

PEARL6 was designed and standardized by a group of German engineers in 
the early 1970's, and has been re-designed in the late 1990's (PEARL90). It also 
fulfills most of the above requirements; it is easily understandable, much simpler, 
and matches the thinking of the control engineer much more closely than Ada. As 
an example, consider the following PEARL implementation of an alarm clock: AT 
7:00 EVERY 3SEC DURING 10MIN ACTIVATE RINGING. 

Unfortunately, PEARL is not broadly used outside of Germany and Europe, and 
does not have much support by other commercial program development tools. 

In recent years, object orientation is also being considered in the real-time pro­
gramming domain. The classical programming languages are being adapted to this 
paradigm, and new ones are emerging. The most important one to be mentioned in 
this context is Real-Time Java. Although the common Java is originating from the 
process control domain, there are still some obstacles to its consistent applicability, 
the most serious one being the temporal impact of garbage collection. 

6.3. Programming the prototype implementation 

As a part of our project, a new real-time programming language was developed and a 
compiler with a built-in run-time analyzer designed. Being aware of the unpopularity 
of producing new languages and writing own compilers, we considered the following 
arguments for doing so: 

• In spite of the growing urge, we found that commercially available and widely 
used high-level programming languages and compilers still do not meet all the 
needs of embedded hard real-time application programming. Most languages used 
for such systems produce codes that lead in one way or another to unpredictable 
timing behavior. 

• Another pro-argument was the co-design of our particular experimental hardware 
architecture, the corresponding operating system and the application develop­
ment tool. It is impossible to support the features of the former two with any 
existing compiler. 

• Further, experience with run-time analysis of high-level source code programs 
showed that access to the compiler-internal data structures is required, which is 
not possible for commercial compilers. 

Owing to these considerations, we decided to design our own programming lan­
guage "miniPEARL" based on the standardized programming language PEARL 
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with certain modifications and simplifications.31'32 MiniPEARL is a strongly typed 
and structured high-level real-time programming language. Certain constructs were 
added to standard PEARL, e.g., enhanced tasking operations and real-time specific 
programming support as described in the previous section. 

Strict temporal determinism on the programming language level can only be 
achieved under the assumption that each statement is executed in a bounded and 
a priori predictable time period. For this reason, each feature that could take an 
arbitrarily long time to execute is either renounced in miniPEARL or is guarded 
with a timeout clause. 

To allow for that, it was necessary to introduce certain restrictions to the features 
of standard PEARL: 

• GOTOs are not allowed: Their use can result in unstructured code which is diffi­
cult to manage. Instead, EXIT and LOOP statements are introduced. The former 
is used for preliminary exit from innermost structures, and the latter is used in 
the REPEAT construct for immediate initiation of the next iteration of a loop. 
As a consequence, labels, except for procedure and task declarations, are obsolete 
and therefore renounced. 

• Each loop block must be tightly bounded: Lower and upper counts of iterations 
must be present and defined with compile-time-constant expressions, so that the 
longest execution time of a loop can be estimated. The "while" or "repeat" con­
ditions should be replaced by explicit IF-EXIT statements within loops. 

• Pointers and recursion are not allowed: Their use can result in severe memory-
management problems. They can produce temporally non-deterministic actions, 
and cannot be considered in a priori timing analyses. 

• Each synchronization construct must be temporally bounded: Synchronization 
constructs (for example, critical regions or semaphores) may take arbitrarily long 
times for their execution. This must be bounded in real-time systems. Each such 
command must be temporally guarded, and an explicitly defined action must be 
provided for the case that a time-out occurs. 

• Explicitly asserted execution times: In some cases, because of the nature of a 
program, estimation may yield very pessimistic execution times. To resolve this 
problem, additional execution information must be given by the programmer. 
This can be done by adding new constructs (pragmas) into the program code, 
as proposed in.22,23 However, this method requires complex analyses, and is not 
feasible in all situations. To overcome this problem, the explicit execution time 
of a program segment can be asserted by the system developer, overriding the 
estimated result with the asserted one. However, to guarantee that the actual 
execution time will not be longer than the declared one, for safety reasons the 
segment must be guarded by time-out control, and a time-out action must be 
present. 

• Task scheduler support: The scheduling algorithm in the operating system kernel 
processor relies on the residual execution time of tasks. This time is computed 
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ADD16 MACRO 

MOVE.W &1.DO 

ADD.W &2.D0 

MOVE.W DO.&l 

TIME 36 

ENDM 

Fig. 6. An example for a translation macro. 

as the maximum execution t ime of a task minus the accumulated running time. 

However, the actual execution t ime is expected to be shorter than the estimated 

one. To achieve a more reliable and realistic estimation of the residual t ime, it can 

be updated explicitly, whenever possible, by asserting into the code information 

on the estimated residual execution time, which gradually becomes more precise 

as a task approaches its end. 

Since the temporal execution behavior of a program as a whole is tightly corre­

lated to tha t of all its par ts , all program code must be compiled at the same time. 

Although the organization of programs is modular, modules may not be compiled 

separately (except for syntax checking). 

6.4. Worst-case execution time estimation 

To estimate the execution times of programs writ ten in the high-level programming 

language miniPEARL, the following three steps are carried through: 

(1) First, the compiler transforms application source code into an intermediate 

form, in the course of which a modified syntax tree is constructed and symbol 

tables for identifiers, procedures and tasks are built. To this internal form of a 

program global code optimization is applied. Constructs like straight line code 

blocks, alternatives, condition evaluations, loops etc. are located. 

(2) In the second step, the duration of each straight line portion of assembly lan­

guage (or machine) code is calculated using so-called translation macros. These 

macros are specific to the hardware architecture and processor used. To support 

different platforms, different sets of macros can be used. 

Each element of a syntax tree corresponds to one or more macros. As an 

example, a macro tha t corresponds to the addition of two integer variables is 

shown in Fig. 6. 

In this macro, the placeholders &1 and &2 are replaced by the first and the 

second calling parameter, respectively. Outpu t code is generated in the code 

generation phase either in assembly or in machine language form. In the first 

case, the generated code must be assembled before it is loaded into the target 
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system. In the second case, compiling is faster, but the compiler output is not 
readable and, thus, difficult to verify. 

The same macro is also used in the timing analysis phase. The directive 
TIME states the basic execution time of this macro's code. It is not implemented 
as an attribute of the macro because, for code optimization, conditional expan­
sion of macros is allowed and execution times may vary with operand types or 
values. The exact execution time will be established when the macro is called by 
the compiler and operands are specified. For the example macro, its call could 
look like: 

ADDIL(4),3 

where the notation L(4) represents an absolutely addressed local variable resid­
ing in location 4 and the second operand is a constant. Additional time used for 
effective address calculation and operand fetches and stores is added, yielding 
the total execution time of the macro. 

For further analysis, straight line blocks are replaced by corresponding delays 
and are not considered any more. 

(3) Finally, in the third step, the nested structures in the compiled source code are 
searched recursively until the innermost one is located. This is then replaced by 
a delay corresponding to its worst-case execution time: alternatives are reduced 
to the execution time of the longest path; execution times of loop bodies are 
multiplied by the maximum number of iterations; subroutine calls are reduced 
to their durations. Then, the same procedure is performed on the next enclosing 
nested structure. Finally, recursive application up to the outermost structures 
yields the execution time of the program. 

Since the language is relatively simple, in comparison with others it can be more 
efficiently compiled into object code, which can be more easily optimized. Moreover, 
analysis of the code's temporal execution behavior is easier, more accurate and 
less pessimistic. Through accessing compiler-internal data structures, the syntax 
tree can be precisely analyzed, and any global or local program code optimizations 
considered. 

6.4.1. Pessimism in task run-time estimations 

A drawback of many methods to estimate task execution times, and one of the 
reasons why they are not more widely used, is that they yield relatively pessimistic 
results. The reasons can be found on all layers involved in programming, from 
non-deterministic language features via operating system overhead to hardware 
behavior. 

In our approach, the influence of the operating system overhead was minimized 
by migrating the kernel to a separate processor. Only context switches and non-
pre-emptable critical regions have to be considered. 
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State-of-the-art processors are optimized for high average performance and 
include features that behave, as a rule, temporally non-deterministically, like 
caching, internal parallelism, pipelining etc. These features cannot be consistently 
considered in temporal analysis. Often, worst-case execution times are given, and 
sometimes even statistically estimated average times, only. The execution times of 
instructions heavily depend on their sequential order in program code. Animating 
sequences of instructions often fails, because their exact execution behavior is not 
disclosed by the processor manufacturers. 

In our concept of macros it is possible to see whether a preceding macro does 
not end with a jump or branch enabling the subsequent one to start earlier with 
a pre-fetch. A macro can, thus, give the subsequent one a "bonus", which may be 
subtracted from its execution time. 

For even more precise run-time determination, our analyser provides another 
option—generation of pilot code. The idea behind is to measure execution times 
of actual code on a target system. Since a target system may not be available 
at the time of software development, and since it is not always easy to set the 
worst-case test scenario, the compiler is used to generate pilot object code. This is 
characterized by always running through the path with the longest execution time 
(the longest alternative in IF and CASE statements is always selected, the maximum 
possible number of loop iterations is forced, etc.). Further, input/output commands 
are replaced by corresponding delays. Thus, only partially built or similar target 
systems with the same processor are sufficient for the measurements. 

Several modern microprocessors already include special testing and debugging 
support, the Background Debugging Mode (BDM). The new version of our run­
time analyser will be able to automatically communicate with the microprocessor, 
measure the critical parts of programs and, in the subsequent steps, use the most 
precise results of the program run-time measurements, already taking into account 
the effects of parallel execution, caching and other effects that are difficult to con­
sider otherwise. 

Most problems, however, are introduced by programming itself. Studies (cp., 
e.g., Refs. 22 and 23) based on supplying additional knowledge about programs 
to analysers were made to achieve better estimation of run-times. Although yield­
ing very good results which are close to the actual values, these solutions do not 
appear to be sufficiently practical for implementation yet. If application designers 
feel that an automatic estimation is excessively pessimistic, they can thoroughly test 
and measure the critical parts of a given code until they become familiar with the 
temporal circumstances. In this case they can make use of the possibility to explic­
itly define execution times for such code segments and, thus, override automatic 
estimation. 

During run time, however, certain controls have to be provided to ensure that the 
program execution complies with the limitations asserted into the program language 
constructs. 
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7. Safety critical applications 

It seems to be easier to assure dependable hardware architectures than dependable 
software. The reason for this is that verification methodologies and techniques for 
hardware design are well established for already a long time. Hardware can be safety 
licensed for critical applications by licensing authorities (like the TUV in Germany) 
using well established procedures. 

Software is much more complex, taking into account the entire life cycle from 
specification, via design and coding, to compilation into machine code which is 
the actual final result. There is a number of hazards to its integrity, from faults 
and errors common in specifications and in all levels of design, to implementation 
problems like arithmetic precision (e.g., the Ariane 5 disaster), to mention just 
a few. 

Licensing of software-based systems is extremely difficult. Although considerable 
research activities have been devoted to the area of formal specification and verifi­
cation of programs, the techniques developed are generally applicable to relatively 
simple cases only. Also, they are still not formally accepted by the licensing author­
ities, as they rely in turn on complex computer tools which are inherently unsafe. 

The only method officially recognized by the German licensing authorities is 
diverse back translation.16 It consists of re-gaining a requirement specification from 
the software examined by several, independently working licensors or groups. To 
eliminate possible effects of error-prone compilers, this must be carried out on the 
machine code read out of the target system. It is obvious that this method is only 
feasible for very limited applications such as emergency shut-down systems. It is 
not practically usable for most industrial applications. 

For these reasons, in extremely critical applications and systems, like safety 
back-up systems in nuclear power plants or avionics, where safety is crucial and 
formal licenses are necessary, in general only hardware-based or trivially simple 
programmed systems can be licensed for the time being. However, due to economic 
reasons, it is necessary to provide methods and technologies allowing program-based 
systems of some complexity to be safety licensed as well. In this sense, alternative 
control systems have been elaborated,9 which can be rigorously proven correct with 
acceptable effort even for systems with realistic complexity. 

8. Typical Set-up and Design of Applications 

As an example, let us finally consider our embedded computer controller to be built 
into a classical industrial process consisting of mechanical production machines. 
Typically, such a process is physically distributed over a production hall. The con­
trol system senses system states, characteristic values, and data inputs and, with 
calculated results, controls the actuators. The times to react upon events from the 
process are in the order of magnitude of milliseconds and must be guaranteed. 

Sensors provide two kinds of data: they acquire values of input variables and 
notify the control system of events, which influence the further process behavior 
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(e.g., changes of certain internal states like s tar t or termination of certain activities, 

operator interventions, alerts, etc.). The former are polled by intelligent periph­

eral interfaces, and controlled by task processors synchronously with application 

program processing. The events have the form of asynchronous signals, and are 

directly fed to the kernel processor's primary reaction layer. Upon occurrence of 

these signals of programmed time events and changes of synchronizers and common 

variables, unified system events are reported to the secondary reaction layer, where 

associated tasks are then scheduled earliest deadline first. If necessary, a context 

switch is requested in the corresponding task processor to activate a task handling 

an event. Such tasks may request certain operating system kernel services during 

their execution. 

The intelligent peripheral interfaces are selected to be mounted on the devices 

from which they acquire input da ta and /or in which they drive actuators. The 

associated application tasks are statically mapped onto one to four task processors, 

depending on the performance required. 

The application tasks are programmed in miniPEARL, which represents a sim­

ple, deterministic and, to certain extent, safe3 subset of a standardized high-level 

programming language, which is convenient for control applications. The particular 

hardware configuration is described in the system part of the application program. 

Then, the application or problem part is designed, containing the actual algorithmic 

implementation. The syntax of miniPEARL already includes all necessary schedul­

ing constructs and other operating system calls; the application programmer does 

not have to be aware of specific operating system issues. 

Computer-aided application engineering is not supported yet. It is one of the 

directions for further research which will feature aspects like graphical program­

ming, specification animation, automatic program generation, rapid prototyping, 

and stepwise refinement of functional and temporal issues. An interesting and moti­

vating approach towards the design of hardware configurations and software sys­

tems, however based on DSPs, can be found in Ref. 18. 

9. C o n c l u s i o n 

In order to assure predictable execution behavior of real-time systems, it is necessary 

to determine a priori bounds for task execution times. In this chapter a consistent, 

holistic design of an experimental control system for embedded applications operat­

ing in the hard real-time domain is described. It is shown how the execution t imes 

of tasks running on task processors can be estimated, providing the information 

necessary for schedulability analysis. 

In this project, we did not intend to develop many novel concepts. We merely 

tried to strictly apply known ones, and to combine different design domains to 

obtain practically usable experience in designing predictably behaving embedded 

control systems. 



230 Matjaz Colnaric and Wolfgang A. Halang 

This project is an on-going one: having concluded the hardware design, built the 

operating system and the compiler with the built-in analyser, we decided to change 

the hardware implementation radically by replacing the t ransputer in the implemen­

tat ion of the secondary reaction layer by another microprocessor (Motorola Cold-

Fire) . Also, the task processors are being re-designed using the same processors as 

they feature bet ter possibilities to estimate the temporal behavior and sufficient 

performance. 

The proposed approach involves many components; its price exceeds the price 

of s tandard industrial controllers. Although the hardware price is often a significant 

parameter , it is very low in comparison to the costs of an application environment 

and of software design. Furthermore, a consistently designed control system can 

prevent costs of production stand-stills and /o r damages, or even endangerment of 

human health or lives, caused by failures, which can by far exceed the hardware 

costs. 

By designing embedded control systems in this way, the requirements of hard 

real-time systems, viz., timeliness, simultaneity, predictability, and dependability, 

are bet ter met than by state-of-the-art technology. 
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